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Abstract

In this report we present a series of formal models that describe dynamically reconfigurable applications at various stages of their life cycle. It is our intention that these models capture the essential concepts of such applications and the platforms on which they are deployed, and that they indicate the essential activities required to accomplish an application’s transition from one stage of its life cycle to the next. These models aim to support a life cycle in which applications are designed as a combination of services and realized by predefined components that are deployed in a framework specially tailored to the resource management needs of these applications.

1 Introduction

Many current day large scale applications exhibit the following characteristics. They are interdisciplinary: Their design relies on knowledge from a wide range of domains of expertise, that is difficult to cover by a single design team. They are intrinsically distributed: Control of the application occurs at a location that is geographically distant from sensors and/or actuators. Typical examples are surveillance systems for public areas such as shopping malls, airports, or even parts of a city, or control systems for chemical and nuclear plants. Similarly, processing of data may occur at locations remote from where the data is acquired and/or stored. Typical examples are large scale scientific computations that require computing power to an extent not available to a single user. Also, the variety of resources needed by the system may not be present at a single location or machine. They require intricate resource management: On the one hand, intelligent reaction to sensor input or data content may give rise to large fluctuations in resource demands of the application itself. On the other hand, the application may be operating in an environment where it has to compete for resources with other applications that execute simultaneously, and hence may be confronted with fluctuating resource availability.
These characteristics have consequences for the design and deployment of such applications. First of all, the interdisciplinary nature favors a design style, where applications are built from predefined components developed by experts in the various disciplines. Not only do these components encapsulate specialist domain knowledge, they also facilitate reuse and are mechanisms for protection and commercial exploitation of intellectual property.

For reuse of independently developed components to be successful, it must be complemented with reuse of architectural principles that facilitate interoperability between such components. For this a variety of component frameworks has been developed both in industry (EJB [8], COM [4], CCM [15]) and in academia (Koala [28], SOFA [7], Kobra [1], PECOS [14], PECT [16], Fractal [6]). Most of these frameworks, however, are not resource-aware and do not accommodate resource-dependent dynamic reconfiguration. Indeed, development of frameworks that exhibit the latter capability has been identified as a major research challenge in service-oriented computing [23].

In the literature many definitions of what a framework, or more specific a component framework, encompasses can be found [26, 13, 17]. In all cases a framework is defined as a software entity that realizes the goal stated above, i.e., a software platform that embodies the reuse of architectural principles for system composition within an application domain. The specification of precisely how the software achieves its goal is not perceived as being part of the framework, although tool support, in particular for component wrapping may reveal some of this information.

Therefore, we prefer a more extended notion of framework [20], that supplements the description of its software with additional concepts that are not only important for the proper deployment of the framework in applications, but also for the design of the framework itself. We refer to this model as the MRTV framework model, since it defines a framework as a set of Models and methods, a Run-time system, a set of Tools, and a set of Views. In this definition the run-time environment plays the role of the software platform of the previous definitions. Although each framework defines its own particular set of models, this set, in general, includes life cycle models — both for components and applications —, programming models, data models, process models, etc. Tooling, both for development of components and applications and platform management is considered an intrinsic part of the framework. Finally, and perhaps most importantly, the framework contains a set of views which explain relationships between its models, methods, tools and run-time system. Each view highlights a different aspect of the framework usage. Together, these views build a coherent picture of the framework that allows not only development of components suited for the framework, and the execution of applications built from such components on the its runtime platform, but also the development of its tools and its runtime platform. Again each framework defines its own particular set of views, but to get some idea of what is expected here one can think of views as defined by Kruchten [19].

Our research, is aimed at the design of a resource-aware component framework that facilitates third-party runtime composition of applications with a service-oriented architecture and with predictable resource usage. An initial
A discussion of that framework has been presented in [10, 22]. A similar framework targeting the domain of video surveillance applications can be found in [5].

This report presents a variety of conceptual models of a mathematical nature, both for the framework entities that constitute the fabric of our applications — interfaces, services, and components — and for the framework entities that constitute the platform on which they are deployed — hosts and networks. We target dynamically reconfigurable applications, so we model these entities at various phases of their life cycle, which gives rise to a hierarchy of models for each entity. Furthermore, we use the models to identify and explain the responsibilities of the framework entities that manage the activities that take place in the various phases of an application’s life cycle. Thus, the models also constitute abstract versions of the data structures maintained by these entities to perform their management tasks.

The rest of this report is organized as follows. Section 2 is devoted to the application life cycle. It discusses in some detail the three major phases of that life cycle. Section 3 is devoted to the component-based framework we envision. It introduces its principle entities and outlines its organization. Sections 5 up to 8 are devoted to models. These models are developed according to four views, an initial one that emphasizes resource management, followed by three more views, each of which is associated with a phase from the application life cycle. These sections are preceded by Section 4 which contains some general modeling principles and introduces some mathematical notation. For the less mathematically inclined readers, a software engineering oriented version of the models, in the form of UML diagrams, is given in the appendices. Finally, in Sections 9 and 10, we discuss related work, summarize results and indicate directions for further research.

2 Application life cycle

In this section we describe a life cycle for dynamically reconfigurable applications. This life cycle is displayed in Figure 1 and distinguishes the three main phases in which an application can be engaged: (re)design, (re)deployment and operation.

![Figure 1: Application life cycle](image-url)
Before we explain the activities that take place in the individual phases in more detail, we make some general observations. The most important phase of the life cycle is the operation phase. In this phase the application performs the services for which it has been designed. The other two phases represent deviations from this “normal” behavior during which the application is reconfigured. Reconfiguration is triggered by events that can be both external and internal to the application and that occur for many reasons. In this report, we concentrate on reconfiguration needed to resolve resource conflicts. We consider five reconfiguration mechanisms, three of which are so far-reaching that they require an application to temporarily leave its operation phase and enter a dedicated reconfiguration phase, viz., a redeployment or redesign phase.

To understand why there are two distinct phases associated with reconfiguration, we first need to explain our approach to application design, which is commonly known as third-party composition. We are concerned with service-oriented applications, and consider their design as a form of architectural design which consists of composition of predefined units, called services, of well-defined functionality to be delivered at a specified level of quality. How individual services are designed, however, is of no concern to us. Instead, we simply assume the existence of predefined executable software units, called components\footnote{Actually component types, but in this section we will not yet make that distinction}, that deliver the desired services upon deployment. Note that this is a deviation from the classical definition of a component given by Szyperski [26], where a component is both the unit of composition (as its name suggests) and the unit of deployment. We retain the latter, but consider services as the more fundamental unit of composition. By ignoring the service design aspect and concentrating on service composition, we obtain an application life cycle in which application design becomes a recurring activity, rather than an activity that occurs once at the start of the life cycle, (with the possible exception of some redesign as part of maintenance). Of course, any application must be designed and deployed before it comes into operation for the first time. Apart from the amount of effort involved, such initial phases are not different from the ones needed for reconfiguration of an already operational application. Hence, the single arrow indicating the entry point of the life cycle in Figure 1 suffices to capture initial design and deployment.

The two reconfiguration phases differ in that redeployment does not alter the structure of an application, but merely changes the location where components are deployed, whereas redesign also modifies the structure of the application, by changing either the service composition or the selection of components that provide the services.

**Design phase**

The main activities of the design phase are recorded in the UML activity diagram depicted in Figure 2. We distinguish: application architecture by service composition, allocation of components to services, definition of reconfiguration strategies and definition of deployment constraints.
As explained above, design is architectural design and the architecture of an application consists of two structures, a service-based structure and a component-based structure. These structures need not be the same. Finding a component-based structure that is compatible with the service-based structure is a non-trivial activity and is, therefore, a separate activity of the design phase.

Deployment constraints come in two kinds. The first kind is concerned with the location of components. In some applications, e.g. surveillance applications, services may be required at specific geographic locations, for instance, the recording of images by a particular camera. Other constraints may not be location specific, but may require that a certain combination of services needs to be present on a single node (co-allocation constraints).

The second kind of deployment constraints is concerned with Quality of Service (QoS), which is specified as part of a service’s contract. Services, however, are provided by components and the latter are assumed to be deployable in only
a fixed number of modes. For each of these modes, it should, in principle, be possible to determine the QoS-level of every service offered by the component, when operating in that mode. Vice-versa, it should therefore also be possible to determine the set of modes at which a component can be operated such that all its services meet their contract. Whenever this set contains two or more modes the following situation may arise. Mode $M_1$ provides service $S_1$ with barely sufficient quality, but provides service $S_2$ at excellent quality, whereas mode $M_2$ does precisely opposite. In this case, it is conceivable, that although both modes meet the requirements stated in the service contracts, the application’s end-user has a strong preference for one of them. In Figure 2, the stage of the life cycle design phase in which this preference is stated is indicated by the “define resource constraints”-activity, since each mode of deployment of component has a well-defined associated resource demand.

There is one more design phase activity, which is the definition of reconfiguration strategies. Although important, because they supply the criteria used in a number of decision boxes (“◇”-boxes) in the activity diagrams, reconfiguration strategies are not part of any application model. Therefore, modeling this activity is outside the scope of this report.

### Deployment phase

Given the outcome of the design phase, i.e., a component-based application design and a set of deployment constraints, the goal of the deployment phase is to create a situation in which this design is deployed on a component-based platform. This means that on a subset of the platform nodes, called hosts, a collection of processes must be created, each of which is a component of the designed application. Of course, hosts must be allocated to these components in accordance with the location constraints. Moreover, each component must be deployed in a resource mode in accordance with the resource constraints, and sufficient resources must be reserved on the hosts to allow components to execute in their assigned resource modes. Finally, network connections must be established to accommodate data traffic between components, as indicated by interface bindings.

To achieve this goal the deployment phase is divided in three activities that are depicted in the activity diagram in Figure 3.

The first activity is the determination of a feasible allocation, which consists of three parts, viz., an allocation of hosts to components, an assignment of resource modes to components, and, for each component, a reservation of a resource budget on its allocated host, in agreement with its resource mode. In general, many feasible allocations will exist, from which one has to be selected. Nevertheless, it is also possible that the deployment constraints are so tight that no feasible allocation exists. In that case, redesign is the only option. Although we have not investigated the computational complexity of this combinatorial problem, we expect it to be NP-complete.

Once a feasible allocation has been obtained, the application has to be instantiated accordingly. For each component executable code, if not already present, has to be installed on its allocated host, and a process has to be
created that runs that code in the required resource mode. Moreover, the resources budgets specified in the reservations have to be made available to those processes. This is the second activity of the deployment phase.

In the third and final activity of the deployment phase, network connections for the interface bindings have to be established. The reason why this activity is separate from the previous one is that they are performed by different parties. Component installment and instantiation is done solely by framework management entities (see Section 3), whereas the instantiated components must assist in setting up the network connections necessary to bind their interfaces.

**Operation phase**

The main activities of the operation phase are depicted in Figure 4. The first activity of the operation phase is to activate the application. This involves bringing all components in a state in which they are ready to execute. Amongst other things, this means allocating to each component the resources it needs. This activity is guaranteed to succeed, since these resources have been reserved in advance during the deployment phase.

After activation, an application enters a stage in which it is executing as specified until an error occurs in one of its components. During execution, the behavior of an application can be influenced by external commands issued by an operator. For instance, in a surveillance application an operator might
issue PTZ\textsuperscript{2}-commands to a camera [5]. In general, any application containing actuators can be expected to require control commands. Similarly, commands that influence the data processing of an application can be issued. Again taking a surveillance application as an example, an operator might issue a request to track a person appearing on one of the camera images.

For any application, a large variety of errors may occur, some of which are application specific, whereas others are more general. Handling of application specific errors can not be part of any generic life cycle and is therefore outside the scope of this report. Of the more general errors, this report only addresses the handling of resource errors. Non-resource errors, whether general or application specific, are classified as either fatal or non-fatal. How this classification is made and how non-fatal errors are resolved is left unspecified. However, it is assumed that components affected by non-fatal errors must be deactivated — if this did not already occur as a side-effect of the error— before resolution can take place. The associated activities are depicted in the leftmost column of Figure 4.

A resource error is the manifestation of a resource conflict, i.e., a situation in which there is a mismatch between the resources used by a component and the resources reserved for it on its host. A resource error can be either a signal that this situation is currently present, or a prediction that such a situation will arise in the near future. Resource conflicts come in two flavors. When an application’s resource usage exceeds its resource reservation, we speak of
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Figure 4: Operation phase activities. At arrow (1) the application complies with model \(M_{\text{operation}}\) described in Section 8. See the text for an explanation of the recovery mechanism (RM) labels on outgoing edges of some of the decision boxes.
resource shortage. When, on the other hand, an application’s resource reservation exceeds its resource usage, we speak of reservation surplus. In case of resource shortage an application is in trouble, but in case of reservation surplus the application is in good shape. Nevertheless, resolving reservation surplus is useful, because it can be beneficial for other applications that run on the same platform.

Resource conflicts are analyzed to determine which recovery mechanisms are applicable. Listed in order of increasing impact, we distinguish five recovery mechanisms:

**RM 1** renegotiation of local resource reservations,

**RM 2** QoS adaption,

**RM 3** reallocation of components,

**RM 4** reallocation of services,

**RM 5** recomposition.

In case of resource shortage, renegotiating local resource reservations is an option, provided there are still free resources available on the host where the conflict occurs. In case of reservation surplus, renegotiation is always possible. Especially, when the resource error is not based on the current situation, but is a prognosis of a future situation, renegotiation is an attractive option because it may be possible to complete the renegotiation process, and have the new reservations in place, before the actual conflict arises. Thus, deactivation of components can be avoided. In fact, since the application is not involved in the resolution mechanism, it will remain oblivious to the occurrence of the conflict.

Another possibility to resolve a resource conflict without interrupting the operation phase is by QoS adaptation. This is achieved by changing the resource modes in which components operate. This mechanism, however, requires deactivation of the components that are in conflict. Moreover, adapting the quality of a service may affect components other than the ones in conflict and located on different nodes.

Another mechanism is to resolve resource conflicts is to relocate components that are in conflict to platform nodes where a better match can be obtained. In fact, in order to resolve a conflict in one application it may even be necessary to relocate components belonging to an other application that by itself suffers no conflict. Since allocation of components is part of the deployment phase, this mechanism interrupts the operation phase.

Finally, it may even be necessary to reallocate services or alter the logical structure of an application to resolve a resource conflict. In the former case, one or more components are replaced by others that provide the same services but under more suitable resource demands. Typical examples of the latter case can be found in patterns that create concurrency, such as replication of services to divide the workload between the copies, or replacing a service by a sequential composition of services and arranging the associated components in a pipeline.
to increase throughput. The activities associated with the handling of resource conflicts are displayed in the rightmost two columns of Figure 4.

Since, as described above, a resource conflict can be resolved by several resolution mechanisms, we need criteria to decide which mechanism to apply. For each application, these criteria have been defined in its design phase in the form of reconfiguration strategies. They are applied in the decision boxes that occur in Figure 2 and in the rightmost two columns of Figure 4.

3 Component framework

In this section we describe the structure of a resource-aware component-based framework for the design and deployment and operation of service-oriented applications. The main entities of the framework are depicted in Figure 5.

We distinguish three categories of entities. The first category consists of the entities that constitute the fabric of our applications. These are the components and interface bindings. Although the framework supports service-oriented applications, services do not appear as framework entities. They are considered logical concepts that describe functionality and performance aspects of an application, but it are the components, being containers of services, that realize these aspects. Indeed, we assume that components are the only means to obtain a service. In the diagram in Figure 5, applications are indicated by dashed ovals, and interface bindings between the components of an application are indicated by dotted zigzag lines.

The second category consists of the entities that provide the platform on which applications are deployed. These are the hosts and the networks. The
diagram shows a very small platform consisting of three hosts, only two of which carry applications. The networks are left implicit in the diagram. Their existence, can be derived from the lines between framework entities, such as the interface bindings, which imply exchange of data. Although, in most practical case there will be a single network, our models will accommodate the situation in which several networks coexist.

The third category consists of management and storage entities. For each application there exists a dedicated framework entity, a so-called orchestrator, whose responsibility it is to manage that application. For each host there exists a dedicated framework entity, called a device manager, whose responsibility it is to manage all framework entities that reside on its host. Furthermore, there is a framework unique entity, called the resource manager, whose responsibility it is to manage the collection of all resources supplied by the entire platform. In the next sections, the responsibilities of the various management entities will be further detailed. Finally, there is a framework unique entity, called the repository, that contains all component descriptions. Every component of any application must be derived from a component description in the repository. So, the repository effectively defines the universe of components from which all applications are constructed. In the diagram all of these entities, with the notable exception of device managers, are located on a separate host that does not host any user application. The latter, however, is merely done for clarity of explanation, but is not a fundamental requirement of the framework.

As an aside, we remark that the framework entities of the third category can themselves be seen as components, and their combined management effort as yet another application. In that case, an additional orchestrator, called the framework manager, should be added to the diagram.

4 Modeling preliminaries

In this section we present some general principles about the models presented in this report and explain some mathematical notations. These models describe only application entities and platform entities. The management and storage entities of the framework are not modeled. In fact, the management entities of the framework are the ones that maintain models of the other entities. In particular, an orchestrator maintains application related models and the resource manager and device managers maintain platform related models.

Most models in this report, fall in one of two categories: type models and instance models. E.g, the component descriptions that can be found in the framework repository are component types, albeit very elaborate ones. Component descriptions should contain at least an executable program (or the sources for obtaining one), but they can be far more elaborate than that [21]. Of course, the component type models presented in this report are a huge abstraction of such descriptions. The components themselves, on the other hand, are processes that execute these programs and their models classify as instance models. Whereas type models are static, instance models are dynamic. They are snapshots that describe a framework entity at a certain moment in time and are
therefore subject to updates during the life time of such an entity.

Furthermore, each model describes an entity from a particular point of view. These views correspond to the phases of the application life cycle described in Section 2. However, not every framework entity has a model for every phase. Since the models closely follow the life cycle, they can be organized in a hierarchy, where models of a later phase are extensions of those of an earlier phase. Besides the views that correspond to a phase of the life cycle, there is one additional view, the resource view. In line with our emphasis on resource-awareness, this is the most basic view. It defines models that lie at the bottom of the hierarchies.

Finally, for precision’s sake, all models are expressed using formal mathematics. For the less mathematical oriented reader, some of the notational conventions that are used are explained below, as are notations specific to this report. In addition, Appendix A contains a collection of UML diagrams which present the same models from a software engineering perspective.

**Notation**

From a mathematical point of view all framework entities are tuples. These tuples are denoted as a list of attributes (fields) enclosed by angular brackets “⟨“ and “⟩””. To refer to an attribute of a named tuple, we use the infix selection operator “.". For instance, we write T.b to refer to the second attribute of quadruple T = ⟨a, b, c, d⟩. Besides attribute selection we also use tuple slicing, i.e., we write T.(a, d) to refer to the slice that consists of the first and last attribute of T. Hierarchical models give rise to nested tuples. So, several applications of the selection operator may be needed to select an attribute of a nested tuple. For instance, if the first attribute of T is itself a nested tuple, i.e., a = ⟨e, f, g⟩ and f = ⟨k, l, m⟩, then we must write (⟨T.a⟩.f).m to refer to the third attribute of the second attribute of the first attribute of T. When the level of nesting increases this notation quickly becomes difficult to digest. Therefore, we ensure that all attribute names of named tuples are distinct, and adopt the convention that attributes that require expansion steps are selected using the “./”-operator. So we write T./f instead of (⟨T.a⟩.f).m to refer to the third attribute of the second attribute of the first attribute of T. Occasionally, we also make use of anonymous attributes. For instance, we could have defined the tuple T above by T = ⟨⟨e, f, g⟩, b, c, d⟩. Note that T is still a quadruple, but its first attribute has become an anonymous triple. In this case, we indicate the second attribute of the first attribute of T simply by T.f. Avoiding the “./”-operator, however, is not the reason for using anonymous attributes, but merely a side-effect. In principle, we use anonymous attributes to express that a newly defined tuple is an extension of its anonymous part. This is illustrated clearly in the UML diagrams, where we model anonymous attributes by specialization and named attributes by aggregation or composition.

Frequently, attributes of our models are functions of a special nature. In
some cases, they are elements of a Cartesian product \( \prod_{i \in I} V_i \), i.e., they are functions \( f \) from some index set \( I \) to a union \( \bigcup_{i \in I} V_i \) that satisfy \( f(i) \in V_i \). On other occasions, attributes are partial functions. To indicate a partial function \( f \) from \( A \) to \( B \), we write \( f : A \to B \perp \). So, rather than making the subset \( A' \) of the function domain \( A \) whose elements have an image under \( f \) explicit, we extend the function range \( B \) with a special element \( \perp \), which, by definition, is distinct from all elements of \( B \). The extended range is denoted by \( B \perp \) and the set \( A' \) is implicitly given by \( \{a \in A \mid f(a) \neq \perp\} \). Occasionally, we also find use for unordered pairs. Given a set \( S \), we denote the set \( \{\{s_1, s_2\} \mid s_1, s_2 \in S\} \) of all unordered pairs consisting of elements from \( S \) by \( \binom{S}{2} \).

Finally, we use the following alphabet and font conventions. Instances are denoted by lower case roman symbols (\( c, n, \ldots \)), sets of instances are denoted by upper case roman symbols (\( C, N, \ldots \)), types are denoted by upper case sans serif symbols (\( C, N, \ldots \)), and sets of types by calligraphic symbols (\( \mathcal{C}, \mathcal{N}, \ldots \)). Universes, both of types and instances, are denoted by Euler Fraktur symbols. For instance, \( \mathcal{N} \) denotes the universe of names that are used to identify framework entities of various types. Other universes will be introduced as the need arises.

## 5 Resource view

In this section, we present a set of models that describe framework entities from a resource management perspective. These models are the most fundamental ones we consider. In later sections these models will be extended to incorporate other aspects of framework entities relevant for activities occurring in specific phases in their life cycle.

In practice, many kinds of resources can be distinguished, each of which has its own characteristics. In this report, however, we will not consider all those characteristics in detail, but describe a resource by means of a type, such as “processor”, “memory”, “energy”, or “network”, that is a rough indication of its capabilities, and a value which quantifies its capacity, i.e., the extent to which the resource possesses those capabilities.

So, we simply postulate a universe \( \mathcal{R} \) of resource types of which neither the number nor the nature of its individual elements is specified, and assume for each resource type \( R \in \mathcal{R} \) the existence of a universe of values \( \mathcal{V}_R \) whose elements are used to quantify and compare resources of type \( R \).

We do not detail the sets \( \mathcal{V}_R \), but note that in view of the above their values may be compounds. For instance, the value of a memory-type resource could state not only its storage capacity, but also its word size and the time it takes to store or retrieve a word. Also, when comparing resource values, it is important that these values are expressed using the same unit. In practice this need not be the case, but we assume that for each quantifiable capability there exists a standard unit, and that, given any context, it always possible to convert a non-standard resource value to a value in that standard. By definition, values from any universe \( \mathcal{V}_R \) are expressed in the corresponding standard unit, which, again, will be left anonymous.
Under the conventions above, a resource type instance, or resource for short, is a pair \((R, v)\) where \(v \in \mathcal{Y}_R\). Resources can be grouped into budgets, which give rise to our first model.

**Model 5.1** \((M_{\text{resource budget}})\)

Let \(\mathcal{R} \subseteq \mathcal{R}\) be a set of resource types. A resource budget for \(\mathcal{R}\) is an element of \(\prod_{R \in \mathcal{R}} \mathcal{Y}_R\), i.e., a tuple of resource capacities, one for each resource type \(R \in \mathcal{R}\).

Resource budgets are used to model various resource management concepts. At any moment in time, a single resource supplier will supply its resources to a number of resource consumers. These consumers will specify their resource needs by means of a number of budgets, called resource demands. A consumer must specify at least two demands that specify the minimum respectively maximum resource usage over its entire life span. Of course, the actual resource usage at any particular moment in time is also expressed as a budget. Moreover, to assist resource management decisions, consumers may specify additional resource demands, like typical usage. As part of resource management, a resource supplier will set aside a resource budget for each consumer to which it supplies its resources. In general, these resource allocations have bounded duration and depend on the resource demands specified by the consumer. To avoid deadlock due to competition for resources, budget allocations have to be reserved beforehand. The total amount of resource reservations that a supplier can accommodate is called its resource capacity and is also expressed by a budget. Finally, given its resource capacity and outstanding allocations, a supplier has a free budget of remaining resources that is available for reservation.

The framework entity that supplies applications with resources is the platform. It consists of nodes that host the components of an application. These nodes are interconnected by networks that realize the data traffic associated with the interface bindings of an application. The resources supplied by hosts and networks are distinct. Henceforth, we therefore assume that the set of resource types \(\mathcal{R}\) is partitioned in two disjoint sets \(\mathcal{R}_{host}\) and \(\mathcal{R}_{net}\).

**Model 5.2** \((M_{\text{resource host type}})\)

In the resource view a host type is a pair \(\langle R, cap \rangle\), where

1. \(R \subseteq \mathcal{R}_{host}\) is a set of resource types,
2. \(cap \in \prod_{R \in \mathcal{R}} \mathcal{Y}_R\) is a budget indicating the resource capacities.

By definition, a host is a host-type instance. Since all information about the resources offered by a host is already captured by its set of resource types, the only additional information is its identity.

**Model 5.3** \((M_{\text{resource host}})\)

In the resource view a host is a pair \(\langle H, hn \rangle\), where

1. \(H \in M_{\text{resource host type}}\) is a host type,
2. \( h n \in \mathcal{N} \) is a framework unique name.

Note that, in contrast to hosts, resources have no identity. Instead, they are identified through the host to which they belong. As a consequence, every host has only one resource of any single type. Obviously, this is not always conform reality. For instance, processors may have several cores, main memory may consist of several identical memory chips organized in banks, or secondary memory may be organized as a RAID. So, in our models, we implicitly assume that a host which in reality has two or more resources of the same type, with respective capacities \( \kappa_1 \) and \( \kappa_2 \), can always be modeled as if it had a single resource of capacity \( f(\kappa_1, \kappa_2) \), with \( f \) a known function, e.g., addition. This assumption is not essential, but merely simplifies our models. Finally, one could argue that resource capacity is a property of a host and not of a host type. However, by modeling in this way, replacing a host by one of the same type will neither hamper nor benefit deployment of components.

In general, applications will consist of several components that are distributed over a number of hosts. The reasons for distribution can be various, but the one relevant from a resource perspective is that no single node has sufficient resources to execute the application in question at its required service level. In other words, there exists at least one resource for which the total resource demand of all components combined exceeds the capacity of that resource on any single host. Given this distributed nature of applications, facilities for data exchange between its components are needed; a service provided by platform entities known as networks. To be precise, a network is a framework entity that accepts data at one location, the source, and delivers that data at one or more other locations, the destinations. We assume that any location of a network that can serve as a source can also serve as a destination. These locations are called the external locations or access points of the network. In addition to external locations, a network may have internal locations or routing points, which are neither source nor sink, and merely serve to forward data on its journey from source to destination. In Section 7, where we model networks from a deployment perspective, we will return to these routing points and the physical links that connect them to the access points and to each other, but here we ignore them. Instead, we adopt the view that a network is an entity that supplies its users with a set of resources, called connections, that can be used to transfer data between access points.

**Model 5.4 (\( \mathfrak{R}_{\text{resource}}^{\text{network_type}} \))**

In the resource view a network type is a pair \( (R, A) \), where

1. \( R \in \mathcal{R}_{\text{net}} \) is the resource type of all network connections,
2. \( A \subseteq \mathcal{N} \) is a set of framework unique names that are addresses of the network’s access points.
The network type resource model differs from the host type resource model in that it mentions only a single resource type. Thus, it models a homogeneous network, i.e., a network that offers the same communication facilities for each connection, irrespective of the pair of access points that are connected. Also a network type resource model contains no notion of capacity. Although physical links between individual network locations possess properties like bandwidth and propagation delay which constitute a form of capacity, such properties do not readily translate to similar ones for the logical connections between source-destination pairs offered by the network. Instead, network capacity — or more precisely the capacities of all existing logical connections between source-destination pairs — is a dynamic property of the network that depends both on network configuration and traffic load. For some networks, such as ATM networks, it is possible to configure the network in such a way that connections with fixed duration and guaranteed capacity arise; for others, such as the internet, connections can be established but capacities cannot be guaranteed. So, a network description in terms of individual links, for which it is possible to specify a notion of capacity, contains too much detail for the type of high-level resource model we are interested in, whereas the instantaneous capacities of connections that depend on current network configuration and traffic load belong to the deployment view.

Thus what is left in the resource view is a network type model that only specifies a resource type \( R \) for connections and a set of access points that can be interconnected, but no actual connections, let alone the capabilities of such connections.

Similar to a host, a network is an instance consisting of a type and a name.

**Model 5.5 \( (M_{\text{resource}}) \)**
In the resource view a network is a pair \( \langle N, nn \rangle \), where

1. \( N \in M_{\text{resource network type}} \) is a network type,
2. \( nn \in N \) is a framework unique name.

\( \square \)

Having defined the host and network model, we are in a position to define the platform as an aggregation of hosts and networks, with additional information to specify where hosts are attached to networks.

**Model 5.6 \( (M_{\text{resource platform}}) \)**
In the resource view a platform is a triple \( \langle H, N, \text{attn} \rangle \), where

1. \( H \subseteq M_{\text{resource host}} \) is a set of hosts,
2. \( N \subseteq M_{\text{resource network}} \) is a set of networks such that
   \[
   \forall n_1,n_2 \in N \quad n_1 / A \cap n_2 / A = \emptyset,
   \]
3. \( \text{attn} : \prod_{n \in N} (n / A \rightarrow H) \) is a mapping, where \( \text{attn}(n, a) \) indicates the host, if any, that is attached to network \( n \) at access point \( a \).
In addition, the derived attribute

4. $\text{haps} : H \rightarrow \bigcup_{n \in N} A$ is a function that maps hosts to access points in agreement with $\text{attm}$, i.e.,

- $\text{haps}(h) = \bigcup_{n \in N} \{ a \in A \mid \text{attm}(n, a) = h \}$.

Since the platform is by definition framework unique, the platform model does not contain a name-attribute. Furthermore, note that it is possible for a platform to have several networks and that a single host can be attached to multiple access points, either belonging to a single network or to multiple networks.

It is the responsibility of the resource manager to maintain the platform model. Because the first attribute is a set of hosts, rather than a set of host names, this implies that the resource manager not only must be aware of the identity of the platform hosts, but also must have a local copy of the resource model of each of these hosts. The same holds for the network models of the platform.

From a resource management perspective, a component is both a consumer and a supplier. Its responsibility is to supply the services from which applications are composed and to do so it consumes platform resources. Its role as service supplier will be modeled in the next section. Here, we model its reliance on platform resources. We shall assume that components can operate in a number of modes, each of which is characterized by a pair of budgets specifying its minimum and maximum resource demand.

**Model 5.7 ($\mathcal{M}_{\text{resource component type}}$)**

In the resource view a component type is a quadruple $\langle R, M, \text{dmd}_{\text{min}}, \text{dmd}_{\text{max}} \rangle$, where

1. $R \subseteq R_{\text{host}}$ is a set of resource types,
2. $M \subseteq N$ is a set of resource modes,
3. $\text{dmd}_{\text{min}} : M \rightarrow \prod_{R \in R} \mathcal{R}_R$ is a mapping from resource modes to demand budgets,
4. $\text{dmd}_{\text{max}} : M \rightarrow \prod_{R \in R} \mathcal{R}_R$ is a mapping from resource modes to demand budgets.

By definition, a component is a component type instance. Therefore, it has an identity expressed by its name. In practice, this name may have structure. For instance, it may consist of a host name and a process identifier. Such structure, however, can only be part of a deployment model. So, in the resource view, component names have no structure.

**Model 5.8 ($\mathcal{M}_{\text{resource component}}$)**

In the resource view a component is a pair $\langle C, cn \rangle$, where
1. $C \in \mathcal{M}_{\text{component_type}}$ is a component type,

2. $cn \in \mathcal{N}$ is a framework unique name.

A component type model is part of a component description which must be stored in the framework repository. The framework entities responsible for keeping track of components will be discussed in Section 7, where we discuss the deployment view.

6 Design view

In this section we present two models that characterize an application at various stages of its design phase (see Figure 2), a model that prescribes deployment constraints, and a number of auxiliary models.

From a design perspective, an application is a composition of services. A service is characterized by a set of interfaces by means of which it interacts with other services, and a contract that specifies both functional and extra-functional aspects of the service. Since our focus is on resource management, we do not use application design models to establish whether an application built from services provides the desired functionality. We are, however, interested in the interaction patterns of an application, because they define the communication resources needed for its execution, i.e., the binding pattern of its services. Hence, in this report, we use a simple service model that considers interfaces but ignores contracts. When, on rare occasions, we do need to refer to service contracts, we do so in an informal manner.

Each interface is characterized by a type, which specifies the number, names and signatures of its operations. Based on the role they play in establishing its functionality, the interfaces used by a service are divided into two groups, viz. the provided interfaces and the required interfaces. Interaction between a pair of services along an interface can only take place when the interface assumes opposite roles in each member of that pair. In our models, we implicitly assume that services interact along interfaces of the same type. In practice, a notion of subtypes can be defined. In that case, the required interface needs to be only a subtype of the provided interface. For the same reason that we ignore service contracts, we also ignore the operations of an interface. Hence an interface type is modeled as an atomic entity without any structure, i.e., as an element from a universe $\mathcal{I}$ of interface types. As a consequence, the only operation that can be performed on interface types is testing whether two types are equal, which is sufficient for our purpose.

Model 6.1 ($\mathcal{M}_{\text{design service type}}$)

A service type is a pair $\langle I_{\text{req}}, I_{\text{prv}} \rangle$, where

1. $I_{\text{req}} \subseteq \mathcal{I}$ is a set of interface types,

2. $I_{\text{prv}} \subseteq \mathcal{I}$ is a set of interface types
such that

- $\mathcal{I}_{req} \cap \mathcal{I}_{prv} = \emptyset$.

Since we do not always need to distinguish between interface types of a service based on their role, we introduce the derived attribute

3. $\mathcal{I} \subseteq \mathcal{I}$ is the set of interfaces defined by

- $\mathcal{I} = \mathcal{I}_{req} \cup \mathcal{I}_{prv}$.

$\square$

In this model, services have at most one interface of any type, because from a logical perspective there is no need to provide the same functionality through several interfaces\footnote{This does not preclude that, in the deployment phase, code and resources can be replicated to provide the service’s functionality at a required QoS level.}. As a consequence, the model identifies the interfaces of a service by their unique type, instead of introducing separate identifiers.

A service, as is customary for an instance entity, is nothing but a service type and a name.

**Model 6.2 ($\mathcal{M}_{\text{design service}}$)**

A service is a pair $\langle S, sn \rangle$, where

1. $S \in \mathcal{M}_{\text{design service type}}$ is a service type,
2. $sn \in \mathcal{N}$ is a framework unique name.

$\square$

Although a service for which $S \mathcal{I}_{prv} = \emptyset$ is completely useless in practice, we do not impose this constraint in our simple service model.

The first design model of an application presented in this section is based on this simple service model. It defines the outcome of the “compose application” activity of the design phase (see Figure 2), in which an application is defined as a collection of services whose communication topology is given by a collection of bonds between their interfaces.

**Model 6.3 ($\mathcal{M}_{\text{design bond}}$)**

A bond is a pair $\langle l, bn \rangle$, where

1. $l \in \mathcal{I}$ is an interface type,
2. $bn \in \mathcal{N}$ is a framework unique name.

$\square$

Binding interfaces of services is not arbitrary, but must obey two rules\footnote{Note that we make a distinction between the composition activity, i.e. binding, and the entities, i.e., the bonds by which this is achieved.}. The first and most important binding rule states that each bond links a pair
of interfaces of the same type and opposite roles: one required interface and one provided interface. The second rule states that there can be only one bond per interface type between any pair of services. The latter rule is not very restrictive. In particular, it hardly constrains the number of bonds in which an interface participates. As displayed in Figure 6, of the 8 possible binding patterns for any pair of bonds allowed by the first rule, only one is excluded by the second rule.

Figure 6: Component binding patterns consisting of two bonds. Components on the left hand side of a pattern expose provided interfaces, components on the right hand side expose required interfaces. Two component types (circular and angular) are distinguished. Of the eight possible patterns only one is forbidden.

Furthermore, notice that a service-based application design is a static model that does not provide any indication of the life span of the connections that realize bonds at run-time. For any interface participating in two or more bonds, corresponding run-time connections may either exist simultaneously or one at a time or in any combination thereof.

**Model 6.4 (M_{sb_app_design})**

A service-based application design is a quadruple \( \langle S, B, \mbox{req}, \mbox{prv} \rangle \), where

1. \( S \subseteq M_{design}^{\mbox{service}} \) is a set of services,
2. \( B \subseteq M_{design}^{\mbox{bond}} \) is a set of bonds,
3. req : B → S is a function indicating the service that exposes the required interface of the bond interface type and that satisfies
   - ∀ b ∈ B b \in \text{req}(b)/\mathcal{I}_{\text{req}},
4. prv : B → S is a function indicating the service that exposes the provided interface of the bond interface type and that satisfies
   - ∀ b ∈ B b \in \text{prv}(b)/\mathcal{I}_{\text{prv}},
such that
   - ∀ b_1, b_2 ∈ B (b_1 \neq b_2 \Rightarrow \text{req}(b_1) \neq \text{req}(b_2) \vee \text{prv}(b_1) \neq \text{prv}(b_2)).

Recall that components are the units of deployment in our framework, and that they are the only means by which services can be realized. So given a service-based application the next design step is to identify a set of component(s) that provides its services. For this purpose, we extend the component type resource model from Section 5 with the interface types of the services it provides.

**Model 6.5 (M_{design \ component \ type})**

In the design view, a component type is a quadruple \(<C, \mathcal{I}_{\text{req}}, \mathcal{I}_{\text{prv}}, \text{dep}>\), where

1. \(C \in M_{\text{resource \ component \ type}}\) is a component type in the resource view,
2. \(\mathcal{I}_{\text{req}} \subseteq \mathcal{I}\) is a set of interface types, viz., the ones required by a component of this type,
3. \(\mathcal{I}_{\text{prv}} \subseteq \mathcal{I}\) is a non-empty set of interface types, viz., the ones provided by a component of this type such that
   - \(\mathcal{I}_{\text{req}} \cap \mathcal{I}_{\text{prv}} = \emptyset\),
4. \(\text{dep} : \mathcal{I}_{\text{prv}} \rightarrow \mathcal{P}(\mathcal{I}_{\text{req}})\) is a mapping, where \(\text{dep}(I)\) indicates the set of required interfaces invoked by a component of this type to realize the functionality provided through interface \(I\).

Besides these attributes we also introduce two derived attributes.

5. \(\mathcal{I} \subseteq \mathcal{I}\) is the set of interface types defined by
   - \(\mathcal{I} = \mathcal{I}_{\text{req}} \cup \mathcal{I}_{\text{prv}}\).

This attribute is introduced, because we do not always need to distinguish between interface types of a component.

6. \(S_{\text{impl}} \subseteq M_{\text{design \ service \ type}}\) is the set of service types defined by
   - \(S_{\text{impl}} = \{\langle \mathcal{I}_r, \mathcal{I}_p\rangle | \emptyset \subseteq \mathcal{I}_p \subseteq \mathcal{I}_{\text{prv}} \land \bigcup_{I_p \in \mathcal{I}_p} \text{dep}(I) \subseteq \mathcal{I}_r \subseteq \mathcal{I}_{\text{req}}\}.\)
Services with a type from $S_{impl}$ can use a component of this component type for their realization. In fact, our interest in this derived attribute is the main reason for introducing the basic attribute $dep$. □

The derived attribute $S_{impl}$ of the design view component type model expresses that a component of this type can be used to realize any service that provides a subset of the component’s functionality and that requires a superset of the functionality needed by the component to implement that service’s functionality.

Since component-based designs rely on component types only, components do not play a role in the design phase. Nevertheless, we also introduce a model for components in this view, because it simplifies definitions in subsequent views.

**Model 6.6 ($\mathcal{M}_{design}^{component}$)**

In the design view, a component is a pair $\langle\langle C, I_{req}, I_{prv}, dep \rangle, cn \rangle$, where

1. $\langle\langle C, I_{req}, I_{prv}, dep \rangle \in \mathcal{M}_{design}^{component}\_type$ is a component type in the design view,
2. $\langle C, cn \rangle \in \mathcal{M}_{resource}^{component}$ is a component in the resource view.

□

Indeed this model indicates that a component in the design view is nothing but a component from the resource view albeit with an extended type.

Based on the extended component type model, we define the second application model, which describes the outcome of the “allocate components” activity from Figure 2. In this model, each service has been allocated a component type whose components can implement the service, i.e., can provide the desired functionality at the appropriate service level.

**Model 6.7 ($\mathcal{M}_{design}^{cb\_application}$)**

A component-based application design is a triple $\langle\langle S, B, req, prv \rangle, C, cta \rangle$, where

1. $\langle S, B, req, prv \rangle \in \mathcal{M}_{design}^{sb\_app\_design}$ is a service-based application design,
2. $C \subseteq \mathcal{M}_{component\_type}^{design}$ is a set of component types in the design view, such that all services in $S$ can be implemented using components with a type from this set, i.e.,
   - $S \subseteq \bigcup_{C \in C} C.S_{impl}$,
3. $cta : S \rightarrow C$ is a mapping that indicates the type of the component used to realize a service. So for all $s \in S$ we must have
   - $s.S \in (cta(s)).S_{impl}$,
   - there exists a resource mode $m \in cta(s).M$ such that deployment of a component of type $cta(s)$ in mode $m$ yields the QoS required by the contract of $s$.  
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The constraint imposed on \( C \) in this model not only guarantees the existence of the attribute \( cta \), but also limits the service-based application designs that can be considered.

The constraints imposed on \( cta \) itself, however, are not very restrictive. In particular, since \( cta \) need not be injective, the component-based application design model allows applications in which a single component realizes several services, possibly sharing some interfaces. Of course, the latter requires the existence of a resource mode that guarantees all those services their desired QoS. On the one hand, this generality complicates not only the actual deployment of a component-based application design, which is discussed in Section 7, but also complicates the formulation of deployment constraints which we will discuss next. On the other hand, the fact that \( cta \) is a function instead of a relation also simplifies deployment somewhat. For instance, it precludes that the required service level is obtained by parallel deployment of several components of identical type. Such deployment scenario’s are conceivable, e.g., when processing a video stream on a frame-by-frame basis. To double the throughput we could demultiplex the stream into two substreams containing the odd and even numbered frames respectively, apply the processing service using two identical components, one for each substream, and multiplex the filtered streams into a single stream again. To keep our model simple, however, we assume that this type of parallelism is encapsulated in the component types, where it can be reflected by a variety of resource modes each with corresponding resource demands.

The final activity of the design phase involves prescription of deployment constraints. We consider two types of such constraints: constraints on resources and constraints on locations. Resource usage is determined by the resource modes in which components are deployed. The permissible resource modes of a component, in turn, are determined by the QoS-levels required by the services it realizes. Therefore, ideally, a resource constraint should specify for each service \( s \) a subset of resource modes from \( cta(\cdot) \). This set, however, may depend on the existence of other services with whom \( s \) shares its component of type \( cta(\cdot) \). Here, we will ignore this complication and assume that resource constraints can indeed be formulated as a predicate on functions of type \( \prod_{s \in S} cta(\cdot) \cdot M \), which we call resource mode assignments. We justify this approach by observing that it is always possible to realize each service by a separate component.

The formulation of location constraints suffers from a different problem. Whereas some constraints do not require specific knowledge of locations, such as constraints that merely specify that services have to be co-located, others, such as specifying the geographical location of camera services, do imply platform knowledge. The platform, however, is not part of a component-based application design. Hence, for proper formulation of location constraints, we must assume at least partial knowledge of the platform on which the application is to be deployed, viz. its set \( H \) of hosts. Given this set, location constraints can be formulated as a predicate on functions of type \( S \rightarrow H \), which we call host allocations.

Typical location constraints are: \( ha(s) = h \), indicating that service
s must be located on node h, or ha(s₁) ≠ ha(s₂), indicating that services s₁ and s₂ must not be co-allocated. Location constraints such as the latter, are a reason why services of the same type sometimes have to be distributed over several instances of the same component type.

Model 6.8 (M\textsuperscript{design}constraint)
Let D\textsubscript{cb} = ⟨⟨S, B, req, prv⟩, C, cta⟩ be a component-based application design and let P = ⟨H, N, attm⟩ be a platform. A deployment constraint for D\textsubscript{cb} on P is a pair (P\textsubscript{res}, P\textsubscript{loc}), where

1. \(P\textsubscript{res}: (∏_{s ∈ S} cta(s), M) → B\) is a predicate specifying resource constraints,

2. \(P\textsubscript{loc}: (S → H) → B\) is a predicate specifying location constraints,

with B denoting the set of Boolean values \{true, false\}.

This model does not constrain network connections. Although QoS requirements in service contracts certainly may give rise to such constraints, we have not modeled network constraints for two reasons. First, it strongly depends on the amount of control that can be exercised over the network whether constraints can be enforced upon deployment. Second, networks that do offer such control, require a more detailed model than the one given in Section 5 to express that constraints are met during deployment.

We end this section with a discussion of responsibilities of the various framework management and storage entities in the design phase. Although designing an application is mainly a human activity performed by an application architect, several of those entities are also involved in this activity. First, the framework repository defines, through its component descriptions, the service types from which an application can be built. Second, the resulting designs, both the service-based version and the component-based version, are maintained by an orchestrator. This orchestrator could also assist the application architect in determining the component type assignment cta, although the description of service contracts may be such that verifying whether a resource mode exists that fits the QoS mentioned in the contract can only be done by the application architect.

7 Deployment view

In this section we introduce the four models associated with the main activities of the deployment phase of the application life cycle, as indicated in Figure 3. For this, it is necessary to extend some of the models presented in the previous sections. For instance, in the deployment view of a platform entity, not only the resources it provides must be modeled, but also the applications deployed on it. Moreover, as indicated in Section 2, components are deployed in a certain resource mode and with their interfaces bound to those of other components. As a consequence, also the component design model, which by itself is an extension of the component resource model, has to be extended. The deployment view,
however, neither extends nor introduces type models, since, by its very nature, deployment is only concerned with instances.

We begin our discussion with the extension of the component model.

**Model 7.1 (M_{deployment}^{component})**

In the deployment view, a component is a quadruple \( \langle \langle \langle C, I_{req}, I_{prv}, \text{dep} \rangle, cn \rangle, S, m, \text{peers} \rangle \), where

1. \( \langle \langle C, I_{req}, I_{prv}, \text{dep} \rangle, cn \rangle \in M_{design}^{component} \) is a component in the design view,

2. \( S \subseteq M_{service}^{design} \) is the set of services that use the component and therefore must satisfy
   - \( \forall s \in S \ s.S \in C.S_{impl} \),

3. \( m \in \mathcal{C}.M \) is the resource mode in which the component should operate when active,

4. \( \text{peers} : C.I \rightarrow 2^{\mathcal{N}_{comp}} \) is mapping, where \( \text{peers}(I) \) is the set of all peers, identified by their framework unique component name, with whom the component interacts via interface \( I \).

Moreover, we introduce the derived attribute

5. \( N_{peers} \subseteq \mathcal{N}_{comp} \) is the set of names of all peers of this component, defined by
   - \( N_{peers} = \bigcup_{I \in C.I} \text{peers}(I) \).

\( \Box \)

In this model a deployed component neither is, nor needs to be, aware of the fact that all bonds required by the application(s) in which it participates are established. In particular, for every interface \( I \) of a component, neither does \( \text{peers}(I) = \emptyset \) imply that binding of \( I \) still has to take place, nor does \( \text{peers}(I) \neq \emptyset \) imply that binding of \( I \) is completed. In particular, a component \( c \) will never communicate over an interface \( I \in c.I \setminus (\bigcup_{s \in S} s.I) \), so for those interfaces certainly \( c.\text{peers}(I) = \emptyset \).

In order for components to communicate with each other over an interface, however, a connection needs to be established. For that, the initiating component needs to indicate the other party (its peer). Because a reusable component should be oblivious of the platform upon which it is deployed, it can only do so by identifying its peer by name. The information necessary to resolve that name to the peer’s host address on the platform can be found in the platform model (function \text{hiaps}) to be discussed later in this section, and will be maintained by the framework entities responsible for that model.

It is the responsibility of a component itself to maintain its components model. As a consequence, every component deployed by the framework must contain code that performs this task. We assume that this is achieved by instrumenting each component, as delivered by its developer, with additional services
that take care of this task, in accordance with some well-defined framework standard.

Next, we consider the platform entities. Modeling the platform is complicated by the fact that at any single moment in time there may be various applications present on the platform, each of which may be engaged in a different activity of the deployment (or operation) phase. The platform entity models are oblivious of this. Only the framework management entities that run on it, carry this knowledge.

First, we extend the resource model of a host to include the components that are deployed on it. To that end, each host is equipped with a set of component types that represent the set of binaries that are installed on that host. Obviously, the component types that can be installed on a host depend on the resource types present on that host, but other than that there are no constraints. Whether component types are stand-alone executable programs or library modules is irrelevant; only that they can be instantiated into components matters. Although each component must have its component type installed on every host where it is deployed, the reverse is not required. For each component type installed on a host there can be zero or more deployed components. Thus, the model is able to capture intermediate stages of an incremental installation and instantiation procedure. Also, this model implies that when the last component of a certain type is destroyed on any host, e.g. because it is migrated to another host, there is no need to uninstall its component type. In addition to the above, the host deployment model describes a breakdown of a host’s resource capacity into budgets allocated to currently deployed components and a remaining free budget for components to be deployed in the future. These budgets are constrained both by the resource demands of the deployed components and the resource capacity of the host.

**Model 7.2 ($\mathcal{M}_{host}^{deployment}$)**

In the deployment view a host is a quadruple $(\langle H, hn \rangle, C, ra)$, where

1. $\langle H, hn \rangle \in \mathcal{M}_{host}^{resource}$ is a host in the resource view,

2. $C$ is a set of component types such that
   - $\forall_{C \in C} \ C, R \subseteq H, R$,

3. $C \subseteq \mathcal{M}_{component}^{deployment}$ is a set of components in the deployment view such that
   - $\forall_{C \in C} \ c, C \in C$,

4. $ra : C \rightarrow \prod_{R \in H, R} \mathcal{Y}_R$ is a mapping from components to resource budgets such that
   - $\forall_{R \in C, R} \ c, d_{m} (c, m, R) \leq ra (c, R) \leq d_{m} (c, m, R)$,
   - $\forall_{R \in H, R} \ (\sum_{C \in C} ra (c, R)) \leq (H, cap) (R)$.

To facilitate the description of other models presented in this section, we introduce the derived attribute
5. **free**: \( \prod_{R \in h} \mathcal{D}_R \) is a resource budget, defined by

\[
\bullet \text{free}(R) + \sum_{c \in C} \text{ra}(c, R) = (\text{H.cap})(R).
\]


To determine which framework entities are responsible for maintaining the host deployment models, we must consider in more detail the roles that the various framework managers play in the activities of the deployment phase. It is a device manager’s task to create processes, i.e., to instantiate components, that run executables, i.e., component types. If these executables are not yet installed on the host, it is also the device manager’s responsibility to download them from the repository. From this it follows that the device managers should be responsible for maintaining the second and third attribute of the host deployment model. Another task of device managers is to provide every component with the resources it needs. The amounts that need to be allocated are specified by resource reservations, which the device manager obtains from the resource manager. So it could be argued that only the resource manager is responsible for maintaining the \(\text{ra}\)-attribute of the host deployment model. On the other hand, by having the device managers maintain a local copy it is possible for the framework to distinguish between the situation in which the reservation is made by the resource manager and the situation in which it is effectuated by the device manager. Since we consider this distinction to be important, e.g., because after a component crash it should be possible to determine whether there are still outstanding reservations, we stipulate that the \(\text{ra}\)-attribute is also maintained by the device managers. A disadvantage of this arrangement is that the values maintained by the device managers need to be consistent with the values maintained by the resource manager. Since the \(\text{free}\)-attribute is a derivative of the \(\text{ra}\)-attribute, it should be maintained in the same manner.

Next, we extend the resource model of a network with the logical connections it provides. In general, there may be multiple connections between a single pair of access points. For example, consider a deployment of four components on two hosts, where components \(c_1\) and \(c_2\) are located on host \(h_1\), and components \(c_3\) and \(c_4\) are located on host \(h_2\), and where two interface bindings are needed, one between the even-numbered components, and one between the odd-numbered components. In this case, two connections are needed, also when the bindings are of same interface type. As another example, consider a single pair of components located on distinct hosts that have two or more bindings in common. In this case there is a choice. Besides a separate connection per binding, also a single connection that interleaves data traffic belonging to the different bindings may be used when interface types are the same. Anyway, the model must be general enough to allow several connections between a single pair of access points.

**Model 7.3 (\(\mathfrak{M}_\text{network}^{\text{deployment}}\))**

In the deployment view a *network* is a pair \((\langle N, nn \rangle, L)\), where

1. \(\langle N, nn \rangle \in \mathfrak{M}_\text{network}^{\text{resource}}\) is a network in the resource view,
2. \( L \subseteq \binom{\{N,A\}}{2} \) is a set of pairs of access points representing the set of connections currently maintained by \( N \).

\[
\text{\( L \subseteq \binom{\{N,A\}}{2} \) is a set of pairs of access points representing the set of connections currently maintained by \( N \).}
\]

In this model, a connection is oblivious of the interface binding(s) it accommodates and of the components by which it is used.

It is difficult to indicate which framework entities are responsible for maintaining the network deployment model. In case the framework has control over the internal points, i.e., the routers of the network, connections are established by suitable configuration of these routers, and the network deployment model is maintained in a distributed manner as part of the router configurations. If, in addition, network configuration also establishes the communication capabilities of a connection, then the situation becomes similar to resource reservation on hosts and maintaining network configurations becomes a responsibility of the resource manager. If, on the other hand, the framework has little to no control over the network, as is the case for hosts connected via the internet, connections are maintained as part of the communication protocols used by components to establish their interface bindings.

Finally, we extend the resource model of the platform, to incorporate the extended models of its hosts and networks.

**Model 7.4 (\( \mathfrak{M}^\text{deployment} \))**

In the deployment view, a platform is a quadruple \( \langle H, N, \text{attm}, \text{hiaps} \rangle \), where

1. \( H \subseteq \mathfrak{M}^\text{deployment}_\text{host} \) is a set of hosts in the deployment view such that
   \[
   \forall h_1, h_2 \in H \quad h_1.C \cap h_2.C = \emptyset,
   \]

2. \( N \subseteq \mathfrak{M}^\text{deployment}_\text{net} \) is a set of networks in the deployment view such that
   \[
   \forall n \in N \forall \{a_1, a_2\} \in n.L \quad \text{attm}(n, a_1) \neq \bot \land \text{attm}(n, a_2) \neq \bot,
   \]

3. \( \text{attm} : \prod_{n \in N} (n./A \rightarrow H_\bot) \) is mapping from network-address pairs to hosts,

4. \( \text{hiaps} : \prod_{h \in H} (\prod_{c \in h:C} (c./I \rightarrow (\bigcup_{n \in N} n./A)_\bot)) \) where \( \text{hiaps}(h, c, l) \) is the access point of \( h \) that exposes the interface of type \( l \) of component \( c \) to components on other hosts of the platform.

In order to formulate the remaining platform constraints imposed in the deployment view, we first need to introduce a number of derived attributes.

5. \( H_{\text{res}} \), is the restriction of the host set obtained by looking only at their resources, i.e.,
   \[
   \bullet \quad H_{\text{res}} = \{h.\langle H, hn\rangle \mid h \in H\},
   \]

6. \( N_{\text{res}} \) is the restriction of the network set obtained by looking only at their resources, i.e.,
   \[
   \bullet \quad N_{\text{res}} = \{n.\langle N, nn\rangle \mid n \in N\},
   \]
7. $\text{attm}_{\text{res}}: \prod_{n \in N_{\text{res}}} (n./A \rightarrow H_{\text{res}})$ is defined by
   $$\forall \bar{h} \in H \quad \text{attm}_{\text{res}}(\bar{h}.(H,hn)) = \text{attm}(h).(N, mn),$$

8. $C_{pfm}$ is the set of components present on the platform, i.e.,
   $$C_{pfm} = \bigcup_{h \in H} h.C,$$

9. $L_{pfm}$ is the set of logical connections present on the platform, i.e.,
   $$L_{pfm} = \bigcup_{n \in N} n.L,$$

10. $N_{pfm}$ is the set of names of all components on the platform, i.e.,
    $$N_{pfm} = \{ c:cn \mid c \in C_{pfm} \},$$

11. $\text{host} : C_{pfm} \rightarrow H$ is a mapping that assigns to each component its host, i.e.,
    $$\forall c \in C_{pfm} \quad c \in \text{host}(c).C,$$

12. $\text{netw} : L_{pfm} \rightarrow N$ is a mapping that assigns to each logical connection its network, i.e.,
    $$\forall l \in L_{pfm} \quad l \in \text{netw}(l).L.$$

In terms of these derived attributes the remaining platform constraints are now given by:

- the first three attributes of a deployment view platform constitute a resource view platform, when restricted to their resources only
  $$H_{\text{res}} \subseteq H_{\text{host}}_{\text{resource}} \land N_{\text{res}} \subseteq N_{\text{net}}_{\text{resource}} \land (H_{\text{res}}, N_{\text{res}}, \text{attm}_{\text{res}}) \in M_{\text{platform}},$$

the access points by which a host exposes the interfaces of its components indeed belong to the set of access points of that host
  $$\forall h \in H \forall c \in h.C \forall l \in L_{\text{hiaps}}(h,c,l) \in \text{hiaps}_{\text{res}}(h),$$
every peer named by any component is itself present on the platform
  $$\forall c \in C_{pfm} \quad c.N_{\text{peers}} \subseteq N_{pfm},$$
the peer relationship is symmetric
  $$\forall c_1, c_2 \in C_{pfm} \quad c_1.cn \in c_2.N_{\text{peers}} \equiv c_2.cn \in c_1.N_{\text{peers}},$$
peers must have a common interface type
  $$\forall c_1, c_2 \in C_{pfm} \quad c_1.I \cap c_2.I \neq \emptyset,$$
peers must be able to connect, i.e., their hosts are physically connected
  $$\forall c_1, c_2 \in C_{pfm} \quad c_1.cn \in c_2.N_{\text{peers}}.$$
Whereas, the first three attributes of this model are similar to those in the resource view platform model, the last attribute hiaps is different from the derived attribute haps of the resource view platform model. In particular, hiaps is not a derived attribute, but carries independent information. To understand the nature of this information, recall from [27] that communication between components takes place in the transport layer between so-called transport service access points (TSAPs). In our model, these TSAPs are given by the interfaces of the components, i.e., by pairs \((c, l)\) where \(c \in C_{pfm} \) and \(l \in c./L\). Hence, the bonds of a component-based application design indicate transport layer connections. At deployment, these connections are realized in three parts. The first part is a network layer connection, which is modelled by an element \(l \in n.L\) for some network \(n \in N\). This connection runs between two host access points, which are also known as network service access points (NSAPs) [27]. Hence, a second and third part is needed to describe how, on each of the two host, the TSAP is connected to the NSAP. This is what mapping hiaps does for the entire platform (see Figure 7).

Next, we model the outcome of the various activities of the deployment phase of the application life cycle (see Figure 3). The first model defines the notion of a feasible deployment scheme. Deployment schemes are always defined for a particular component-based application design and with respect to a particular platform and consist of three mappings, as described in Section 2. The first two of these mappings have already been introduced in the previous section when the deployment constraints were defined. They are the host allocation \(ha\) that maps services to locations, i.e., platform hosts, and the resource mode assignment \(ma\) that assigns a resource mode to each service. The third mapping \(rsv\) reserves for each service a resource budget that it should be granted at the next operation phase of the application. A deployment scheme for a platform is feasible, when the resource types and the reserved budgets are indeed available on the allocated hosts, and when all deployment constraints are met.

**Model 7.5 (M\text{\tiny deployment scheme})**

Given a platform \(P = \langle H, N, attm, hiaps \rangle \in M_{\text{\tiny platform}}^\text{deployment}\) in the deployment view, a component-based application design \(D_{cb} = \langle S, B, \text{req}, \text{prv}, C, \text{cta} \rangle \in M_{\text{\tiny design}}^\text{deployment}\) and a deployment constraint \((P_{\text{loc}}, P_{\text{res}})\) for \(D_{cb}\), a feasible deployment scheme for \(D_{cb}\) on \(P\) is a triple \(\langle ha, ma, rsv \rangle\), where

1. \(ha : S \rightarrow H\) is a mapping that allocates to each service a host on which it can be deployed, such that the allocated host possesses the right set of resources, i.e.,
   \[
   \forall s \in S \quad \text{cta}(s) . R \subseteq ha(s) . R ,
   \]
   and such that to services that share a bond either a single host is allocated, or a pair of hosts that are physically connected, i.e., that are attached to a common network
   \[
   \forall b \in B \quad ha(\text{req}(b)) = ha(\text{prv}(b)) \vee \exists n \in N \quad \text{haps}(ha(\text{req}(b))) \cap n . A \neq \emptyset \land \text{haps}(ha(\text{prv}(b))) \cap n . A \neq \emptyset
   \]
and such that the location constraints are met, i.e.,

- \( P_{loc}(ha) \) holds,

2. \( ma : \prod_{s \in S} cta(s).M \) is a mapping that assigns to each service a resource mode in which it can be deployed, such that the resource constraints are met, i.e.,

- \( P_{res}(ma) \) holds

3. \( rsv : \prod_{s \in S} \prod_{R \in cta(s).R} \forall R \) is a mapping that reserves for each service a resource budget such that for each resource used by that service, and considering the resource mode assigned to that service, the budget is neither too small, i.e.,

- \( \forall_{s \in S} \forall_{R \in cta(s).R} cta(s).dmd_{min}(ma(s), R) \leq rsv(s, R), \)
	nor too large, i.e.,

- \( \forall_{s \in S} \forall_{R \in cta(s).R} rsv(s, R) \leq cta(s).dmd_{max}(ma(s), R), \)

and such that on every host the reserved budget is available

- \( \forall_{h \in H} \forall_{R \in h} \left( \sum_{ha(s) = h \land R \in cta(s).R} rsv(s, R) \right) \leq h.free(R). \)

\( \Box \)

In this model the last constraint of the reservation guarantees that the reserved budgets are available on the allocated hosts even in the worst situation, in which every service is deployed on a separate component. This follows from the fact that each service that makes use of the resource has its separate term in the summation.

A feasible deployment scheme is the outcome of negotiations between the resource manager and the orchestrator of the component-based application. In general, many feasible deployment schemes exist and it is the orchestrator that has the responsibility to select one. In doing so, an orchestrator may adhere to framework specific strategies and cost criteria, to guide its selection. For the feasible deployment scheme model, however, these details are irrelevant.

At any moment in time, several negotiations between the resource manager and various orchestrators may be in progress. In that case, the resource manager has the responsibility to arbitrate between the resource reservations requested by the various orchestrators and prevent overbooking of resources. Because the resource manager is the unique framework entity involved in all negotiations, it can easily fulfill that responsibility. Disadvantages of this arrangement are that the resource manager is a single point of failure of the framework and a potential performance bottleneck. To avoid these disadvantages, a distributed resource manager is needed, but that is of no consequence for the models presented in this report.

An instantiation of a component-based application design on a platform consists of a set of components which together realize all services, and which are deployed on the hosts of the platform according to some feasible deployment.
Model 7.6 ($\mathfrak{M}^{\text{deployment}}_{\text{installed\_app}}$)

An installed application is a triple \( (D_{cb}, P, F) \), where

1. \( D_{cb} \in \mathfrak{M}^{\text{design}}_{\text{app}} \) is a component-based application design,
2. \( P \in \mathfrak{M}^{\text{deployment\_platform}}_{\text{app}} \) is a platform in the deployment view,
3. \( F \in \mathfrak{M}^{\text{deployment\_feasible\_scheme}}_{\text{app}} \) is a feasible deployment scheme for \( D_{cb} \) on \( P \),

such that all component types are present on the hosts of the platform, i.e.,

\[
\forall s \in D_{cb}.S \quad D_{cb}.\text{cta}(s) \in (\langle P\.ha(s) \rangle(s)).C.
\]

\[\square\]

Model 7.7 ($\mathfrak{M}^{\text{deployment\_instantiated\_app}}$)

An instantiated application is a pair \( \langle (D_{cb}, P, F), ca \rangle \), where

1. \( (D_{cb}, P, F) \in \mathfrak{M}^{\text{deployment\_installed\_app}}_{\text{app}} \) is an installed application,
2. \( ca : D_{cb}.S \rightarrow P.C_{\text{pfm}} \) is an allocation of platform components to services,

such that each allocated component is of the specified type, i.e.,

\[
\forall s \in D_{cb}.S \quad (ca(s)).C = (D_{cb}.\text{cta})(s),
\]

is on the right host i.e.,

\[
\forall s \in D_{cb}.S \quad ca(s) \in (\langle P\.ha(s) \rangle(s)).C,
\]

is instantiated in the right mode, i.e.,

\[
\forall s \in D_{cb}.S \quad ca(s).m = (P\.ma)(s),
\]

and has been allocated the right amount of resources, i.e.,

\[
\forall s \in D_{cb}.S \forall R \in (\text{cta}(s)).R \quad (P\.rsv)(s,R) = (\langle P\.ha(s) \rangle(s)).ra)(ca(s),R).
\]

Furthermore, we introduce the derived attribute

3. \( C_{\text{app}} \subseteq P.C_{\text{pfm}} \) is the set of components of the application given by

\[
C_{\text{app}} = \{ ca(s) \mid s \in D_{cb}.S \}.
\]

\[\square\]

Note that this model admits the possibility that a single component is instantiated to provide multiple services, in which case \( ca \) is not injective. This can only happen, however, when these services agree on the resource mode in which the component has to be deployed and on the resources reserved for it. Although not likely in practice, the model even admits that a single component is involved in multiple applications.

It is the responsibility of the application’s orchestrator to instantiate the application. To this end, it instructs device managers to create the appropriate
components from $C$ on its host. For any $c \in C$ the code to be executed by $c$ is part of its component type $c.C$. If this type is not present on the host, the device manager also needs to install the type, i.e., download it from the repository. If the type contains source code instead of executable code, installation also involves compilation and linking. These activities are also the responsibility of the device managers\(^6\).

Finally, a deployed application is an instantiated application in which all interface bindings are realized.

**Model 7.8 ($M^{\text{deployment}}_{\text{bonded_app}}$)**

A bonded application is a pair $\langle \langle D_{cb}, P, F \rangle, ca \rangle, 1a$, where

1. $\langle \langle D_{cb}, P, F \rangle, ca \rangle \in M^{\text{deployment}}_{\text{instantiated_app}}$ is an instantiated application,

2. $1a : D_{cb}.B \rightarrow P.L_{pfm}$ is an allocation of connections to bonds such that the bonded services are connected via the allocated connection, i.e.,

   $\forall b \in D_{cb}.B \quad 1a(b) = \{P.hiaps(h_r(b), c_r(b), b, l), P.hiaps(h_p(b), c_p(b), b, l)\},$

   where the functions $h_r, h_p : B \rightarrow P.H$ are given by

   $h_r(b) = (F.ha)((D_{cb}.req)(b)),$
   $h_p(b) = (F.ha)((D_{cb}.prv)(b))$

   and the functions $c_r, c_p : B \rightarrow P.C_{pfm}$ are given by

   $c_r(b) = ca((D_{cb}.req)(b)),$
   $c_p(b) = ca((D_{cb}.prv)(b))$

Furthermore, we introduce the derived attribute

3. $L_{app} \subseteq P.L_{pfm}$ is the set of logical connections of the application given by

   $L_{app} = \{1a(s) \mid s \in D_{cb}.S\}$

\[\square\]

Recall from the discussion following the deployment platform model that a bond specifies a transport layer connection, and that such a connection is realized in three parts, two of which are described by $\text{hiaps}$ and the third by the attribute $1a$ of the bonded application model above. The constraint in this model expresses that for each bond indeed three parts exist that can be chained together in such a manner that the indicated transport layer connection is established (see Figure 7).

It is the responsibility of the application’s orchestrator to deploy the application. Part of that responsibility has been addressed by the previous model

\[^6\text{This implies that facilities for compilation and linking should be present on the host and have to be considered in the host allocation of a feasible deployment scheme, a fact that we have conveniently ignored in our models.}\]
that ensures that components are created for all services. The other part is to ensure that transport layer connections are created for all interface bonds between services. To that end, the orchestrator informs components that are equipped with the required side of a bond interface of the address and identity of their peer and instructs them to set-up the connection.

8 Operation view

In this section we present an application model from the perspective of the operation phase. Although the activity diagram of the operation phase in Figure 4 distinguishes a large number of activities, a simple extension of the deployment model to keep track of the current operational status of its components is sufficient.

In accordance with the activity diagram of the operation phase, we model the operational status of a deployed component with a state diagram that contains three states and that is depicted in Figure 8. A deployed component can be either active or passive. All components enter the operation phase in the passive state and must be explicitly activated. Although, a component will start executing upon activation, being active does not necessarily mean that the component is executing. Since it may share its host with other components, belonging either to the same or to other applications, a component may also be blocked on access to a resource, e.g. cpu cycles. As long as QoS is not endangered, this is irrelevant for the operation of the application, which considers the operational status of the component to be normal.

Likewise, control commands that are issued to a component with status normal are irrelevant from the perspective of the application, and therefore do not result in a change of status. If, on the other hand, a resource conflict arises whose nature is distinct from the normal blocking described above, or if an other error that endangers the integrity of the application is signalled, the component will change its status to exceptional. When this happens, framework managers must start activities to resolve the error. Recall that we have adopted an extensive notion of error that does not necessarily refer to a current failure,
but may also forecast a future problem. So, in the latter case, reconfiguration may take place without the application, or even the component that signalled the error, being interrupted, whereafter the component may resume its normal status. This is the best possible scenario from the perspective of the application. In the worst case, on the other hand, the entire application will fail. In all other cases, depending on the severity of the problem, at least some components are deactivated, and the operation phase is temporarily suspended for redeployment or redesign.

Model 8.1 \(\mathcal{M}_{\text{runtime}}\)

A runtime application is a pair \(\langle\langle\langle D_{cb}, P, F\rangle, ca, la \rangle, sa \rangle\), where

1. \(\langle\langle D_{cb}, P, F\rangle, ca, la \rangle\) is a bonded application in the deployment view,

2. \(sa : P.C_{pfm} \rightarrow \{\text{passive, normal, exceptional}\}_\perp\) is a function from components to states such that

   \[c \in C_{app} \Rightarrow sa(c) \neq \perp.\]

A runtime application is called passive, when there exists at least one component \(c \in A.C\) such that \(sa(c) = \text{passive}\). Otherwise, it is called active.

It is the responsibility of an orchestrator to maintain the runtime model of its application. To fulfill this responsibility, it must be able to activate and deactivate components. For this, all components have to be equipped with an additional interface that allows an orchestrator to issue activation and deactivation commands. This is done as part of the instrumentation process to which components are subjected before they are admitted to the framework. Vice-versa, it is the responsibility of components to inform their orchestrators of a change in active state. This could, for instance, be done by a equipping
each component with an interface that allows other components to subscribe to
state-change events.

It makes sense to extend the range of the state function \( sa \) with states such as \textit{instantiated}, \textit{deployed}, and \textit{crashed} that make it possible for an orchestrator to keep track of the progress of the deployment phase or fatal errors as well. For instance, \( sa(c) = deployed \) would indicate that as far as component \( c \) is concerned the constraints of Model 7.8 are satisfied. It would be the responsibility of the device managers to inform orchestrators of the occurrence of such additional states.

9 Related work

Over the past years extensions to the frameworks mentioned in Section 1 have been explored that facilitate dynamic configuration. Most of these are restricted to specific technologies and/or target specific application domains such as embedded systems. Batista and Rodriguez [2] have studied dynamic reconfiguration of CORBA-based components. Polakovic et. al. [24] use THINK an extension of Fractal and target design of dynamically reconfigurable operating systems. Rasche and Polze [25] have studied dynamic reconfiguration of mobile applications using the .Net framework. In terms of dynamic reconfiguration our work is perhaps most closely related to OpenCom [9] with which it shares the goals of both target domain independence and deployment environment independence. All these approaches, however, do not make special provisions for resource-awareness and do not focus on resource conflicts as a major cause for dynamic reconfiguration.

In terms of resource-awareness the Palladio Component Model (PCM)[3] is closest to our approach. In this model every provided service of a component is equipped with a so-called Resource Demand Service Effect Specification. These RDSEFFs abstractly model the externally visible behavior of a service with resource demands and calls to required services. Internal computations of components necessary to provide their services are clustered into actions that model only their resource demands. Thus, RDSEFFs can be used to predict runtime-performance at system design time which in the PCM precedes system deployment. Moreover, the PCM maintains a global repository of resource types which are provided by system deployers. RDSEFFs refer to these types without knowledge of resource instances. System deployers group resource types into containers, which play a similar role as the hosts in our model. Although the PCM models resources similar the models this report, they are not intended as a basis for dynamic reconfiguration. Hence the novelty of our approach lies in the combination of resource awareness and dynamic reconfiguration.

In this report we have described a restricted life cycle model that concentrates on runtime activities and focusses on applications instead of the components out of which these applications are built. Since the initial design and deployment of an application is considered an extreme case of reconfiguration, these phases are incorporated in the life cycle, but in a way that differs from more conventional life cycle models such as the ones presented in [12]. Thus our
application life cycle comes closest to the reconfiguration process described by Kounev et.al. [18]. Moreover, phases which do not require separate application models, such as testing, have been ignored. Also maintenance, which is usually considered hand in hand with the operation phase, is not present. Maintenance of individual components to restore bugs is outside the scope of the report, and maintenance of an application that involves replacing components by newer versions can be treated similar to reconfiguration due to resource conflicts. In general, one would expect that a change in version also implies a change in resource demands. Although we use the life cycle and its associated models to identify responsibilities and task of the runtime platform, the design and maintenance of that platform itself is not explicitly addressed in our life cycle. However, it is possible to perceive the runtime platform as yet another, albeit special, application that provides the services needed by user applications. In this perspective, the platform can take care of its own resource management. Orchestrators and other platform entities can be reallocated and their quality of their services can be adapted to obtain the best performance of user applications.

10 Conclusions

In this report we have presented a number of models for dynamically reconfigurable applications. These applications are composed of services offered by components which either reside in a repository known to the application architect or are exposed over the WEB. The mechanism by which the components become available for application building, however, is immaterial for the models. Because our models describe applications at various runtime stages, we have introduced an application life cycle model that contains just enough detail for that purpose. It consists of the operation phase encountered in conventional life cycle models extended with a redesign and a redeployment phase to capture dynamic reconfiguration activities. Since the extreme case of reconfiguration involves a complete redesign, initial application design and subsequent deployment becomes assimilated in this life cycle. This in contrast to more traditional life cycle models that consist of separate design and deployment phases and treat redesign in their maintenance phase. Besides this rearrangement of phases, we have kept the life cycle model as simple as possible, by omitting traditional phases that contain activities which do not require separate application models such as, e.g., testing.

The application models are especially tailored for resource management. Component models contain resource demands, platform models contain resource capacities and allocations, and deployment schemes contain resource reservations in agreement with resource usage state of the platform. Application deployment involves, amongst others, allocating resources according to reservations. The models are organized in a hierarchy with the resource models at the basis.

As a first step towards design of a resource-aware component framework, we have used the models to identify the services that the runtime environment has
to provide to any application and to identify the platform entities responsible for delivery of those services. Further research must be aimed at a full specification of the architecture of such a runtime environment and its implementation. Also reconfiguration policies and strategies must be investigated and implemented in the appropriate platform management entities. Given sufficient sophistication of such policies and strategies, this can ultimately lead to a runtime environment for self-adaptive applications [11].

Finally, the models presented in this report are generic and qualitative. In practice, they have to be replaced by specific and quantitative models that describe concrete components and resources. In particular, automatic extraction of resource models from components would be an asset for any framework.
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A UML diagrams

In this appendix we present the mathematical models from sections 5, 6 and 7 and their relationships by means of UML class diagrams. Classes that correspond to universes, prescriptions and other mathematical models are indicated by color: yellow for universes, red for prescriptions, green for type models and blue for instance models (see Figure 9).

Besides these classes, there are also classes to represent model attributes like sets and functions. Note that in UML-diagrams we use currying to model the multivariate functions from the mathematical models. Wherever possible, we use annotated dotted arrows to express model constraints. In combination with function classes, this yields diagrams that can become quite complex. For one of the most complex diagrams, viz. the one in Figure 22 containing the bonded application model, we explicitly show how the mathematical constraints can be retrieved from the diagram.

In principle, we strive for a 1-1 correspondence with the names used in the mathematical models. Lack of proper fonts in UML diagrams, however, leads to ambiguities, which we resolve by prefixing names with a font indication: “ss” for sans serif, “cal” for calligraphic, and “ds” for double struck.

All diagrams in this appendix are intended as visualisations of the mathematical models, which remain authoritative.

Resource View Models

The models of the resource view are captured by two diagrams. The first diagram, displayed in Figure 10, contains the models pertaining to hardware...
resources.

The second diagram, displayed in Figure 11, contains the models pertaining to the resource usage of components.

Note that, by superimposing boxes with equally named classes, the diagrams in these figures can be combined into a single diagram. Care has to be taken with associations, however. Although the demand budgets \( d_{\text{min}}(m) \) and \( d_{\text{max}}(m) \) from Figure 11 and the capacity budget \( \text{cap} \) from Figure 10 both range over a set of resource types, indicated by a dashed arrow labeled “in” from the qualifier \( \text{ssR} \) to the resource type set \( \text{calR} \), these sets are distinct, because they are represented by part-of relationships originating from distinct classes. This is a phenomenon that is more easily expressed by using separate diagrams.

Conversely, although possible, we have not split the diagram from Figure 10 into separate diagrams to deal with the individual platform resources in isolation, because here, in our opinion, the single diagram contributes to a clear perception of the dependencies between the various mathematical models.

---

\(^7\) We adopt the convention that an “in” constraint on a qualifier holds only for all incoming arrows of the qualified class visible in the diagram that exhibits the constraint.
Design View Models

The design view models and their relationships are captured by means of three UML class diagrams. The first diagram, displayed in Figure 12, contains the models for bonds, services, components, and their types. Notice the usage of specialization instead of composition to indicate that a component type in the design is considered an extension of a component type in the resource view. This has been expressed by the usage of an anonymous attribute in the mathematical model.

The second diagram, displayed in Figure 13 contains the application design models.

The third diagram, displayed in Figure 14, contains the constraint model. Although its constraints are defined relative to a component-based application design model and a platform model, the latter two are not part of the constraint model. In the UML diagram this is exemplified by the fact that there are only dependencies but no associations between the classes of the various models. To emphasize this fact, the relevant classes of both the component-based application design model and the platform model are put in grey boxes.
Figure 12: Design view: component, service and bond models.

Figure 13: Design view: application models.
Deployment view models

The deployment view models and their relationships are captured by means of nine UML class diagrams. Figure 15 contains the component model which extends the one from the design view.

The models that describe of the platform and its composing entities and types are presented in Figure 16, Figure 17 and Figure 18. They are extensions of the corresponding resource view models. Due to the increased complexity they can no longer be presented in a single diagram although the previous structure can still be recognized.
Figure 15: Deployment view: component model.

Figure 16: Deployment view: host model.
Figure 17: Deployment view: network model.

Figure 18: Deployment view: platform model.
Finally, we present diagrams for the models that are concerned with the deployment proper and that capture the outcome of the various activities of the deployment phase of the life cycle in Figure 3. We use two diagrams to express the feasible deployment scheme.

The first diagram, displayed in Figure 19 contains the host allocation mapping and its first constraints. To express the latter, a number of associations have been introduced that are absent in the mathematical model. First of all, we associate with each bond two specific services $s_{req}$ and $s_{prv}$, which are the service endpoints of the bond as given by the corresponding mappings of the component-based application design. Next, by application of the host allocation mapping to these services, we obtain two specific hosts $h_{req}$ and $h_{prv}$ of the platform, to which in turn we apply the host access point set map $haps$ to obtain two specific sets of host access points, viz. $haps_{prv}$ and $haps_{req}$.

The second diagram, displayed in Figure 20, contains the remaining parts of the feasible deployment scheme model, i.e., the remaining constraint of the host allocation mapping and the mode assignment and resource reservation with their constraints.

The last three diagrams contain the installed application model (Figure 21), the instantiated application model (Figure 22) and the bonded application model (Figure 23).

For the bonded application model we now show how the constraint on the connection allocation mapping can be retrieved from the diagram. We derive

\begin{align}
a_{1}(b) &= \{ \text{see dependency } \circled{1} \text{ in the diagram} \} \\
& \{ b.hhaps_{prv}, b.hhaps_{req} \} \\
& = \{ \text{see dependency } \circled{2} \text{ in the diagram} \} \\
& \{ g_{prv}(b.l), g_{req}(b.l) \} \\
& = \{ \text{see dependency } \circled{3} \text{ in the diagram} \} \\
& \{ (f_{prv}(c_{prv}))(b.l), (f_{req}(c_{req}))(b.l) \} \\
& = \{ \text{see dependency } \circled{4} \text{ in the diagram} \} \\
& \{ (\text{P.hhaps}(h_{prv}))(c_{prv}))(b,l), (\text{P.hhaps}(h_{req}))(c_{req}))(b,l) \} \\
& = \{ \text{remove Currying} \} \\
& \{ \text{P.hhaps}(h_{prv}, c_{prv}, b,l), \text{P.hhaps}(h_{req}, c_{req}, b,l) \} \\
& = \{ \text{see dependency } \circled{5} \text{ in the diagram} \} \\
& \{ \text{P.hhaps}(h_{prv}), \text{ca}(s_{prv}), b,l \}, \text{P.hhaps}(h_{req}), \text{ca}(s_{req}), b,l) \} \\
& = \{ \text{see the diagram in Figure 19} \} \\
& \{ \text{P.hhaps}(h_{prv}, c_{prv}, b,l), \text{P.hhaps}(h_{req}, c_{req}, b,l) \} \\
& = \{ \text{see the diagram in Figure 19} \} \\
& \{ \text{P.hhaps}(h_{prv}, c_{prv}, b,l), \text{P.hhaps}(h_{req}, c_{req}, b,l) \} \\
& = \{ \text{see the diagram in Figure 19} \} \\
& \{ \text{P.hhaps}(h_{prv}, c_{prv}, b,l), \text{P.hhaps}(h_{req}, c_{req}, b,l) \} \\
& = \{ \text{see the diagram in Figure 19} \} \\
& \{ \text{P.hhaps}(h_{prv}, c_{prv}, b,l), \text{P.hhaps}(h_{req}, c_{req}, b,l) \} \\
& = \{ \text{see the diagram in Figure 19} \} \\
& \{ \text{P.hhaps}(h_{prv}, c_{prv}, b,l), \text{P.hhaps}(h_{req}, c_{req}, b,l) \} \\
& = \{ \text{see the diagram in Figure 19} \} \\
& \{ \text{P.hhaps}(h_{prv}, c_{prv}, b,l), \text{P.hhaps}(h_{req}, c_{req}, b,l) \} \\
& = \{ \text{see the diagram in Figure 19} \} \\

For all b in B, b.h_req = b.h_prv or 
exists n in N 
b.aps_req inter n./A neq emptyset and 
b.aps_prv inter n./A neq emptyset

\[\text{HostAllocation} = \text{ha(s_req)} = \text{ha(s_prv)}\]

\[\text{HostAPs} = \text{haps(h_req)} = \text{haps(h_prv)}\]
Figure 21: Deployment view: installed application model.

Figure 22: Deployment view: instantiated application model.
Figure 23: Deployment view: bonded application model. For the definition of associations $s_{prv}, s_{req}, h_{prv}$ and $h_{req}$ of a Bond-object, see the diagram in Figure 19.
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