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Chapter 1

Introduction

When constructing a computer program, an important question has to be considered: how can it be guaranteed that the program does indeed perform the required task? Even for sequential programs this can be a very difficult problem, and many tools have been developed to gain confidence in the reasoning about the correctness of a program. To express the required task, a large number of specification languages have been designed. Furthermore, many proof methods have been formulated to verify that a program satisfies a specification. But guaranteeing the correctness of a program becomes even more complicated when we consider programs consisting of several concurrently executing, distributed, processes. In general, by adding parallel components the number of possible executions increases exponentially and, for instance, exhaustive testing becomes impossible. Therefore, a large number of formal verification methods have been devised for concurrent programming languages. To reduce the complexity of the verification problem, almost all methods abstract from the timing of actions, and hence they are not suitable to verify the real-time behaviour of programs.

This timed behaviour, however, is important for the program correctness in typical real-time applications such as industrial process control, life support systems in hospitals, telecommunication, and avionics systems. This leads to the general aim of this thesis: the specification and verification of real-time properties of programs. In the remainder of this introduction, we discuss the three main points concerning this aim: the programming language, the specifications, and the verification method.

1.1 Programming Language

We consider a real-time programming language akin to OCCAM [Occ88b] with concurrent processes and communication via message passing along unidirectional channels, each connecting two processes. Communication is synchronous, i.e., both the sender and the receiver have to wait until a communication partner is available. Real-time is incorporated by delay-statements which suspend the execution for a certain period of time. Such a delay-statement is also allowed in the guard of a guarded command
(similar to a delay-statement in the select-construct of Ada [Ada83]). This enables us to program a time-out, that is, to restrict the waiting period for a communication and to execute an alternative statement if no communication is possible within a certain number of time units.

The precise meaning of this programming language is defined by a denotational semantics which describes the real-time behaviour of programs including, for instance, the timing of communications and the termination time. Such a real-time semantics requires information about implementation details from which one usually abstracts in non-real-time models, such as the execution time of assignments and the time required to evaluate boolean tests. An important assumption concerns the execution of parallel processes.

As a starting point for the formal description of distributed real-time systems, several papers have used the maximal parallelism model where it is assumed that each concurrent process has its own processor. This assumption is used in [KSR+88] where a denotational semantics for a real-time version of CSP is given based on the linear history semantics of [FLP84]. A fully abstract version of this semantics has appeared in [HGR87]. Reed and Roscoe [RR87] give a hierarchy of timed models, based on a complete metric space structure. A fully abstract timed failure semantics for an extended CSP language has been developed in [GB87].

In practice, however, many applications deal with uniprocessor implementations where several processes share a single processor and actions are scheduled according to some scheduling policy. As a first study to investigate the precise timing behaviour of such implementations, we extend our programming language with a construct to express that (part of) a program, possibly containing parallel processes, is executed on a single processor. By means of this construct we can distinguish between parallel processes executing on a single processor and concurrent processes each executing on their own processor. Parallelism on one processor is in principle modelled by an arbitrary interleaving of atomic actions. This interleaving can be restricted by assigning priorities to statements.

In this thesis we first consider, in Chapter 2, the semantics, specification and verification of a simple non-real-time version of the programming language. In Chapter 3 we add delay-statements and describe the real-time behaviour of these programs. To emphasize the basic real-time framework, we do not consider program variables in Chapter 3. In Chapter 4 we extend this framework with program variables. The adaptation of the formalism to shared processors, also called multiprogramming, is described in Chapter 5.
1.2 Specifications

To specify real-time systems, an assertion language must be available to express (real-time) properties. The relation between programs and assertions written in this language is specified by a so-called correctness formula. In such a specification it should be possible to express the functional behaviour of a program, that is, the relation between the values of the program variables at the start of the execution and the values of these variables at termination. Since we consider communicating processes, the communication behaviour must be expressible, i.e., which communications are performed, in which order, and which values are transmitted. To specify real-time properties, also the timing of communications and the execution time should be expressible. Observe that these aspects of program behaviour are often strongly related. For instance, execution time and communication behaviour will in general depend on the initial values of the program variables. Hence we aim at a single formalism in which these different aspects can be specified and verified simultaneously.

The class of properties that we would like to specify includes safety properties, that is, properties that can be falsified in finite time. For instance, “non-termination” is a safety property because it is falsified if the program terminates at a certain point of time. Similarly, “no communication along channel c” is a safety property. However, “termination” is not, since observing non-termination at a certain point does not falsify it. Such non-safety properties are often called liveness properties. Without real-time, safety properties express that “nothing bad will happen”, whereas liveness properties specify that “eventually something good must happen” (see [Lam83b]). As already observed by Lamport, this characterization is not appropriate for real-time properties: e.g., “termination within 10 time units” and “communication via channel c within 25 time units” are safety properties (they can be falsified after, resp., 10 and 25 time units), but they express that something must happen. Hence, with the presence of time in our formalism, we should be able to specify this large class of safety properties. Furthermore, we aim at a formalism in which, besides these (real-time) safety properties, liveness properties can also be expressed. We will, however, only specify properties that hold for all executions of a program, and we do not consider probabilities. In our framework we cannot specify properties such as “there exists at least one terminating execution”, or “communication within 5 time units with probability 0.95”.

To investigate which formalism is suitable for the specification and verification of real-time properties, we consider two approaches in this thesis. In the first formalism the assertion language is a real-time extension of temporal logic, called Metric Temporal Logic. A simple correctness formula expresses that a program satisfies a property expressed in this logic. The second formalism uses a more structured correctness formula based on Hoare triples (precondition, program, postcondition). Assertions are
written in a first-order language that includes references to points of time. These two approaches are discussed in more detail in the next two sections.

1.2.1 Metric Temporal Logic Approach

Traditional linear time temporal logic [Pnu77,MP82,OL82] has been shown to be valuable in the specification and verification of the non-real-time behaviour of programs. It allows the expression of safety and liveness properties by means of a qualitative notion of time. For instance, for an assertion \( \varphi \), this logic can express the safety property "henceforth \( \varphi \) will hold" (\( \square \varphi \)) and the liveness property "eventually \( \varphi \) will hold" (\( \Diamond \varphi \)).

To specify real-time constraints a quantitative notion of time has to be introduced. As already observed in [PH88,HL90], there are two main approaches in defining real-time versions of temporal logic. In the first approach this logic is extended with a special variable which explicitly refers to the value of a global clock. Therefore we refer to this extension as Explicit Clock Temporal Logic. This logic was used in [Har88,OST90] to specify and verify real-time properties.

We follow the alternative approach and use an extension proposed in [KVR83, KdR85] in which the scope of temporal operators is restricted by extending them with time bounds. Then we can express, for instance, "during the next 7 time units \( \varphi \) will hold" (\( \square_{<7} \varphi \)) and "eventually within 5 time units \( \varphi \) will hold" (\( \Diamond_{<5} \varphi \)). This logic is called Metric Temporal Logic (MTL), since in general it extends temporal logic by a metric point structure with a distance function to measure time. See [Koy89,Koy90] for a detailed discussion about MTL and several examples to illustrate its application to the specification of real-time systems. An early use of temporal operators with time bounds can be found in [BH81] where a quantitative "leads to" operator was introduced to verify real-time applications. In [KVR83] a version of MTL has been applied to the specification of real-time communication properties of a transmission medium. A temporal logic with statements about time intervals has been used in [SPE84] to prove the correctness of local area network protocols.

To express that a program \( S \) satisfies an assertion \( \varphi \) written in MTL, we use a simple correctness formula of the form \( S \text{ sat } \varphi \). Then general safety properties can be specified (details about the assertion language will be given in subsequent chapters), for instance,

- Program \( S \) does not terminate: \( S \text{ sat } \Box \neg done \).
- \( S \) does not perform any communication along channel \( c \): \( S \text{ sat } \Box \neg \text{comm}(c) \).

A few examples of real-time safety properties:

- If \( S \) starts its execution in a state where variable \( x \) has the value 3 and if \( S \) terminates, then \( S \) terminates within 2 time units in a state where \( x \) has the value 4: \( S \text{ sat } (x = 3 \land \Diamond done) \rightarrow (\Diamond_{<2} done \land \text{fin}(x) = 4) \).
• $S$ terminates in less than 12 time units, incrementing $x$ by 5:
  
  \[ S \text{ sat } \Diamond_{<12} done \land fin(x) = x + 5. \]

• $S$ communicates along channel $c$ within 25 time units: $S$ sat $\Diamond_{<25} \text{comm}(c)$.

• If $S$ communicates on $c$ then $S$ is waiting to receive or is receiving a message along channel $d$ in less than 8 time units:
  
  \[ S \text{ sat } \Box (\text{comm}(c) \rightarrow \Diamond_{<8} (\text{wait}(d?) \lor \text{comm}(d))). \]

Liveness properties can also be expressed:

• $S$ terminates: $S$ sat $\Diamond done$.

• $S$ communicates along channel $c$ infinitely often: $S$ sat $\Box \Diamond \text{comm}(c)$.

1.2.2 Hoare-style Formalism

The second formalism is based on classical Hoare triples [Hoa69], that is, formulae of the form \{p\} $S$ \{q\} where $S$ is a program and $p$ and $q$ are assertions expressed in a first-order language. Consider, as a simple example,

\[ \{ \exists n : x = 2 \times n \} \ y := x + 1 \ \{ y = x + 1 \land \exists k : y = 2 \times k + 1 \}. \]

Informally, a triple \{p\} $S$ \{q\} has the following meaning: if $S$ is executed in a state satisfying precondition $p$ and if $S$ terminates then the final state satisfies postcondition $q$. These correctness formulae have been used for the specification and verification of a large range of non-real-time programming languages. A good survey is given by Apt in [Apt81,Apt84]. An extensive formal treatment of the formalism can be found in de Bakker's textbook [dB80]. Originally, in [Hoa69], Hoare used a formula of the form $p\{S\}q$ to express partial correctness, whereas we follow the notation of, e.g., [dB80].

To specify real-time properties by means of Hoare triples, we extend the assertion language with references to points of time. For example, the formula

\[ \{ \text{time} = 2 \} \ S \ \{ 17 < \text{time} < 23 \} \]

expresses that if the execution of $S$ is started at time 2 and if $S$ terminates, then it terminates after time 17 and before time 23 (hence terminating executions of $S$ have an execution time of more than 15 and less than 21 time units).

With Hoare triples we can only express partial correctness of programs, i.e., properties that hold if the program terminates. This, however, is not appropriate for real-time embedded programs which are usually non-terminating, having an intensive interaction with the environment. Therefore Hoare triples are extended with a third assertion, called commitment, which should be satisfied by both terminating and non-terminating computations. This leads to formulae of the form $C : \{p\} \ S \ \{q\}$, where commitment $C$ expresses termination information and the real-time communication interface of program $S$. Since in our programming language parallel processes communicate only by message passing (i.e., there are no shared variables), this commitment should not contain program variables. The special variable $\text{time}$ is allowed in $C$ where,
as in the postcondition, it denotes the termination time of the program (if the program
does not terminate a special value \( \infty \) is used).

We show how the examples specified in the previous section can be expressed by
means of these extended Hoare triples. First a few general safety properties:

- Program \( S \) does not terminate.
  \[ \text{true} : \{ \text{true} \} \ S \{ \text{false} \}. \]
  (\( S \) will also satisfy the formula \( \text{time} = \infty \) : \{ \text{true} \} \ S \{ \text{false} \}.)

- \( S \) does not perform any communication along channel \( c \).
  \((\forall t \geq 0 : \neg \text{comm via } c \text{ at } t) : \{ \text{time} = 0 \} \ S \{ \text{true} \}.\)

Next a number of real-time safety properties:

- If \( S \) starts its execution in a state where variable \( x \) has the value 3 and if \( S \)
  terminates, then \( S \) terminates within 2 time units in a state where \( x \) has the
  value 4.
  \[ \text{true} : \{ x = 3 \land \text{time} = t \} \ S \{ x = 4 \land \text{time} < t + 2 \}. \]

- \( S \) terminates in less than 12 time units, incrementing \( x \) by 5.
  \[ \text{time} < 12 : \{ x = v \land \text{time} = 0 \} \ S \{ x = v + 5 \}. \]
  (Instead of starting at time 0 we could also use a general starting time \( t_0 \):
  \[ \text{time} < t_0 + 12 : \{ x = v \land \text{time} = t_0 \} \ S \{ x = v + 5 \}. \])

- \( S \) communicates along channel \( c \) within 25 time units.
  \[ (\exists t < 25 : \text{comm via } c \text{ at } t) : \{ \text{time} = 0 \} \ S \{ \text{true} \}. \]

- If \( S \) communicates on \( c \) then \( S \) is waiting to receive or is receiving a message
  along channel \( d \) in less than 8 time units.
  \[ (\forall t_0 : \text{comm via } c \text{ at } t_0 \rightarrow
    (\exists t_1, t_0 \leq t_1 < t_0 + 8 : \text{wait to } c? \text{ at } t_1 \lor \text{comm via } c \text{ at } t_1)) : \]
  \[ \{ \text{time} = 0 \} \ S \{ \text{true} \}. \]

Finally, some liveness properties:

- \( S \) terminates.
  \[ \text{time} < \infty : \{ \text{true} \} \ S \{ \text{true} \}. \]

- \( S \) communicates along channel \( c \) infinitely often.
  \[ (\forall t_0 \exists t_1 \geq t_0 : \text{comm via } c \text{ at } t_1) : \{ \text{time} = 0 \} \ S \{ \text{true} \}. \]

1.3 Verification

In the previous section we have introduced correctness formulae of the form \( S \text{ sat } \varphi \) or
\( C : \{ p \} \ S \{ q \} \) to specify programs. To verify that a program satisfies such a specifi-
cation we give a proof system, that is, a formal system of axioms and rules in which
valid correctness formulae can be deduced. In classical verification methods, such
as [MP82] for temporal logic and [OG76,AFR80,LG81] for Hoare triples, the complete
program text must be available. In contrast with these methods, we formulate compositional proof systems in which the specification of a compound programming language construct (such as sequential composition and parallel composition) can be deduced from specifications for its constituent parts without any further information about the internal structure of these parts.

Compositionality can be considered as a prerequisite for hierarchical, structured, program derivation. A separation of concerns is desired between the use of (and the reasoning about) a module and its implementation (see [Lam83a]). By means of a compositional proof system the design steps can be verified during the process of top-down program construction. An overview of the transition from non-compositional proof methods towards compositional proof systems can be found in [dR85, HdR86, HdR90a]. The main points of this development are described in Chapter 2 of this thesis.

In the Metric Temporal Logic approach, formulae of the form $S \text{ sat } \varphi$ can be derived by means of a proof system which is based on compositional proof methods for classical temporal logic [BKP84,NDGO86]. A preliminary version of this work, for a simplified language, appeared in [HW89]. Our compositional proof system for extended Hoare triples has been inspired by the work of Zwiers [Zwi89]. Related ideas have been published in [Hoo87,Hoo90].

In our compositional proof systems the rule for parallel composition is based on a conjunction of the assertions for the components. An important distinction between the proof methods for the two approaches is the treatment of sequential composition and iteration. In the Metric Temporal Logic approach we use the chop-operators from [BKP84] which axiomatize these constructs in the assertion language. In this way proofs for sequential composition and iteration directly lead to proofs for these special chop-operators in the assertion language. No extra operators have to be introduced in the Hoare-style formalism, since pre- and postconditions simplify sequential reasoning. In classical Hoare logic for partial correctness [Hoa69], properties of an iteration construct (such as a while-loop) can be derived by means of a so-called loop-invariant which should hold before and after each execution of the body of the iteration. In our extended real-time formalism also liveness properties of an iteration construct can be proved by such an invariant. As an example, we consider the proof of termination.

Example 1.3.1 To illustrate verification in our real-time Hoare logic, consider the iteration construct $\ast\{x \geq 0 \implies x := x - 1\}$ which performs assignment $x := x - 1$ as long as $x \geq 0$ and terminates when $x \leq 0$. Assume $x$ is a natural number. In our formalism, termination of this iteration can be expressed as

$$\text{time} < \infty : \{\text{true}\} \ast\{x > 0 \implies x := x - 1\} \{\text{true}\}.$$  

We indicate how this formula is proved by means of an invariant. Details of the proof can be found in Section 4.4.2. First this liveness property is strengthened to a real-time safety property. Let $K$ be the time required to execute $x := x - 1$ and assume that
the evaluation of \( x > 0 \) does not take any time. Then we prove

\[
\text{time} = v \times K : \{ x = v \land \text{time} = 0 \} \star [ x > 0 \rightarrow z := x - 1 ] \{ \text{true} \}.
\]

Therefore we use the invariant \( I \equiv \text{time} = (v - x) \times K \). Observe that \((I \land x > 0) \rightarrow (\text{time} \leq (v - 1) \times K)\) and thus after the assignment \( z := x - 1 \), which takes \( K \) time units, we obtain \( \text{time} \leq v \times K \). By means of the proof system we can then derive

\[
\text{time} \leq v \times K : \{ I \land x > 0 \} \star [ x > 0 \rightarrow z := x - 1 ] \{ I \}.
\]

Note that the commitment (i.e., \( \text{time} \leq v \times K \)) gives an upper bound on the termination time. Since \( x \) is a natural number, we have that \((I \land x \leq 0) \rightarrow (\text{time} = v \times K)\) and the proof system allows us to derive

\[
\text{time} = v \times K : \{ I \land x \leq 0 \} \star [ x > 0 \rightarrow z := x - 1 ] \{ \text{true} \}.
\]

Then, using the last two formulae, the iteration rule in our proof system leads to

\[
\text{time} = v \times K : \{ I \} \star [ x > 0 \rightarrow z := x - 1 ] \{ \text{true} \}.
\]

Since \((x = v \land \text{time} = 0) \rightarrow I\) and \((\text{time} = v \times K) \rightarrow (\text{time} < \infty)\), we can derive

\[
\text{time} < \infty : \{ x = v \land \text{time} = 0 \} \star [ x > 0 \rightarrow z := x - 1 ] \{ \text{true} \}.
\]

Finally, the proof method allows us to remove \( z = v \) in the precondition.

Similar to the proof above, \( \text{time} < \infty : \{ \text{true} \} \star [ x > 0 \rightarrow z := x - 1 ] \{ \text{true} \} \) can be derived by first proving

\[
\text{time} = t_0 + v \times K : \{ x = v \land \text{time} = t_0 \} \star [ x > 0 \rightarrow z := x - 1 ] \{ \text{true} \}.
\]

Observe that with our extended Hoare triples we can express that a program \( S \) is totally correct with respect to precondition \( p \) and postcondition \( q \), i.e., if \( S \) is executed in a state satisfying \( p \) then \( S \) terminates in a state satisfying \( q \). Formally, \( \text{time} < \infty : \{ p \} S \{ q \} \). Hence our proof system incorporates a proof method for total correctness. A discussion and comparison of methods for proving the correctness of programs, including total correctness, can be found in [Har80]. The basic method to prove termination was introduced by Floyd in [Flo67]. For the termination of an iteration construct, an expression is associated with a location in the body of the iteration. Then termination is proved by showing that this expression takes values in a well-founded set (i.e., a partially ordered set in which there exists no infinitely descending sequence) and that the value of the expression decreases each time the body is executed. Termination proofs in our proof system, as illustrated in the example above, are closer to the (equivalent) method of "bounding loop counters" described by Katz and Manna [KM75]. There a counter is incremented for every execution of the body. Termination is then proved by showing that this counter does not exceed a certain constant bound. In our real-time formalism no explicit counter has to be introduced; we can use the special variable \( \text{time} \) since the program semantics guarantees that there exists a positive lower bound on the execution time of the body of any iteration. (This is required to avoid an infinite loop in finite time.) In the example above we have shown termination by proving that the termination time of the body will not exceed a certain bound, expressed in terms of the initial value of the variable and the starting time. Hence the proof of termination is reduced to the problem of finding a suitable
invariant, for which there exist several heuristics.

Similarly, other liveness properties can be proven in our Hoare-style framework. First a liveness property is reduced to a real-time safety property which implies the desired property. For instance, to prove that eventually property P holds we show that P is achieved within a certain time bound. For the iteration construct this real-time safety property can be proved by means of an invariant. As already observed in [SL87], it is interesting to see that in an early paper [FP78] eventuality properties were proved by explicit reference to a running time variable and some intuition about discrete time. In subsequent work, however, quantitative time has usually been abstracted away.

Observe that with our extended Hoare triples we can not only express partial correctness of a program S with respect to assertions p and q (by true : {p} S {q}), but also total correctness of S (by time < oo : {p} S {q}). Consider, for example, the program S = x > 5 -> x := x - 1[x < 5 -> skip]. Then true : {x < 5} S {false} expresses the partial correctness property that S does not terminate if initially x < 5 holds. Since the program terminates if initially x ≥ 5 holds, we have the following total correctness property: time < oo : {x ≥ 5} S {x = 5}. In our framework these two properties can be expressed in a single formula

\[(v < 5 \rightarrow \text{time} = \infty) \land (v \geq 5 \rightarrow \text{time} < \infty) : \{x = v\} S \{x = 5\}\]

which describes how the termination of S depends on the initial value of x.

1.4 Overview

The introduction above already indicates that both approaches have their merits. Our real-time version of temporal allows concise specifications and it provides a convenient formalism to express high-level requirements. The extended Hoare triples, on the other hand, seem to be more suitable for the compositional verification of sequential programs. Therefore we consider both approaches throughout this thesis and investigate how they can be used for a compositional axiomatization of several versions of the programming language.

Finally, we describe the remainder of this thesis and closely related work. In Chapter 2 we discuss the development from non-compositional proof methods towards compositional proof systems for non-real-time partial correctness of parallel programs. After the formulation of a compositional system for Hoare triples, we discuss how the framework will be extended in subsequent chapters to deal with real-time. The main outline of this chapter is the result of joint work with W.P. de Roever on the ‘quest for compositionality’ [HdR86,HdR90a]. In Chapter 3 we describe the basic framework of this thesis. To highlight the main outline, we do not consider program variables in this chapter. We define a compositional semantics for this language and formulate proof methods for the two approaches mentioned above. An example of a watchdog timer illustrates how these two compositional proof systems can be used to verify design steps.
during the process of top-down program development. Both formalisms are adapted to deal with program variables in Chapter 4. The work on MTL is based on joint research with J. Widom [HW89]. An extended abstract of the extension of this approach to program variables, as described in Section 4.3.1, will appear in [Hoo91b]. Our work on extended Hoare triples originates from a paper about an assumption-commitment formalism [Hoo87]. An improved version of this framework appeared in [Hoo90] where also a correctness formula without an assumption, as it is used in this thesis, was introduced.

In Chapters 3 and 4 we use the maximal parallelism assumption, and in Chapter 5 we generalize this model to multiprogramming where several processes can be executed on a single processor. Scheduling is based on priorities which can be assigned to statements in the program. After a discussion about the informal meaning of programs, we define a denotational semantics for these extended programs. This semantics will appear in [Hoo91a]. Furthermore, in Sections 5.5 and 5.6, we show that both proof systems can be modified to prove properties of uniprocessor implementations. Concluding remarks with an overview of related work and an indication of future research can be found in Chapter 6.

Appendix A contains proofs of lemmas from Chapter 3. Soundness and relative completeness of the proof system based on Metric Temporal Logic is proved in Appendix B. Similarly, in Appendix C we prove soundness and completeness of the Hoare-style proof system from Chapter 3. Soundness of the proof systems given in Chapters 4 and 5 is proved in, respectively, Appendices D and E.
Chapter 2

Compositionality

In this chapter we describe the development from non-compositional proof methods towards compositional systems. A survey about the quest for compositionality in proving properties of concurrent programs communicating via shared variables can be found in [dR85]. The main outline of this chapter is based on [HdR86, HdR90a], where an overview is given of this development for parallel programs with synchronous message passing. To emphasize the general ideas behind compositionality, we will not give all the details concerning soundness and completeness of the methods mentioned in this chapter. For more technical details, the reader is referred to [Apt81, Apt84, Zwi89, HdR90b]. To explain the essential points in the transition from non-compositional to compositional proof systems, we consider a restricted class of properties. In the first two sections we concentrate on partial correctness, that is, we prove properties that hold for the terminating computations of a program.

In Section 2.1 we first describe the programming language used in this chapter. To prove partial correctness of sequential programs, a compositional proof system is formulated in which Hoare triples \( \{p\} S \{q\} \) can be derived. Next we describe classical, non-compositional, verification methods for parallel programs. Finally, we show how suitable restrictions lead to a compositional proof system. The result is formulated in all detail in Section 2.2. It also illustrates the general outline of a compositional framework which will be followed in subsequent chapters. In Section 2.3 we indicate how the results can be extended to non-terminating computations and real-time.

2.1 Towards Compositional Proof Systems

Section 2.1.1 contains the syntax and informal semantics of a concurrent programming language with synchronous message passing along unidirectional channels. The operational semantics of this language is defined in Section 2.1.2. In Section 2.1.3 we describe the syntax and semantics of a first-order assertion language. Partial correctness of programs is specified by Hoare triples, using pre- and postconditions expressed in the assertion language. The final aim is a compositional proof system in which such
Hoare triples can be derived for concurrent programs. As a first step, we describe in Section 2.1.4 such a compositional formalism for sequential programs. Then, in Section 2.1.5, we extend this framework to parallel programs, yielding classical non-compositional proof systems. Finally, we describe in Section 2.1.6 the transition from such non-compositional methods towards a compositional proof system.

2.1.1 Syntax and Informal Meaning of the Programming Language

Let $CHAN$ be a nonempty set of channel names, $VAR$ be a nonempty set of program variables, and $VAL$ be a denumerable domain of values. $IN$ denotes the set of natural numbers (including 0). The syntax of our programming language is given in Table 2.1, with $n \in IN$, $n \geq 1$, $c, c_1, \ldots, c_n \in CHAN$, $x, x_1, \ldots, x_n \in VAR$, and $\vartheta \in VAL$.

<table>
<thead>
<tr>
<th>Table 2.1: Syntax Programming Language</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Expression</strong></td>
</tr>
<tr>
<td>$e ::= \varnothing \mid x \mid e_1 + e_2 \mid e_1 - e_2 \mid e_1 \times e_2$</td>
</tr>
<tr>
<td><strong>Boolean Expression</strong></td>
</tr>
<tr>
<td>$b ::= e_1 = e_2 \mid e_1 &lt; e_2 \mid \neg b \mid b_1 \vee b_2$</td>
</tr>
<tr>
<td><strong>Statement</strong></td>
</tr>
<tr>
<td>$S ::= x := e \mid c ! e \mid c ? x \mid S_1 ; S_2 \mid G \mid \ast G$</td>
</tr>
<tr>
<td><strong>Guarded Command</strong></td>
</tr>
<tr>
<td>$G ::= [\bigwedge_{i=1}^n b_i \rightarrow S_i ] \mid [\bigwedge_{i=1}^n b_i ; c ? x_i \rightarrow S_i ]$</td>
</tr>
<tr>
<td><strong>Program</strong></td>
</tr>
<tr>
<td>$P ::= S_1 \parallel \cdots \parallel S_n$</td>
</tr>
</tbody>
</table>

Informally, the statements of our programming language have the following meaning:

**Atomic statements**

- Assignment $x := e$ assigns the value of expression $e$ to the variable $x$.
- Output statement $c!e$ is used to send the value of expression $e$ on channel $c$ as soon as a corresponding input command is available. Since we assume synchronous communication, such an output statement is suspended until a parallel process executes an input statement $c?x$.
- Input statement $c?x$ is used to receive a value via channel $c$ and assign this value to the variable $x$. As for the output command, such an input statement has to wait for a corresponding partner before a (synchronous) communication can take place.

Henceforth we will often refer to an input or output statement as an *io-statement*.

**Compound statements**

- $S_1 ; S_2$ indicates sequential composition: first execute $S_1$, and continue with the execution of $S_2$ if and when $S_1$ terminates.
- Guarded command $\[\bigwedge_{i=1}^n b_i \rightarrow S_i \]$. If none of the $b_i$ evaluate to true then this guarded command terminates after evaluation of the booleans. Otherwise, nondeterministically select one of the $b_i$ that evaluates to true and execute the corresponding statement $S_i$. 


- Guarded command $[\prod_{i=1}^{m} b_i; c_i?x_i \rightarrow S_i]$. A guard (the part before the arrow) is open if its boolean part evaluates to true. If none of the guards is open, the guarded command terminates after evaluation of the booleans. Otherwise, wait until the communication of one of the open guards can be performed and continue with the corresponding $S_i$.

- Iteration $+G$ indicates repeated execution of guarded command $G$ as long as at least one of the guards is open. When none of the guards is open $+G$ terminates.

- $S_1||\cdots||S_n$ indicates parallel execution of the statements $S_1,\ldots,S_n$. The components $S_1,\ldots,S_n$ of a parallel composition are often called processes.

Henceforth we use $\equiv$ to denote syntactic equality. Conventional abbreviations are used, such as $true \equiv 0 = 0$, $false \equiv \neg true$, $b_1 \land b_2 \equiv \neg (\neg b_1 \lor \neg b_2)$, etc. For a guarded command $G \equiv [\prod_{i=1}^{m} b_i \rightarrow S_i]$ or $G \equiv [\prod_{i=1}^{m} b_i; c_i?x_i \rightarrow S_i]$, we define $b_G \equiv b_1 \lor \ldots \lor b_m$. Observe that conventional programming constructs can be defined as an abbreviation:

- if $b$ then $S_1$ else $S_2$ fl $\equiv [b \rightarrow S_1] [\neg b \rightarrow S_2]$ and while $b$ do $S$ od $\equiv \ast [b \rightarrow S]$.

Let $var(S)$ be the set of variables occurring in $S$. Similarly, $ch(S)$ is defined as the set of channels occurring in $S$.

Syntactic Restrictions

To guarantee that channels are unidirectional and connect exactly two processes, we have the following syntactic constraints (for any $c \in \text{CHAN}$, $x \in \text{VAR}$, expression $e$, etc.):

- For $S_1; S_2$ we require that if $S_1$ contains $c!e$ then $S_2$ does not contain $c?x$, and if $S_1$ contains $c?x$ then $S_2$ does not contain $c!e$.

- For $[\prod_{i=1}^{m} b_i \rightarrow S_i]$ we require that, for all $i,j \in \{1,\ldots,n\}$, $i \neq j$, if $S_i$ contains $c!e$ then $S_j$ does not contain $c?x$.

- For $[\prod_{i=1}^{m} b_i; c_i?x_i \rightarrow S_i]$ we require that, for all $i,j \in \{1,\ldots,n\}$, $i \neq j$, $S_j$ does not contain $c!e$, and if $S_i$ contains $c!e$ then $S_j$ does not contain $c?x$.

- For $S_1||\cdots||S_n$ we require that, for all $i,j \in \{1,\ldots,n\}$, $i \neq j$, if $S_i$ contains $c!e_1$ then $S_j$ does not contain $c!e_2$, and if $S_i$ contains $c?x_1$ then $S_j$ does not contain $c?x_2$.

Furthermore, parallel processes do not share program variables.

- For $S_1||\cdots||S_n$, we require, for all $i,j \in \{1,\ldots,n\}$, $i \neq j$, that $var(S_i) \cap var(S_j) = \emptyset$.

For instance, the programs $c!0; c?x$, $[c?x \rightarrow d?x] d?x \rightarrow c!x$, $(c!3; x := x + 1)||c?x$, $c!0||c!1$, and $[c?x \rightarrow d!x] c?x \rightarrow d?y$ do not meet all of these requirements.
2.1.2 Operational Semantics

Define the set of states \( STATE \) as the set of mappings from \( VAR \) to \( VAL \):

\[ STATE = \{ s : VAR \rightarrow VAL \}. \]

Thus a state \( s \) assigns to each program variable \( x \) a value \( s(x) \).

For simplicity we do not make a distinction between the semantic and the syntactic domain of values.

**Definition 2.1.1 (Variant of a State)** The variant of a state \( s \) with respect to a variable \( x \) and a value \( t \), denoted \( (s : x \rightarrow t) \), is given by

\[
(s : x \rightarrow t)(y) = \begin{cases} 
\theta & \text{if } y = x \\ 
s(y) & \text{if } y \neq x
\end{cases}
\]

In the sequel we assume that the set of natural numbers, \( \mathbb{N} \), is included in \( VAL \), and that we have the standard arithmetical operators \( +, - \), and \( \times \) on \( VAL \). Define the value of an expression \( e \) in a state \( s \), denoted by \( \mathcal{E}(e)(s) \), as

- \( \mathcal{E}(\vartheta)(s) = \vartheta \),
- \( \mathcal{E}(x)(s) = s(x) \),
- \( \mathcal{E}(e_1 + e_2)(s) = \mathcal{E}(e_1)(s) + \mathcal{E}(e_2)(s) \),
- \( \mathcal{E}(e_1 - e_2)(s) = \mathcal{E}(e_1)(s) - \mathcal{E}(e_2)(s) \), and
- \( \mathcal{E}(e_1 \times e_2)(s) = \mathcal{E}(e_1)(s) \times \mathcal{E}(e_2)(s) \).

We define when a boolean expression \( b \) holds in a state \( s \), denoted by \( \mathcal{B}(b)(s) \), as

- \( \mathcal{B}(e_1 = e_2)(s) \) iff \( \mathcal{E}(e_1)(s) = \mathcal{E}(e_2)(s) \),
- \( \mathcal{B}(e_1 < e_2)(s) \) iff \( \mathcal{E}(e_1)(s) < \mathcal{E}(e_2)(s) \),
- \( \mathcal{B}(\neg b)(s) \) iff not \( \mathcal{B}(b)(s) \), and
- \( \mathcal{B}(b_1 \lor b_2)(s) \) iff \( \mathcal{B}(b_1)(s) \) or \( \mathcal{B}(b_2)(s) \).

For the definition of the operational semantics the syntax of the programming language is extended with a special statement \( E \), the empty statement, that is distinct from any other statement and used to indicate termination. A configuration is a pair of the form \( (s, P) \) with \( s \in STATE \) and \( P \) a program written in this extended syntax.

**Definition 2.1.2 (Execution Sequence)** An execution sequence for a program \( S_1 || \cdots || S_n, n \geq 1 \), is a sequence of configurations \( \langle (s_0, P^0), (s_1, P^1), (s_2, P^2), \cdots \rangle \) with \( P^0 \equiv (S_1; E) || \cdots || (S_n; E) \) and such that a step formed by any two consecutive configurations \( (s_k, P^k \equiv S_k^1 || \cdots || S_k^n) \) and \( (s_{k+1}, P^{k+1} \equiv S_{k+1}^1 || \cdots || S_{k+1}^n) \) in this sequence satisfies one of the following clauses:

1. It is a local step: there exists an \( i \in \{1, \ldots, n\} \) and programs \( S_0, \hat{S} \) such that \( S_k^j \equiv S_0; \hat{S} \), for \( j \neq i, S_k^{k+1} \equiv S_k^i \), and either
   - \( S_0 \equiv x := e, s_{k+1} = (s_k : x \mapsto \mathcal{E}(e)(s_k)), \) and \( S_k^{k+1} \equiv \hat{S}, \) or
   - \( S_0 \equiv G, \mathcal{B}(\neg b_G)(s_k), s_{k+1} = s_k, \) and \( S_k^{k+1} \equiv \hat{S}, \) or
• \( S_0 \equiv \left[ \bigcup_{m=1}^{N} b_m \rightarrow S_m \right] \), \( s_{k+1} = s_k \), and there exists an \( m \in \{1, \ldots, N\} \) such that \( B(b_m)(s_k) \) and \( S_k^{k+1} \equiv S_m; \hat{S} \), or

• \( S_0 \equiv \ast G \), \( s_{k+1} = s_k \), and either
  - \( B(-b_G)(s_k) \) and \( S^{k+1} \equiv S_m; S \), or
  - \( B(b_G)(s_k) \), \( G \equiv \left[ \bigcup_{m=1}^{N} b_m \rightarrow S_m \right] \), there exists an \( m \in \{1, \ldots, N\} \) such that \( B(b_m)(s_k) \) and \( S_m^{k+1} \equiv S_m; S_0; \hat{S} \).

2. It is a global communication step: there exists \( i, j \in \{1, \ldots, n\} \) and programs \( S_0, \hat{S} \) with \( S_i^k \equiv S_0; \hat{S}, S_j^k \equiv c!e; S_j^{k+1} \), and for \( m \neq i, m \neq j \), \( S_m^{k+1} \equiv S_m^k \), such that either

• \( S_0 \equiv c?x \), \( s_{k+1} = (s_k : x_m \mapsto E(e)(s_k)) \), and \( S_i^{k+1} \equiv S \), or

• \( S_0 \equiv \left[ \bigcup_{m=1}^{N} b_m \right] c_m ? x_m \rightarrow S_m \), there exists an \( m \in \{1, \ldots, N\} \) such that \( c_m = c \), \( B(b_m)(s_k) \), \( s_{k+1} = (s_k : x_m \mapsto E(e)(s_k)) \), and \( S_m^{k+1} \equiv S_m; \hat{S} \), or

• \( S_0 \equiv \ast \left[ \bigcup_{m=1}^{N} b_m \right] ; c_m ? x_m \rightarrow S_m \), there exists an \( m \in \{1, \ldots, N\} \) such that \( c_m = c \), \( B(b_m)(s_k) \), \( s_{k+1} = (s_k : x_m \mapsto E(e)(s_k)) \), and \( S_m^{k+1} \equiv S_m; S_0; \hat{S} \).

Finally we require that the sequence is maximal, i.e. cannot be extended.

Observe that such an execution sequence can represent three types of computations:

- Properly terminating computations, when the sequence is finite and the last program equals \( E \| \cdots \| E \). For example, \((x := 5; c!x)|| (c?y; y := y + 1)\) has only finite execution sequences (first the assignment \( x := 5 \) is executed, then the communication along channel \( c \) takes place, and finally \( y := y + 1 \) is executed, resulting in a state with \( x = 5 \) and \( y = 6 \)).

- Blocked computations, when the sequence is finite and the last program does not equal \( E \| \cdots \| E \). Such sequences are obtained, for instance, from the program \( c!0 || (c?x; c?y) \).

- Non-terminating computations, when the sequence is infinite. For instance, the program \( \ast [true \rightarrow x := x] \) leads to an infinite execution sequence.

In this chapter we consider partial correctness, and hence prove properties that hold for the terminating computations of a program. Accordingly, we describe here only such terminating computations in the semantics of programs.

**Definition 2.1.3 (Operational Semantics)**

\[ \mathcal{O}(S_1 \| \cdots \| S_n) = \{ (s_0, s_1) | \text{ there exists a finite execution sequence for } S_1 \| \cdots \| S_n \]

\[ \text{ of the form } < (s_0, (S_1; E)) \| \cdots \| ((S_n; E)) > \} \] .

**Example 2.1.1** From this operational semantics we obtain \( \mathcal{O}(c!0 || (c?x; c?y)) = \mathcal{O}(\ast [true \rightarrow x := x]) = \mathcal{O}((c!0; d?x)) || (d!1; c?y)) = \emptyset \). Note that \( \mathcal{O}(c!5) = \mathcal{O}(c?x) = \emptyset \).

Finally, observe that \( \mathcal{O}(c!3 || c?x) = \mathcal{O}(x := 3) \).

In Section 2.3 we discuss how the semantics can be extended when we want to consider properties of non-terminating computations.
2.1.3 Assertion Language and Correctness Formulae

To describe the partial correctness of a program $P$, we use a correctness formula of the form $\{p\} P \{q\}$ where $p$ is an assertion called the preconditions, and $q$ an assertion called the postconditions. We often refer to a formula $\{p\} P \{q\}$ as a Hoare triple. Informally, such a triple expresses that if $p$ holds in the initial state of $P$, i.e., for the values of the variables at the start of the execution of $P$, then $q$ holds for any final state of $P$, that is, if a computation of $P$ terminates then $q$ holds for the values of the variables at termination; for instance, $\{x = 5\} x := x + 1 \{x = 6\}$.

The assertions $p$ and $q$ are expressed in a first-order assertion language. From the example above we see that this language contains program variables. To express more general properties of programs we will also use logical variables. For example, we would like to express that the program $x := x + 1$ increments $x$ by 1. Using logical variable $v$ this can be written as $\{x = v\} x := x + 1 \{x = v + 1\}$.

Let $VVAR$ be a set of logical variables ranging over $VAL$. The syntax of the assertion language is given in Table 2.2, with $v \in VVAR$, $x \in VAR$, and $\vartheta$ a value from $VAL$.

| Value Expression $exp ::= \vartheta \mid v \mid x \mid exp_1 + exp_2 \mid exp_1 - exp_2 \mid exp_1 \times exp_2$ |
| Assertion $p ::= exp_1 = exp_2 \mid exp_1 < exp_2 \mid exp \in IN \mid \neg p \mid p_1 \lor p_2 \mid \exists v : p$ |

Henceforth, we use the standard abbreviations, such as $true \equiv 0 = 0$, $p_1 \rightarrow p_2 \equiv \neg p_1 \lor p_2$, $p_1 \land p_2 \equiv \neg (\neg p_1 \lor \neg p_2)$, $\forall t : p \equiv \neg \exists t : \neg p$, $\bigvee_{i=1}^n p_i \equiv p_1 \lor \ldots \lor p_n$, etc.

Next we define the meaning of assertions. To interpret logical variables we use a logical variable environment $\gamma$, that is, a mapping which assigns a value from $VAL$ to each logical variable from $VVAR$. The value of a variable $v$ in an environment $\gamma$ is denoted by $\gamma(v)$. The variant of $\gamma$ with respect to a logical variable $v$ and a value $\vartheta \in VAL$, denoted $\gamma(v) : v \mapsto \vartheta$, is defined as follows. For any variable $v_1 \in VVAR$,

$$\gamma(v) : v \mapsto \vartheta)(v_1) = \begin{cases} \gamma(v_1) & \text{if } v \neq v_1 \\ \vartheta & \text{if } v \equiv v_1 \end{cases}$$

First we define the value of expression $exp$ in a state $s$ and an environment $\gamma$, denoted $V(exp)(\gamma, s)$, as follows:

- $V(\vartheta)(\gamma, s) = \vartheta$
- $V(v)(\gamma, s) = \gamma(v)$
- $V(x)(\gamma, s) = s(x)$
- $V(exp_1 + exp_2)(\gamma, s) = V(exp_1)(\gamma, s) + V(exp_2)(\gamma, s)$
- $V(exp_1 - exp_2)(\gamma, s) = V(exp_1)(\gamma, s) - V(exp_2)(\gamma, s)$
- $V(exp_1 \times exp_2)(\gamma, s) = V(exp_1)(\gamma, s) \times V(exp_2)(\gamma, s)$
Next we define inductively when an assertion \( p \) holds in a state \( s \) and a logical variable environment \( \gamma \), denoted \([p] \gamma s\).

- \([\text{exp}_1 = \text{exp}_2] \gamma s\) if \( \forall (\text{exp}_1)(\gamma, s) = \forall (\text{exp}_2)(\gamma, s)\)
- \([\text{exp}_1 < \text{exp}_2] \gamma s\) if \( \forall (\text{exp}_1)(\gamma, s) < \forall (\text{exp}_2)(\gamma, s)\)
- \([\text{exp} \in \mathbb{N}] \gamma s\) if \( \forall (\text{exp})(\gamma, s) \in \mathbb{N}\)
- \([-p] \gamma s\) if not \([p] \gamma s\)
- \([p_1 \lor p_2] \gamma s\) if \([p_1] \gamma s\) or \([p_2] \gamma s\)
- \([\exists v : p] \gamma s\) if there exists a \( \theta \in \text{VAL} \) such that \([p](\gamma : v \mapsto \theta)s\)

Note that an expression \( e \) in the programming language is also an expression in the assertion language, and for all \( s \) and \( \gamma \), \( \mathcal{E}(e)(s) = \mathcal{V}(e)(\gamma, s) \). Moreover, a boolean expression \( b \) in the programming language is also an assertion and, for all \( s \) and \( \gamma \), \( B(b)(s) \iff [b] \gamma s \).

**Definition 2.1.4 (Validity Assertions)** An assertion \( p \) is **valid**, denoted \( \models p \), iff \([p] \gamma s\) holds for any state \( s \) and any environment \( \gamma \).

Let \( p[\text{expr}/\text{var}] \) denote the substitution of each free occurrence of variable \( \text{var} \) by expression \( \text{expr} \). Similarly, \( p[\text{expr}_1/\text{var}_1, \text{expr}_2/\text{var}_2] \) denotes simultaneous substitution. A formal definition of substitution can be found in, e.g., [dB80] where it is also explained that renaming of variables might be required to avoid conflicting occurrences of variables. Having a formal definition, we can easily prove, by induction on the structure of assertions, the following lemma.

**Lemma 2.1.5 (Substitution)**

1. \([p[\text{exp}/x]] \gamma s\) if \( \models [p](s : x \mapsto \mathcal{V}(\text{exp})(\gamma, s))\)
2. \([p[\text{exp}/v]] \gamma s\) if \( \models [p](\gamma : v \mapsto \mathcal{V}(\text{exp})(\gamma, s))s\)

Next we define when a correctness formula \( \{p\} S \{q\} \) is valid.

**Definition 2.1.6 (Validity of a Correctness Formula)** For a program \( P \) and assertions \( p \) and \( q \), a correctness formula \( \{p\} S \{q\} \) is **valid**, denoted \( \models \{p\} P \{q\} \), iff for all \( \gamma \), for all \( s_0 \), if \([p] \gamma s_0\) then for all \( (s_0, s_1) \in \mathcal{O}(P) \): \([q] \gamma s_1\).

Observe that such a formula expresses partial correctness, since \( \mathcal{O}(P) \) represents all terminating computations of \( P \) and, hence, \( q \) only has to hold if \( P \) terminates. Furthermore, note that pre- and postconditions are interpreted using the same environment \( \gamma \). Hence, a logical variable \( v \) has the same value, \( \gamma(v) \), in pre- and postcondition. For instance, \( \models \{x = v\} x := x + 1 \{x = v + 1\} \), since \( v \) "freezes" the initial value of \( x \) in the precondition.
2.1.4 Proof System for Sequential Programs

The aim is to develop a proof system in which valid Hoare triples can be formally derived. As a first step towards this goal we consider in this section the correctness of sequential programs. We start with a proof method based on so-called proof outlines in which assertions are associated with locations in the program text. This method is close to Floyd’s inductive assertions method [Flo67]. Based on this technique we formulate a compositional proof system for sequential programs. An extensive treatment of Hoare style proof systems can be found in [Apt81,Apt84]. Consider sequential programs, without any io-statements, as defined by the grammar from Table 2.3.

Table 2.3: Syntax Sequential Programs

<table>
<thead>
<tr>
<th>Statement</th>
<th>$S ::= x := e \mid S_1; S_2 \mid G \mid \ast G$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guarded Command</td>
<td>$G ::= [\prod_{i=1}^n b_i \rightarrow S_i]$</td>
</tr>
</tbody>
</table>

We prove $\{p\} S \{q\}$ by giving a proof outline for $S$ with respect to $p$ and $q$; that is, we associate assertions with locations in the program and verify that these assertions are valid when the program reaches the corresponding locations. For instance, to prove $\{x \geq 0\} y := 1; *\{y \times y \leq x \rightarrow y := y + 1\}; y := y - 1 \{y^2 \leq x < (y + 1)^2\}$ we give the following proof outline:

$\{x \geq 0\} \ y := 1; \ {x \geq 0 \land y = 1\}$

$\ast \{(y - 1)^2 \leq x\} \ [y \times y \leq x \rightarrow \{y^2 \leq x\} \ y := y + 1 \{(y - 1)^2 \leq x\} ];$

$\{(y - 1)^2 \leq x \land y^2 > x\} \ y := y - 1 \{y^2 \leq x < (y + 1)^2\}$.

To formalize this approach, we use the notion of annotated statements, that is, statements augmented with assertions on internal locations. The syntax of annotated statements is given by Table 2.4, where $p$, $p_1$, and $p_2$ are assertions.

Table 2.4: Annotated Statements

<table>
<thead>
<tr>
<th>$AS ::= x := e \mid AS_1; {p} AS_2 \mid AG \mid \ast {p} AG$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$AG ::= [\prod_{i=1}^n b_i \rightarrow {p_1} AS_1 {p_2}]$</td>
</tr>
</tbody>
</table>

For an annotated statement $AS$ we can easily find the corresponding program, denoted by $Progr(AS)$, as follows:

- $Progr(x := e) \equiv x := e$,
- $Progr(AS_1; \{p\} AS_2) \equiv Progr(AS_1); Progr(AS_2)$,
- $Progr([\prod_{i=1}^n b_i \rightarrow \{p_1\} AS_1 \{p_2\}]) \equiv [\prod_{i=1}^n b_i \rightarrow Progr(AS_1)]$, and
- $Progr(\ast \{p\} AG) \equiv \ast Progr(AG)$.

Next we define when a formula $\{p\} AS \{q\}$ is a proof outline.
Definition 2.1.7 (Sequential Proof Outline) A proof outline for $S$ with respect to $p$ and $q$ is defined by

- $\{p\} x := e \{q\}$ is a proof outline iff $p \rightarrow q[e/x],$
- $\{p\} AS_1; \{r\} AS_2 \{q\}$ is a proof outline iff $\{p\} AS_1 \{r\}$ and $\{r\} AS_2 \{q\}$ are proof outlines,
- $\{p\} \left[\bigwedge_{i=1}^{n} b_i \rightarrow \{p \land b_i\} AS_i \{q_i\}\right] \{q\}$ is a proof outline iff $\neg b \land p \rightarrow q$ and $\forall_{i=1}^{n} q_i \rightarrow q$ hold, and $\{p \land b_i\} AS_i \{q_i\}$ are proof outlines, for $i = 1, \ldots, n.$
- $\{p\} \star \{I\} \left[\bigwedge_{i=1}^{n} b_i \rightarrow \{I \land b_i\} AS_i \{I\}\right] \{q\}$ is a proof outline iff $p \rightarrow I$ and $I \land \neg b \rightarrow q$ hold, and $\{I \land b_i\} AS_i \{I\}$ are proof outlines, for $i = 1, \ldots, n.$

Lemma 2.1.8 If $\{p\} AS \{q\}$ is a proof outline, then $\models \{p\} Progr(AS) \{q\}.$

Proof: Suppose $\{p\} AS \{q\}$ is a proof outline. Let environment $\gamma$ and state $s_0$ be arbitrary. Assume $[p] \gamma s_0.$ Consider $(s_0, s_1) \in \mathcal{O}(Progr(AS)).$ Then there exists a finite execution sequence for $Progr(AS)$ of the form $(s_0, Progr(AS); E), \ldots, (s_1, E).$ First observe that for each configuration $(s_k, S^k)$ in such a sequence we can find a corresponding assertion $r_k$ in $AS.$ We prove that if any prefix of this sequence reaches a configuration $(s_k, S^k)$ with corresponding assertion $r_k$ then $[r_k] \gamma s_k.$ This is proved by induction on the length of the prefix. The basis of the induction, for a sequence of length 1, follows from $[p] \gamma s_0.$ For the induction step, consider a prefix $(s_0, Progr(AS); E), \ldots, (s_k, S^k), (s_{k+1}, S^{k+1}) >.$ By the induction hypothesis we obtain $[r_k] \gamma s_k.$ We prove $[r_{k+1}] \gamma s_{k+1}$ by considering all possibilities for the last step of this sequence. Here we only consider the case that this last step corresponds to an assignment $x := e$ in $Progr(AS).$ Thus in $AS$ we have $\{r_k\} x := e \{r_{k+1}\}.$ Since $\{p\} AS \{q\}$ is a proof outline, we obtain $r_k \rightarrow r_{k+1}[e/x].$ By $[r_k] \gamma s_k$ this leads to $[r_{k+1}[e/x]] \gamma s_k.$ By Lemma 2.1.5 (1), this implies $[r_{k+1}] \gamma (s_k : x \mapsto E(e)(\gamma, s_k)).$ Since $V(e)(\gamma, s_k) = E(e)(\gamma, s_k)$ and $s_{k+1} = (s_k : x \mapsto E(e)(\gamma, s_k)),$ this leads to $[r_{k+1}] \gamma s_{k+1}.$ Finally, we apply the result of this proof to the complete sequence. Since the postcondition $q$ corresponds to the last configuration, this yields $[q] \gamma s_1.$

This lemma expresses that the method using proof outlines is sound. In fact, the method is also complete, that is, if $\models \{p\} S \{q\}$ then there exists a proof outline $\{p\} AS \{q\}$ such that $S \equiv Progr(AS).$ We will discuss the issue of soundness and completeness in more detail at the end of this section.

Proof outlines are typically used as an a-posteriori method; first the whole program is written and then properties are proved. As we will see in Section 2.1.5, the formulation of a proof outline for the parallel composition of processes requires that the complete, annotated, program text of the processes is available. Hence this method
is not suitable to verify the design steps during the process of top-down program development. To allow verification during program design we need a compositional proof system, defined as follows.

**Definition 2.1.9** A *compositional* proof system is a proof system in which the specification of a compound programming construct can be derived from specifications of its constituent parts without any further information about the structure of these parts.

Consequently, in a compositional proof system every component can be developed in isolation, independent of its use. As an illustration, we formulate a compositional proof system for Hoare triples with sequential programs. In such a proof system we can derive formulae of the form \( \{ p \} \ S \ \{ q \} \) by means of *axioms*, which allow the derivation of Hoare triples without any assumption, and *rules* of the form

\[
\ldots, \{ p_i \} S_i \{ q_i \}, \ldots, p_j \rightarrow q_k, \ldots \quad \{ p \} S \{ q \}
\]

by which the formula below the line can be derived if we have derived all the formulae above the line.

First we give a general rule which can be applied to any statement. With this rule the precondition of an already derived Hoare triple can be strengthened and the postcondition can be weakened.

**Rule 2.1.10 (Consequence)** \[
\begin{align*}
 p & \rightarrow p_0, \{ p_0 \} S \{ q_0 \}, q_0 \rightarrow q \\
 \{ p \} S \{ q \}
\end{align*}
\]

For the assignment statement we have the following axiom.

**Axiom 2.1.11 (Assignment)** \[
\{ q[e/x] \} \ x := e \ { q } \]

**Example 2.1.2** Since \((x = 5 \land y = 3)[x + y/x] \equiv x + y = 5 \land y = 3\), the assignment axiom yields \( \{ x + y = 5 \land y = 3 \} \ x := x + y \ { x = 5 \land y = 3 } \). Assuming that we can derive the valid implication \((x = 2 \land y = 3) \rightarrow (x + y = 5 \land y = 3)\), the Consequence Rule leads to \( \{ x = 2 \land y = 3 \} \ x := x + y \ { x = 5 \land y = 3 } \). □

**Rule 2.1.12 (Sequential Composition)** \[
\begin{align*}
 \{ p \} S_1 \{ r \}, \{ r \} S_2 \{ q \} \\
 \{ p \} S_1 ; S_2 \{ q \}
\end{align*}
\]

**Example 2.1.3** By the Assignment Axiom and the Consequence Rule we can derive \( \{ x = 2 \} \ y := 3 \ { x = 2 \land y = 3 } \), and \( \{ x = 2 \land y = 3 \} \ x := x + y \ { x = 5 \land y = 3 } \). Hence, the Sequential Composition Rule leads to \( \{ x = 2 \} \ y := 3 ; \ x := x + y \ { x = 5 \land y = 3 } \). □

**Rule 2.1.13 (Guarded Command)** \[
\begin{align*}
 \{ p \land b_i \} S_i \{ q_i \}, \text{for all } i \in \{ 1, \ldots, n \} \\
 \{ p \} \left( \bigwedge_{i=1}^{n} b_i \rightarrow S_i \right) \ \{( p \land \neg b_G ) \lor \bigvee_{i=1}^{n} q_i \}
\end{align*}
\]
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Example 2.1.4 Since we can derive \( y = 0 \land z = 0 \) \( y := 1 \) \( \{ x = 0 \land y = 1 \} \), the Rule for Guarded Command leads to
\[
\{ y = 0 \} \left[ x = 0 \rightarrow y := 1 \right] \{ (y = 0 \land x \neq 0) \lor (x = 0 \land y = 1) \}.
\]

For the iteration construct we have the following rule:

\[
\text{Rule 2.1.14 (Iteration)} \quad \frac{\{ p \land b_G \} \ G \ {p} }{ \{ p \} \ \ast \ G \ \{ p \land \neg b_G \} }
\]

Observe that this system is indeed compositional; the rules use only the assertions of the Hoare triples above the line, and thus the programs in the assumption of a rule can be considered as black boxes. We write \( \vdash \{ p \} \ S \ \{ q \} \) if formula \( \{ p \} \ S \ \{ q \} \) can be derived in this proof system. For such a proof system there are two basic questions that have to be considered:

- Is the proof system sound, that is, is every formula that can be derived indeed valid? Formally, the soundness of the proof system is expressed as follows: if \( \vdash \{ p \} \ S \ \{ q \} \) then \( \models \{ p \} \ S \ \{ q \} \).

- Is the proof system complete, that is, is it possible to derive every valid formula? Formally, this can be expressed as: if \( \models \{ p \} \ S \ \{ q \} \) then \( \vdash \{ p \} \ S \ \{ q \} \).

Soundness is usually proved by showing that every axiom is valid and that all rules preserve validity. For our proof system this means that we have to prove, for instance, that the assignment axiom is sound, i.e. \( \models \{ q[e/z] \} \ z := e \ \{ q \} \), and the rule for sequential composition preserves validity: if \( \models \{ p \} \ S_1 \ \{ r \} \) and \( \models \{ r \} \ S_2 \ \{ q \} \) then \( \models \{ p \} \ S_1 ; S_2 \ \{ q \} \).

For the proof of completeness, observe that in the hypothesis of the consequence rule we have implications between assertions. Hence to derive a Hoare triple with this rule we have to derive assertions. Since we want to concentrate on the axiomatization of programming language constructs, we do not give a proof system for assertions. Furthermore, by Gödel's incompleteness result, a complete proof system need not exists for the assertion language. Hence, in the sequel we prove relative completeness, that is, the proof that \( \models \{ p \} \ S \ \{ q \} \) implies \( \vdash \{ p \} \ S \ \{ q \} \) is relative to a theory (in the formal sense of logic) for assertions.

2.1.5 Non-Compositional Proof System for Parallel Programs

How can this proof system be extended for parallel programs? Classical verification methods for parallel processes, such as [OG76] for shared variable communication and [AFR80,LG81] for synchronous message passing, consist of two stages:

1. First a local correctness proof is given for each of the processes by means of proof outlines.
2. In the second, global, stage a consistency check is applied to the local proof outlines:

- For shared variables, an interference freedom test can be used to verify that assertions in the proof outline of one process remain valid under actions of other processes.
- For communication via message passing, a cooperation test can be applied to verify the correctness of assertions attached to locations after input- and output-statements.

In this section we describe a method based on the proof systems of Apt, Francez and de Roever [AFR80] and of Levin and Gries [LG81]. To apply the two-stage approach sketched above we have to extend the definition of a proof outline to io-statements. The main idea is that in the first, local, stage nothing is verified about io-statements and arbitrary assertions are allowed. These assertions must be chosen carefully, however, since they have to satisfy the cooperation test at the second stage. To formalize this approach, the definition of annotated statements is extended in Table 2.5, where $p, p_1, p_2$, and $p_3$ are assertions.

Table 2.5: Extension Annotated Statements

| $AS ::= x := e \mid cle \mid c?x \mid AS_1; \{p\} AS_2 \mid AG \mid \star\{p\} AG$ |
| $AG ::= \text{\{p\} } c!e \{q\} \mid \{p\} c?x \{q\} \mid \{p\} [\square_i=1 b_i; \{p_1\} AS_i; \{p_2\}] \mid \{\square_i=1 b_i; \{p_1\} c_i?x_i \rightarrow \{p_2\} AS_i; \{p_3\}]$ |

Similarly, the definition of $Progr(AS)$ can be adapted easily. Furthermore, in Definition 2.1.15 the notion of a proof outline is extended.

Definition 2.1.15 (Extension Proof Outline) We add the following clauses to the definition of a proof outline given earlier.

- $\{p\} cle \{q\}$ is a proof outline,
- $\{p\} c?x \{q\}$ is a proof outline,
- $\{p\} [\square_i=1 b_i; \{p \wedge b_i\} c_i?x_i \rightarrow \{r_i\} AS_i; \{q_i\}] \{q\}$ is a proof outline iff $\neg b_G \wedge p \rightarrow q$ and $\bigvee_{i=1}^n q_i \rightarrow q$ hold, and $\{p \wedge b_i\} c_i?x_i; \{r_i\} AS_i; \{q_i\}$ are proof outlines, for $i = 1, \ldots, n$.
- $\{p\} \star I[\square_i=1 b_i; \{I \wedge b_i\} c_i?x_i \rightarrow \{r_i\} AS_i; \{I\}] \{q\}$ is a proof outline iff $p \rightarrow I$ and $I \wedge \neg b_G \rightarrow q$ hold, and $\{I \wedge b_i\} c_i?x_i; \{r_i\} AS_i; \{I\}$ are proof outlines, for $i = 1, \ldots, n$.

Lemma 2.1.16 If $\{p\} AS \{q\}$ is a proof outline, then $\models \{p\} Progr(AS) \{q\}$.

Proof: Similar to the proof of Lemma 2.1.8, by considering all possibilities for any step in an execution sequence for $Progr(AS)$. Note that such a step of $Progr(AS)$
will never correspond to an io-statement, since this process cannot communicate on its own. Hence the definition of a proof outline for io-statements is not used in this proof. □

In the local proof outlines we can make an assumption about the assertion that will hold after an io-statement. These assumptions are verified in the cooperation test. (The cooperation test was introduced in [AFR80]. In the method of [LG81], which was developed independently, it was called the satisfaction test.)

Definition 2.1.17 (Cooperation)
The proof outlines \( \{p_i\} \text{ AS}_i \{q_i\} \), for \( i = 1, \ldots, n \), cooperate iff

1. assertions occurring in \( \{p_i\} \text{ AS}_i \{q_i\} \) refer to variables of \( \text{Progr(AS)}_i \) only,

2. for any channel \( c \), and any triples \( \{r^1_i\} \text{ cle} \{r^2_i\} \) in \( \{p_i\} \text{ AS}_i \{q_i\} \) and \( \{r^1_i\} \text{ c?x} \{r^2_i\} \) in \( \{p_j\} \text{ AS}_j \{q_j\} \), we require that \( \{r^1_i \land r^1_j\} \ x := e \{r^2_i \land r^2_j\} \) is a proof outline.

Note: Let \( IO \) be some input or output statement. If we refer to \( \{r_1\} \text{ IO} \{r_2\} \) in \( \{p\} \text{ AS} \{q\} \) then we allow an additional symbol ";" or "→" after the io-statement.

End Note

Lemma 2.1.18 If the proof outlines \( \{p_i\} \text{ AS}_i \{q_i\}, i = 1, \ldots, n \), cooperate then 
\[ \models \{p_1 \land \ldots \land p_n\} \text{ Progr(AS)}_1 \| \cdots \| \text{Progr(AS)}_n \{q_1 \land \ldots \land q_n\} \]

Proof: Again similar to the proof of Lemma 2.1.8. Now the cooperation test guarantees that for any communication step during an execution the corresponding assertions are valid immediately after the communication statements. □

Observe that we avoid the interference freedom test by the requirement that an assertion in the proof outline of one process does not refer to variables occurring in other programs. For parallel composition this suggest the following rule:

Rule 2.1.19 There exist proof outlines \( \{p_i\} \text{ AS}_i \{q_i\}, i = 1, \ldots, n \) that cooperate
\[ \{p_1 \land \ldots \land p_n\} \text{ Progr(AS)}_1 \| \cdots \| \text{Progr(AS)}_n \{q_1 \land \ldots \land q_n\} \]

Example 2.1.5 To illustrate this rule for parallel composition, consider the proof of \( \{y = 3\} (c?x; x := x + 1; d!(x + 2)) \| (c!y; d?y; y := y + 2) \{x = 4 \land y = 8\} \).

In the first stage we attach assertions to all locations in the program text of the two processes, leading to locally correct proof outlines:
\{true\} c?x; \{x = 3\} x := x + 1; \{x = 4\} d!(x + 2) \{x = 4\}, and
\{y = 3\} c!y; \{y = 3\} d?y; \{y = 6\} y := y + 2 \{y = 8\}.

In this stage only the postconditions of assignments are verified: from the assignment axiom we obtain \( \{x = 3\} x := x + 1 \{x = 4\} \) and \( \{y = 6\} y := y + 2 \{y = 8\} \). Observe that the postconditions of the input statements c?x and d?y express assumptions about the values sent by the communication partner.

These assumptions are verified in the second stage by means of the cooperation test. In our example, we can easily show that for the pair \{true\} c?x; \{x = 3\} and
\{y = 3\} \land \{y = 3\} we have the proof outline \{true \land y = 3\} \ x := y \ {x = 3 \land y = 3}\), and for the pair \{x = 4\} \ d!(x + 2) \ {x = 4}\ and \{y = 3\} \ d?y ; \ {y = 6}\ we can easily show that \{x = 4 \land y = 3\} \ y := x + 2 \ {x = 4 \land y = 6}\ is a proof outline.

After the verification of the two stages we obtain the conjunction of all preconditions from the sequential processes as the precondition of the complete program and the conjunction of the postconditions as the final postcondition. In our example this leads to precondition \true \land y = 3\ and postcondition \ x = 4 \land y = 8\ which are equivalent to the required conditions.

However, the proof method given above is not complete. Consider, for instance, the formula \{true\} (c!1; c!2)[(c?q; c?z) \ {x = 2}\] which is clearly valid. To prove this formula we have to give two proof outlines \{p_1\} c!1 \ {r_1}\ and \{p_2\} c?q; \ {q_2}\ such that the cooperation test is fulfilled, \true \rightarrow p_1 \land p_2\, and \ q_1 \land q_2 \rightarrow x = 2\.

Note that for the cooperation test we have to check all syntactically matching pairs of io-statements (in this example four pairs), although some of these pairs need not match semantically, i.e., they do not lead to an actual communication during execution (here only two pairs match semantically). For instance, in our example we have to check the syntactically matching pair \{p_1\} c!1 \ {r_1}\ and \{r_2\} c?q; \ {q_2}\, although this pair never leads to a communication during execution. Hence we have to prove \{p_1 \land r_2\} \ x := 1 \ {r_1 \land q_2}\. Thus \ q_2\ must hold in state in which \ x\ has the value 1. But then we cannot prove \ q_1 \land q_2 \rightarrow x = 2\, since \ q_1\ should not refer to \ x\.

Two solutions have been given for this problem [AFR80, LG81], both using auxiliary variables to distinguish between syntactically and semantically matching pairs. The method presented here is based on [LG81] where shared auxiliary variables are used to express that certain combinations of assertions do not occur during execution. Let \AVAR\ be a set of auxiliary variables such that \VAR \cap \AVAR\ = \emptyset. Thus these auxiliary variables do not occur in the original program. In the proof, however, we have to add assignments to auxiliary variables to each output statement in the program. That is, the syntax of the programming language is extended with bracketed sections of the form \langle cle ; z := f >\ where \ z\ \in \AVAR\ and \ f\ an expression in which both program variables and auxiliary variables are allowed.

To define the semantics of programs containing bracketed sections, a state \ s\ now also assigns values to auxiliary variables, thus \ s : \VAR \cup \AVAR \rightarrow \VAL\.

Furthermore, in the definition of an execution sequence (Definition 2.1.2) we add a clause for a communication step involving io-statements inside bracketed sections. To obtain this extra clause, consider the second clause in Definition 2.1.2 (for a global, communication, step) and replace \(s_k \equiv \langle cle ; S_{j} \equiv c!e ; S_{j}^{k+1} \equiv \langle cle ; z := f >; S_{j}^{k+1}, \ replacement s_{k+1}\) by \(\hat{s},\ and add \(s_{k+1} = (\hat{s} : z \mapsto \E(f)(\hat{s})\). Then Definition 2.1.3 yields a semantics for programs containing bracketed sections.

Example 2.1.6 Similar to Example 2.1.1, we have \(O(< cle ; z := f >) = O(< c?q; z := f >) = \emptyset\).
The definition of annotated statements is adapted so that $c! e ; z := f >$ is an annotated statement. The definition of a proof outline is extended with one clause:

**Definition 2.1.20 (Proof Outline Bracketed Section)**

- $\{p\} < c! e; z := f > \{q\}$ is a proof outline, for $z \in AVAR$.

Note that, using the observation from Example 2.1.6, Lemma 2.1.16 remains valid by this extension. The cooperation test is modified as follows:

**Definition 2.1.21 (Cooperation with Bracketed Sections)**

The proof outlines $\{p_i\} AS; \{q_i\}$, for $i = 1, \ldots, n$, cooperate iff

1. each output statement $c! e$ is contained in a bracketed section,
2. program variables of $Progr(AS_i)$ do not occur in assertions in $\{p_j\} AS; \{q_j\}$, for $i, j \in \{1, \ldots, n\}, i \neq j$, and
3. for all channels $c$ the following holds: for any triple $\{r_i\}$ in $\{p_i\} AS; \{q_i\}$ and any $\{r_j\}$ in $\{p_j\} AS; \{q_j\}$:
   - there exists a proof outline $\{r_i \land r_j\} z := e ; \{r\} z := f \{r_i \land r_j\}$.

**Example 2.1.7** We can now prove $\{true\} (c!1; c!2)||(c?x; c?x) \{x = 2\}$. First augment one of the processes with assignments to an auxiliary variable $k$ which counts the number of $c$-communications: $(c!1; k := k + 1 >; c!2; k := k + 1 >)||(c?x; c?x)$. Next we give proof outlines for the sequential processes:

- for $\{k = 0\} < c!1; k := k + 1 > \{k = 1\}$ we have the proof outline $\{k = 0\} x := 1; \{k = 0\} k := k + 1 \{k = 1\}$, and
- for $\{k = 1\} < c!2; k := k + 1 > \{k = 2\}$ we have the proof outline $\{k = 1\} x := 2; \{k = 2 \land x = 2\} k := k + 1 \{k = 2 \land x = 2\}$.

But the other two pairs also pass the cooperation test:

- for $\{k = 0\} < c!1; k := k + 1 > \{k = 1\}$ we have $\{k = 0 \land k = 1\} x := 1; \{false\} k := k + 1 \{k = 1 \land k = 2 \land x = 2\}$, and
- for $\{k = 1\} < c!2; k := k + 1 > \{k = 2\}$ we have $\{k = 1 \land k = 0\} x := 2; \{false\} k := k + 1 \{k = 2 \land k = 1\}$.

The main point in this proof is that the conjunction of the preconditions of semantically not-matching io-statements, here $k = 0 \land k = 1$, yields false.
Next we would like to apply a rule for parallel composition. Note, however, that Rule 2.1.19 is not sound for the method of Levin and Gries [LG81]. For instance, \(\{t = 0\} < c!5; t := t + 1 > \{t = 1\}\) and \(\{t = 0\} c?x \{t = 0\}\) are proof outlines, but \(!\{t = 0\} < c!5; t := t + 1 > \{t = 1 \land t = 0\}\). In general, observe that auxiliary variables are allowed to be shared, that is, they might be changed in all processes and are also allowed in assertions of all processes. Therefore we have to check interference freedom to guarantee that assertions remain valid under all actions of other processes. Since local actions do not affect auxiliary variables, we only have to check interference freedom for communication actions. This leads to the following definition.

**Definition 2.1.22 (Interference Freedom)**

The proof outlines \(\{p_i\} AS_i \{q_i\}\), \(i = 1, \ldots, n\), are **interference free** iff for any assertion \(r_k\) in \(\{p_k\} AS_k \{q_k\}\), for any \(\{r_i\} < c!\ell; z := f > \{r_j\}\) in \(\{p_i\} AS_i \{q_i\}\) and any \(\{r_i\} c?x \{r_j\}\) in \(\{p_j\} AS_j \{q_j\}\), \(i \neq k, j \neq k\), there exists a proof outline \(\{r_i \land r_j \land r_k\} x := e; \{r\} z := f \{r_k\}\).

Then we have the following rule for parallel composition:

**Rule 2.1.23 (Parallel Composition)**

There exist proof outlines \(\{p_i\} AS_i \{q_i\}\), \(i = 1, \ldots, n\)
that are interference free and cooperate
\[
\{p_1 \land \ldots \land p_n\} Progr(AS_1) \cdots \cdots Progr(AS_n) \{q_1 \land \ldots \land q_n\}
\]

In the proof method of [AFR80] the interference freedom test is avoided by requiring that all variables are local, including the auxiliary variables. In order to obtain a precondition equivalent to *false* for not-semantically matching io-pairs, a global invariant is used to relate auxiliary variables.

**Example 2.1.8** Consider the proof from Example 2.1.7 where we have shown that the proof outlines cooperate. Since there are no shared (auxiliary) variables in this example, the interference freedom test is trivially satisfied, and the Rule for Parallel Composition leads to

\[
\{k = 0\} (\langle c!1; k := k + 1 \rangle; \langle c!2; k := k + 1 \rangle) ((c?x; c?x) \{k = 2 \land x = 2\}).
\]

Hence, by the Consequence Rule,

\[
\{k = 0\} (\langle c!1; k := k + 1 \rangle; \langle c!2; k := k + 1 \rangle) ((c?x; c?x) \{x = 2\}).
\]

We want to prove, however, \(\{true\} (c!1; c!2) ((c?x; c?x) \{x = 2\})\).

Below we will introduce an auxiliary variables rule by which we can remove bracketed sections with assignments to auxiliary variables. This is allowed, since these variables neither occur in the postcondition nor in boolean tests (and hence they do not influence the flow of control). Then we can derive \(\{k = 0\} (c!1; c!2) ((c?x; c?x) \{x = 2\})\).

Finally, we add a substitution rule by which we can substitute 0 for \(k\) in the precondition, leading to \(\{true\} (c!1; c!2) ((c?x; c?x) \{x = 2\})\).
Thus the following two rules are added to our proof system.

Rule 2.1.24 (Auxiliary Variables) \[ \{p\} \hat{P} \{q\} \]
provided \( P \) and \( q \) do not contain auxiliary variables, and \( P \) is obtained from \( \hat{P} \) by transforming each bracketed section \(< e!z; z := f >\) in \( \hat{P} \) into io-statement \( e!z\) in \( P \).

Rule 2.1.25 (Substitution) \[ \{p\} \ P \ {q} \]
for any expression \( e \) and provided \( z \in AVAR \) does not occur in \( P \) and \( q \).

2.1.6 Modifications Towards Compositionality

Observe that the proof system given in the previous section is not compositional, since the Rule for Parallel Composition contains a cooperation test and an interference freedom test which require the complete program text — annotated with assertions — of the processes involved. Moreover, the Auxiliary Variables Rule uses the complete program text from the Hoare triple in the assumption of the rule.

In this section we discuss how this non-compositional method can be adapted to obtain a compositional proof system. In general, proof in the methods described in [AFR80, LG81] will use different auxiliary variables for different programs. The first idea is to use the same auxiliary variable for the proofs of all programs. By always using the same, standard, auxiliary variable there is no need to augment programs explicitly with assignments to this auxiliary variable. This auxiliary variable can be updated implicitly in the semantics of programs. Then bracketed sections are no longer needed and, hence, also no Auxiliary Variables Rule is needed to remove these sections.

The use of standard auxiliary variables in all proofs is justified by the completeness proof of the [AFR80] - method given by Apt in [Apt83]. This completeness result shows that any valid Hoare triple for a parallel program can be proved by using one auxiliary variable for each process. This auxiliary variable records the communication history of the process during its execution. In the method of [LG81] auxiliary variables are allowed to be shared and then we can prove any valid property by using a single, global, history variable \( h \). This variable records the global communication history of the whole program during its execution. Therefore we use a trace, that is, a finite sequence of the form \(< (c_1, \vartheta_1), \ldots, (c_n, \vartheta_n) >\), with \( n \in \mathbb{N}, c_i \in CHAN \) and \( \vartheta_i \in VAL \), for \( i = 1, \ldots, n\). Such a trace consists of communication records \((c_i, \vartheta_i)\) denoting a communication with value \( \vartheta_i \) along channel \( c_i \). Let \(< >\) denote the empty trace, i.e. the sequence of length 0. The concatenation of two traces \( t_1 \equiv< (c_1, \vartheta_1), \ldots, (c_n, \vartheta_n) >\) and \( t_2 \equiv< (d_1, \eta_1), \ldots, (d_k, \eta_k) >\), denoted \( t_1^\wedge t_2 \) (or also \( t_1 \cdot t_2 \)), is defined as the trace \(< (c_1, \vartheta_1), \ldots, (c_n, \vartheta_n), (d_1, \eta_1), \ldots, (d_k, \eta_k) >\). We often use \( t^\wedge(c, \vartheta) \) as an abbreviation for \( t^\wedge< (c, \vartheta) >\). For two traces \( t_1 \) and \( t_2 \) we use \( t_1 \preceq t_2 \) to denote that \( t_1 \) is a prefix of \( t_2 \), that is, there exists a trace \( t_3 \) such that \( t_1^\wedge t_3 = t_2 \).
Now any valid Hoare triple can be proved by using auxiliary variable $h$ in the proof outlines for the processes and by transforming each $c!e$ in the program into $<c!e; h := h^\wedge (c, e)>$. Thus the value of history variable $h$ is concatenated with the trace $<(c, e)>$. Note that $h$ is updated exactly once for each communication, since an input statement is executed simultaneously with an output statement. The example below illustrates this proof method.

**Example 2.1.9** Consider the programs $S_1 \equiv a!0; b!1$, $S_2 \equiv b?x ; c!(x + 1)$, and $S_3 \equiv [a?z \rightarrow c?y \parallel c?z \rightarrow a?y]$. We want to prove

$$\{true\} S_1 \parallel S_2 \parallel S_3 \{x = 1 \wedge y = 2 \wedge z = 0\}.$$  

Note that this can not be proved without auxiliary variables; the values of the variables depend on the order of the communications. Therefore, we augment output statements with assignments to auxiliary variable $h$ and we have to find locally correct proof outlines. Consider the following attempt to give proof outlines:

$$\{h =<>\} <a!0; h := h^\wedge (a, 0)>; \{h =<(a, 0)>\} <b!1; h := h^\wedge (b, 1)> \{true\},$$  

$$\{h =<>\} b?x; \{h =<(b, 1) > \wedge x = 1\} <c!(x + 1); h := h^\wedge (c, x + 1)> \{x = 1\}, \text{and }$$  

$$\{h =<>\} [\{h =<>\} a?z \rightarrow \{z = 0\} c?y \{y = 2 \wedge z = 0\}$$  

$$\{h =<>\} c?x \rightarrow \{false\} a?y \{false\} \{y = 2 \wedge z = 0\}.$$  

These proof outlines are locally correct and satisfy the cooperation test, but they are not interference free. For instance, the precondition $h =<>$ of $b?x$ in the second process is valid before the $a$-communication between $S_1$ and $S_3$, but not valid after this communication. Therefore the proof outline for the second process is modified as follows:

$$\{h =<(a, 0)>\} b?x; \{h =<(a, 0), (b, 1) > \wedge x = 1\} <c!(x + 1); h := h^\wedge (c, x + 1)> \{x = 1\}.$$  

Then the proof outlines are interference free and, by the parallel composition rule,  

$$\{h =<> \wedge h \leq (a, 0)\}$$  

$$\{h =<> \wedge a!0; h := h^\wedge (a, 0)>; <b!1; h := h^\wedge (b, 1)>\}$$  

$$\{b?x; <c!(x + 1); h := h^\wedge (c, x + 1)>\}$$  

$$\{a?z \rightarrow c?y \parallel c?z \rightarrow a?y\}$$  

$$\{x = 1 \wedge y = 2 \wedge z = 0\}.$$  

Since $h$ does not occur in the postcondition, the Auxiliary Variables Rule leads to

$$\{h =<> \wedge a!0; h := h^\wedge (a, 0)>\} S_1 \parallel S_2 \parallel S_3 \{x = 1 \wedge y = 2 \wedge z = 0\}.$$  

By the Substitution Rule we can now replace $h$ in the precondition by $<>$, and then the Consequence Rule leads to $\{true\} S_1 \parallel S_2 \parallel S_3 \{x = 1 \wedge y = 2 \wedge z = 0\}$.

Below we demonstrate that if all proofs use auxiliary variable $h$ then this history can be updated in the semantics, thus avoiding bracketed sections, and then the Auxiliary Variables Rule can be removed. We first show that we can also remove the interference freedom test and the cooperation test.
Removing the Interference Freedom Test

The main idea for removing the interference freedom test is to use projections on the history variable.

**Definition 2.1.26 (Projection)** For a trace $tr$ and a set of channels $cset \subseteq CHAN$, we define the projection of $tr$ onto $cset$, denoted by $[tr]_{cset}$, as the sequence obtained from $tr$ by deleting all records with channels not in $cset$. Formally,

$$[tr]_{cset} = \begin{cases} <> & \text{if } tr \equiv <> \\ [tr_0]_{cset} & \text{if } tr \equiv tr_0^< < (c, \emptyset) > \text{ and } c \not\in cset \\ [tr_0]_{cset}^< < (c, \emptyset) > & \text{if } tr \equiv tr_0^< < (c, \emptyset) > \text{ and } c \in cset \end{cases}$$

We often use abbreviations such as $[tr]_{acd}$ and $[tr]_a$ for, respectively, $[tr]_{\{a,c,d\}}$ and $[tr]_{\{a\}}$. For a history variable $h$ we use $h_{ac}$ and $h_a$ for, respectively, $[h]_{\{a,c\}}$ and $[h]_{\{a\}}$.

Recall that the interference freedom test is required because variable $h$ denotes the communication history of the complete program and $h$ might occur in the assertions of each process. Hence these assertions can refer to the global trace of the complete program. For instance, a process that only communicates on channels $a$ and $b$ is allowed to use $h$ in its assertions, and thus can state properties about a channel $c$ connecting other processes. This can be avoided by the following requirement:

**Requirement 1:**

In the proof for a program $S_1 \parallel \cdots \parallel S_n$ the assertions in the proof for process $S_i$ only refer to $h$ by means of projections onto channels of $S_i$, that is, $h$ occurs only in the form $[h]_{cset}$ with $cset \subseteq ch(S_i)$, for $i = 1, \ldots, n$.

By this restriction each process only uses its own view of the global history. What it asserts about the global trace is directly under its control and cannot be changed by other processes without participation of the process itself. Here we use the assumption that communication is synchronous and that channels connect two processes, although the method can be adapted to asynchronous communication and channels shared by more than two processes (see [Zwi89]).

**Example 2.1.10** Consider the Hoare triple from Example 2.1.9. Using projections we can give the following proof outlines:

$$\{h_{ab} = <>\} < a!0; h := h^{^\langle a, 0 \rangle} > \{h_{ab} = < (a, 0) >\} < b!1; h := h^{^\langle b, 1 \rangle} > \{true\},$$

$$\{h_{bc} = <>\} b?z; \{h_{bc} = < (b, 1) > \land x = 1\} < c!(x+1); h := h^{^\langle c, x+1 \rangle} > \{x = 1\},$$

$$\{h_{ac} = <>\} [ \{h_{ac} = <>\} a?z \rightarrow \{z = 0\} \{c?y \{y = 2 \land z = 0\}\} \{false\} a?y \{false\} ] \{y = 2 \land z = 0\}.$$ 

Then these proof outlines are trivially interference free. □

To avoid interference for program variables we have the following requirement.

**Requirement 2:**

In the proof for a program $S_1 \parallel \cdots \parallel S_n$ all program variables occurring in the proof for process $S_i$ are program variables of $S_i$, for $i = 1, \ldots, n$. 29
Since processes do not share variables, this requirement implies that a proof outline for one process does not refer to program variables of other processes. Next we argue that with these two requirements the interference freedom test is trivially satisfied and hence not needed. By Requirement 2, the only variable in the proof outline of a process that might change by executing statements in other processes is history variable \( h \). To prove interference freedom, consider assertion \( r_k \) in the proof outline for process \( S_k \), \( \{ r_k \} < c!e; h := h^*(c,e) > \{ r_k \} \) in the proof outline for \( S_i \) and \( \{ r_j \} c?x \{ r_j \} \) in the proof outline for \( S_j \), \( i \neq k, j \neq k \). Then, by Requirement 1, each \( h \) in \( r_k \) occurs in the form \([h]\_cset \) with \( cset \subseteq ch(S_k) \). Since channel \( c \) connects \( S_i \) and \( S_j \) and channels connect two processes, we have \( c \notin ch(S_k) \), and thus \( c \notin cset \). But then the value of \([h]\_cset \) is not affected by the assignment \( h := h^*(c,e) \), and hence \( r_k \) remains valid under the \( c \)-communication.

Removing the Cooperation Test

Recall that the cooperation test has been introduced to verify the postconditions of io-statements in the local proof outline of a process. These assertions represent assumptions about the communication behaviour of the environment of this process. Hence, to remove the cooperation test, we should disallow such assumptions about the environment and restrict the proof outlines such that they are valid in any environment. This is achieved by changing the definition of a proof outline for io-statements.

**Definition 2.1.27 (Proof Outline Revised)** Replace in the definition of a proof outline the clauses for io-statements by:

- \( \{ p \} < c!e; h := h^*(c,e) > \{ q \} \) is a proof outline iff \( p \rightarrow q[h^*(c,e)/h] \).
- \( \{ p \} c?x \{ q \} \) is a proof outline iff \( p \rightarrow \forall v : q[h^*(c,v)/h,v/x] \).

With this revised definition we obtain, for instance, the following proof outline:

\[
\{ h_{cd} = < (d,3) > \land y = 1 \} < c!(y+4); h := h^*(c,y+4) >
\]

\[
\{ h_{cd} = < (d,3),(c,5) > \land y = 1, \}
\]

since \( (h_{cd} = < (d,3) > \land y = 1) \rightarrow (h_{cd}^*(c,y+4) = < (d,3),(c,5) > \land y = 1) \), and thus \( (h_{cd} = < (d,3) > \land y = 1) \rightarrow (h_{cd} = < (d,3),(c,5) > \land y = 1)[h^*(c,y+4)/h] \).

For an input statement the postcondition can only assert that the history is extended with one record and that the value received is assigned to the input variable. Since the postcondition should hold in any environment, it must be valid for any input value. For instance, \( \{ h_{bc} = < (b,3) > \} c?x \{ z = 5 \} \) is not a proof outline, since \( h_{bc} = < (b,3) > \) does not imply \( \forall v : v = 5 \). By the definition above we obtain

\[
\{ h_{bc} = < (b,3) > \} c?x \{ \exists v_0 : h_{bc} = < (b,3),(c,v_0) > \land x = v_0 \}.
\]

Also \( \{ h_{bc} = < (b,3) > \} c?x \{ h_{bc} = < (b,3),(c,x) > \} \) is a proof outline, since \( h_{bc} = < (b,3) > \) implies \( \forall v : h_{bc}^*(c,v) = < (b,3),(c,v) > \) which is equivalent to \( \forall v : (h_{bc} = < (b,3),(c,x) >)[h^*(c,v)/h,v/x] \).
Example 2.1.11 We continue with Example 2.1.9. Using the new definition of (restricted) proof outlines we can give the following proof outlines for the processes:

\{h_{ab} = <>\} < a!0; h := h^\wedge(a, 0) > \{h_{ab} = < (a, 0) >\} \quad < b!1; h := h^\wedge(b, 1) >
\{q_1 \equiv h_{ab} = < (a, 0), (b, 1) >\},

\{h_{bc} = <>\} b?x; \{h_{bc} = < (b, x) >\} < c!(x + 1); h := h^\wedge(c, x + 1) >
\{q_2 \equiv h_{bc} = < (b, x), (c, x + 1) >\}, and

\{h_{ac} = <>\}

\[
\{h_{ac} = <>\} a?z \rightarrow \{h_{ac} = < (a, z) >\} c?y \{h_{ac} = < (a, z), (c, y) >\}
\]

\[
\emptyset \{h_{ac} = <>\} c?z \rightarrow \{h_{ac} = < (c, z) >\} a?y \{h_{ac} = < (c, z), (a, y) >\}
\]

\{q_3 \equiv h_{ac} = < (a, z), (c, y) > \forall h_{ac} = < (c, z), (a, y) >\}.

Now it is easy to see that the cooperation test is satisfied for all pairs of io-statements. Furthermore, observe that the conjunction of the postconditions \(q_1 \land q_2 \land q_3\) leads to the desired result; from \(q_1 \land q_2\) we obtain \(x = 1 \land h_{ac} = < (a, 0), (c, 2) >\), and thus together with \(q_3\) this leads to \(x = 1 \land y = 2 \land z = 0\). \(\square\)

In general, we can prove that with these restricted proof outlines the cooperation test is always fulfilled. Consider \(\{r_1^1\} < c!e; h := h^\wedge(c, e) > \), \(\{r_1^2\}\) in the proof outline for \(S_i\) and \(\{r_2^1\} c?z \{r_2^2\}\) in the proof outline for \(S_j\). Then \(r_1^1 \rightarrow r_2^1[h^\wedge(c, e) / h]\) and \(r_1^2 \rightarrow \forall v : r_2^2[h^\wedge(c, e) / h, v/z]\). Hence, using \(e\) for \(v\), \(r_1^1 \rightarrow r_2^2[h^\wedge(c, e) / h, e/z]\). Since \(z\) is a variable of \(S_j\), \(z\) does not occur in assertions of \(S_i\) (see Requirement 2), and thus \(r_1^1 \land r_1^2 \rightarrow (r_2^1 \land r_2^2)[h^\wedge(c, e) / h, e/z]\). Using \(r \equiv (r_2^1 \land r_2^2)[h^\wedge(c, e) / h]\), this implies \(r_1^1 \land r_1^2 \rightarrow r[e/z]\). Then \(\{r_1^1 \land r_1^2\} x := e; \{r\} h := h^\wedge(c, e) \{r_2^1 \land r_2^2\}\) is a proof outline, since \(r \rightarrow (r_2^1 \land r_2^2)[h^\wedge(c, e) / h]\). Summarizing, we have removed the interference freedom test and the cooperation test as follows:

1. Always use a single auxiliary variable \(h\) which records the global communication history of the program. Transform each output statement \(c!e\) in the program into \(< c!e; h := h^\wedge(c, e) >\).
2. Require that assertions in a proof outline of a process refer only to program variables of the process itself or to \(h\) by means of projections onto its own channels.
3. Restrict the proof outlines of processes so that they are valid in any environment.

Finally, observe that that we can remove the, non-compositional, Auxiliary Variables Rule by updating variable \(h\) in the semantics. Thus for a program \(P\) we define a semantics \(\mathcal{O}_h(P)\) where initial and final states also assign a value to history variable \(h\). Define \(\mathcal{O}_h(P)\) such that \(\mathcal{O}_h(P) = \mathcal{O}(\tilde{P})\) where \(\tilde{P}\) is obtained from \(P\) by replacing each \(c!e\) in \(P\) by \(< c!e; h := h^\wedge(c, e) >\). Furthermore, replace \(\mathcal{O}\) by \(\mathcal{O}_h\) in the definition of \(\models \{p\} P \{q\}\).

Since we have removed the cooperation test and the interference freedom test in the rule for parallel composition, proof outlines are no longer required in the parallel composition rule and we can use Hoare triples for the components. With the restrictions mentioned earlier (and formalized in the next sections) this leads to:
Rule 2.1.28 (Parallel Composition)

\[
\begin{align*}
\{p_i\} S_i \{q_i\}, \quad i = 1, \ldots, n \\
\{p_1 \land \cdots \land p_n\} S_1 || \cdots || S_n \{q_1 \land \cdots \land q_n\}
\end{align*}
\]

Since in this rule only the pre- and postconditions of the processes \(S_i\) are used and not their program text, we have achieved a compositional rule for parallel composition.

We show, however, that with the current semantics it is not possible to obtain a compositional proof system for Hoare triples which is both sound and relatively complete. Observe that for all assertions \(p_1\) and \(q_1\),

\[
\models \{p_1\} d!5 \{q_1\} \iff \models \{p_1\} d!4 \{q_1\}
\]

(2.1)

This observation follows trivially, because program \(d!5\), considered as a complete program, cannot communicate and hence (see Example 2.1.6) \(O_h(d!5) = O(< d!5; h := h^x(d, 5)>) = \emptyset\). Similarly, \(O_h(d!4) = \emptyset\). Now suppose we have a sound and complete proof system. Then, for all \(P, p\) and \(q\),

\[
\models \{p\} P \{q\} \iff \models \{p\} P \{q\}.
\]

Together with (2.1) this implies that we can derive exactly the same Hoare triples for \(d!4\) and \(d!5\); for all \(p_1\) and \(q_1\),

\[
\models \{p_1\} d!5 \{q_1\} \iff \models \{p_1\} d!4 \{q_1\}.
\]

If the proof system is compositional, a Hoare triple for a parallel composition can only be derived using assertions from Hoare triples for its components, without any information about the program text of these components. Thus, for all \(p\) and \(q\),

\[
\models \{p\} d!5 || d?x \{q\} \iff \models \{p\} d!4 || d?x \{q\}.
\]

Consider \(p \equiv true\) and \(q \equiv x = 5\). Then

\[
\models \{true\} d!5 || d?x \{x = 5\} \iff \models \{true\} d!4 || d?x \{x = 5\}.
\]

This implies that the proof system is not sound or not complete, since

1. If \(\not\models \{true\} d!5 || d?x \{x = 5\}\), then also \(\not\models \{true\} d!4 || d?x \{x = 5\}\). Thus the proof system is not sound, since \(\not\models \{true\} d!4 || d?x \{x = 5\}\).
2. If \(\not\models \{true\} d!5 || d?x \{x = 5\}\), then the proof system is not complete, since

\[
\models \{true\} d!5 || d?x \{x = 5\}.
\]

The impossibility of formulating a sound and complete compositional system is obtained from (2.1) which is, as indicated, based on the semantics of io-statements: 
\(O_h(d!5) = O_h(d!4) = \emptyset\). Since \(O_h(d!5 || d?x) \neq O_h(d!4 || d?x)\), the semantic function is not compositional; it is not possible to define the meaning of a compound programming construct as an operation on the meaning of its components without using the program text of these components.

Hence the first step towards a sound and complete compositional proof system is the formulation of a compositional semantics. This will be done in the next section, where we also formulate a compositional proof system based on the observations from the current section.
2.2 A Compositional Proof System

In this section we demonstrate that the observations from the previous section lead to a sound and relatively complete compositional proof system. The proof system given here is mainly based on the work of Zwiers [Zwi89]. By describing the details of a particular compositional proof method, we illustrate the general outline of such a description which should consist of the following points:

1. A description of the programming language, i.e., syntax and informal semantics.
2. A formal semantics of the programming language.
3. The definition of an assertion language in which properties of programs can be expressed. For this assertion language we also have to give syntax, informal meaning, and formal interpretation.
4. The definition of a correctness formula that relates programs and assertions. Using the semantics of the programming language and the interpretation of assertions, the validity of such a correctness formula can be defined formally.
5. A proof system in which, by rules and axioms, we can formally deduce correctness formulae.
6. The proof of soundness and (relative) completeness of the proof system: show that every correctness formula that can be derived is also valid, and that every valid formula can be derived (assuming that valid assertions can be derived).

As an example, we consider in this section:

1. A programming language with nested parallelism and communication via synchronous message passing.
2. A denotational semantics for the programming language; in our semantics the meaning of a program is given by a set of models where each model describes a possible computation of the program.
3. A first-order assertion language which includes program variables and a special history variable.
4. A correctness formula of the form \{p\} S \{q\}.
5. A compositional proof system to derive these Hoare triples.
6. We will not prove soundness and (relative) completeness of the proof system in this section. The reader is referred to [Zwi89] for an extensive treatment of these issues, and also to [HdR90b] for details about the soundness and completeness of the proof system from this section.

2.2.1 Programming Language

Syntax and Informal Semantics

The syntax of our programming language is given in Table 2.6, with \( n \in IN \), \( n \geq 1 \), \( c, c_1, \ldots, c_n \in CHAN \), \( x, x_1, \ldots, x_n \in VAR \), and \( \theta \in VAL \). As in the previous section,
Table 2.6: Syntax Programming Language

<table>
<thead>
<tr>
<th>Expression</th>
<th>$e ::= \emptyset \mid x \mid e_1 + e_2 \mid e_1 - e_2 \mid e_1 \times e_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boolean Expression</td>
<td>$b ::= e_1 = e_2 \mid e_1 &lt; e_2 \mid \neg b \mid b_1 \lor b_2$</td>
</tr>
<tr>
<td>Statement</td>
<td>$S ::= x := e \mid cle \mid c?x \mid S_1;S_2 \mid G \mid \star G \mid S_1</td>
</tr>
<tr>
<td>Guarded Command</td>
<td>$G ::= [\llbracket \prod_{i=1}^{n} b_i \rightarrow S_i \rrbracket] \mid [\llbracket \prod_{i=1}^{n} b_i; c_i?x_i \rightarrow S_i \rrbracket]$</td>
</tr>
</tbody>
</table>

the conventional abbreviations are used. For a guarded command $[\llbracket \prod_{i=1}^{n} b_i; c_i?x_i \rightarrow S_i \rrbracket]$, we abbreviate io-guard $b_i; c_i?x_i$ as $c_i?x_i$ if $b_i \equiv true$.

Define $\text{var}(S)$ as the set of variables occurring in $S$, and $\text{ch}(S)$ as the set of channels occurring in $S$ (a precise definition will be given at the end of this section).

The statements of our programming language have the same meaning as in the previous section. Furthermore, we have introduced nested parallelism, thus we allow programs such as $S_1; (S_2||S_3); S_4$ and $\star[x > 0 \rightarrow (S_1||S_2)][x < 0 \rightarrow (S_3||S_4)]$.

Syntactic Restrictions

We have similar syntactic restrictions as in the previous section to guarantee that a channel connects exactly two processes. A formal definition will be given in Section 3.1.2. Furthermore, for $S_1||S_2$ we require that $\text{var}(S_1) \cap \text{var}(S_2) = \emptyset$.

2.2.2 Denotational Semantics

A good starting point for the development of a compositional proof system is the formulation of a denotational, and hence compositional, semantics. In such a semantics the meaning of a statement must be defined without any information about the environment in which it will be placed. Hence, the semantics of a statement in isolation must characterize all potential computations of the statement. When composing this statement with (part of) its environment, the semantic operators must remove the computations that are no longer possible. To be able to select the correct computations from the semantics, any dependency of an execution on the environment must be made explicit in the semantic model.

In our programming language with communication by message passing, the behaviour of an input statement $c?x$ depends heavily on its environment, since the value of $x$ is equal to the value sent by the environment. In the semantics this dependency is made explicit by a communication record that represents an assumption about the value received. Similar to the previous section, we will use a trace, i.e., a sequence of communication records, to make the communications between processes explicit. Here this trace is not updated by means of bracketed sections, but it is included in the semantics.
Computational Model

As before, we use a set of states $STATE$ and the variant of a state. Let $TRACE$ be the set of traces, that is, a finite sequence of records of the form $(c, \emptyset)$ with $c \in CHAN$ and $\emptyset \in VAL$. The empty sequence, concatenation and projection are defined as in the previous section. A model of a computation is defined as follows:

**Definition 2.2.1 (Model)** A model is a triple $(init, trace, final)$ with $init \in STATE$, $trace \in TRACE$, and $final \in STATE$. For a model $\sigma = (init, trace, final)$ we refer to the three fields by $\sigma.init$, $\sigma.trace$, and $\sigma.final$, respectively.

Informally, a model $\sigma$ in the semantics of program $S$ represents a terminating computation of $S$. The field $\sigma.init$ represents the initial state in which the program starts executing. Thus $\sigma.init(x)$ yields the value of variable $x$ at the start of the execution. Similarly, $\sigma.final$ represents the values of the variables at termination. The field $\sigma.trace$ records the communication behaviour of program $S$, represented by a sequence of communication records of the form $(c, \emptyset)$.

**Definition 2.2.2 (Channels Occurring in Model)** The set of channels occurring in a model $\sigma$, notation $ch(\sigma)$, is defined as

$$ch(\sigma) = \{ c \mid \text{there exists a } \emptyset \text{ such that } (c, \emptyset) \text{ occurs in } \sigma.trace \}.$$ 

**Definition 2.2.3 (Length of Traces)** For a trace $tr \in TRACE$ we define

$$len(tr) = \begin{cases} 0 & \text{if } tr \equiv<> \\ len(tr_0) + 1 & \text{if } tr \equiv tr_0 \triangleleft (c, \emptyset) \end{cases}$$

**Formal semantics**

We use the definitions of $E(e)(s)$, for the value of an expression $e$ in a state $s$, and $B(b)(s)$, when a boolean expression $b$ holds in a state $s$, from the previous section. The meaning of a program $S$, denoted by $M(S)$, is a set of models representing all terminating computations of $S$. $M(S)$ is defined by induction on the structure of $S$ according to the grammar in Table 2.6.

**Assignment**

An assignment $x := e$ terminates with a final state which is equal to the initial state, except for the value of $x$ which is replaced by the value of $e$ in the initial state.

$$M(x := e) = \{ \sigma \mid \sigma.trace =<>, \sigma.final = (\sigma.init : x \mapsto E(e)(\sigma.init)) \}$$

**Input and Output**

For each initial state, an output statement has exactly one terminating computation with final state equal to the initial state and a trace that records the value transmitted.
\[ M(\text{cle}) = \{ \sigma \mid \sigma.\text{trace} = c, \sigma.\text{init} \} \]

To represent all potential computations of an input statement \( c?z \), the semantics contains a model for every possible value that can be received. The dependency of \( z \) on this value is expressed by the condition that the value of \( z \) in the final state equals the value in the communication record.

\[ M(c?z) = \{ \sigma \mid \text{there exists a value } \vartheta \text{ such that } \sigma.\text{trace} = c, \sigma.\text{init} \} \]

Sequential Composition

To define the semantics of sequential composition, we use the concatenation of two models \( \sigma_1 \) and \( \sigma_2 \), denoted \( \sigma_1 \sigma_2 \), which is defined as follows: \( (\sigma_1 \sigma_2).\text{init} = \sigma_1.\text{init} \), \( (\sigma_1 \sigma_2).\text{trace} = (\sigma_1.\text{trace}) \cup (\sigma_2.\text{trace}) \), and \( (\sigma_1 \sigma_2).\text{final} = \sigma_2.\text{final} \).

Observe that concatenation of models is associative, i.e., \( (\sigma_1 \sigma_2) \sigma_3 = \sigma_1 (\sigma_2 \sigma_3) \). Thus we can omit the brackets and write \( \sigma_1 \sigma_2 \sigma_3 \). Furthermore, note that this definition does not require the final state of \( \sigma_1 \) to equal the initial state of \( \sigma_2 \). This requirement is expressed in the definition of sequential composition:

\[ M(S_1; S_2) = \{ \sigma_1 \sigma_2 \mid \sigma_1 \in M(S_1), \sigma_2 \in M(S_2), \text{ and } \sigma_1.\text{final} = \sigma_2.\text{init} \} \]

Since concatenation is associative, sequential composition is also associative.

Guarded Command

First consider \( G \equiv [\prod_{i=1}^{n} b_i \rightarrow S_i] \). Then there are two possibilities: either none of the booleans evaluates to true and the command terminates immediately, or at least one of the booleans yields true and one of the corresponding \( S_i \) statements is executed.

\[ M([\prod_{i=1}^{n} b_i \rightarrow S_i]) = \{ \sigma \mid B(\neg b)(\sigma.\text{init}), \sigma.\text{final} = \sigma.\text{init} \text{ and } \sigma.\text{trace} = <> \}
\]

\[ \cup \{ \sigma \mid \text{there exists a } k \in \{1, .. , n\} \text{ such that } B(b_k)(\sigma.\text{init}), \text{ and } \sigma \in M(S_k) \} \]

Next, let \( G \equiv [\prod_{i=1}^{n} b_i; c_i?x_i \rightarrow S_i] \). Then a terminating computation can be obtained as follows: either none of the booleans evaluates to true and the guarded command terminates immediately, or at least one of the \( c_i?x_i \) for which \( b_i \) evaluates to true can perform the communication.

\[ M([\prod_{i=1}^{n} b_i; c_i?x_i \rightarrow S_i]) = \{ \sigma \mid B(\neg b)(\sigma.\text{init}), \sigma.\text{final} = \sigma.\text{init} \text{ and } \sigma.\text{trace} = <> \}
\]

\[ \cup \{ \sigma \mid \text{there exists a } k \in \{1, .. , n\} \text{ such that } B(b_k)(\sigma.\text{init}), \text{ and } \sigma \in M(c_k?x_k; S_k) \} \} \]
Iteration

A terminating computation of the iteration construct $+G$ consists of a finite number of (terminating) computations from $G$.

$$M(+G) = \{ \sigma \mid \text{there exists a } k \in \mathbb{N}, k \geq 1 \text{ and } \sigma_1, \ldots, \sigma_k \text{ such that } \sigma = \sigma_1 \cdots \sigma_k, \text{ for all } i \in \{1, \ldots, k\}: \sigma_i \in M(G), \text{ for all } i \in \{1, \ldots, k-1\}: \sigma_{i+1}.\text{init} = \sigma_i.\text{final}, B(-b)(\sigma_i.\text{init}) \text{, and } B(-b)(\sigma_k.\text{init}) \}$$

Note that, by the definition of $M(G)$, $B(-b)(\sigma_k.\text{init})$ implies $\sigma_k.\text{trace} = <>$ and $\sigma_k.\text{final} = \sigma_k.\text{init}$, and thus $B(-b)(\sigma_k.\text{final})$.

Parallel Composition

A model $\sigma$ from the semantics of $S_1 || S_2$ can be obtained by combining two models $\sigma_1 \in M(S_1)$ and $\sigma_2 \in M(S_2)$ that satisfy certain restrictions. Since there are no shared variables, the states can be related easily:

- $\sigma.\text{init}(x) = \sigma_1.\text{init}(x)$ if $x \in \text{var}(S_i)$, for $i = 1, 2$. (In the formulation below we require for simplicity $\sigma.\text{init} = \sigma_1.\text{init} = \sigma_2.\text{init}$. This imposes no additional restriction, since the semantics of a statement contains a model for every possible initial state.)
- $\sigma.\text{final}(x) = \sigma_i.\text{final}(x)$ if $x \in \text{var}(S_i)$, for $i = 1, 2$, and $\sigma.\text{final}(x) = \sigma.\text{init}(x)$ if $x \notin \text{var}(S_1 || S_2)$.

Concerning the traces, recall that the semantics of an input statement in isolation includes a trace for any possible value that could have been received. When two processes that communicate on a shared channel are combined by parallel composition, the traces that correspond to the actual values transmitted on this channel are selected. Thus if $c \in ch(S_1) \cap ch(S_2)$, i.e., $c$ is a channel connecting $S_1$ and $S_2$, then we require $[\sigma_1.\text{trace}]_c = [\sigma_2.\text{trace}]_c$. If $\sigma_1$ and $\sigma_2$ satisfy this condition, for all $c \in ch(S_1) \cap ch(S_2)$, then their traces should be merged into the trace $\sigma.\text{trace}$ of $S_1 || S_2$. For instance, if $\sigma_1.\text{trace} = <(a, 5), (c, 3)>$ and $\sigma_2.\text{trace} = <(c, 3), (b, 4)>$ then we should have $\sigma.\text{trace} = <(a, 5), (c, 3), (b, 4)>$. In the semantic definition below this is expressed by requiring that if we project $\sigma.\text{trace}$ onto the channels of $ch(S_1)$ then we obtain $\sigma_1.\text{trace}$, and similarly for $S_2$. Formally, using the projection operator from Definition 2.1.26, $[\sigma.\text{trace}]_{ch(S_i)} = \sigma_i.\text{trace}$, for $i = 1, 2$. Note that for a shared channel $c \in ch(S_1) \cap ch(S_2)$ this leads to $[\sigma_1.\text{trace}]_c = [[\sigma.\text{trace}]_{ch(S_1)}]_c = [\sigma.\text{trace}]_{ch(S_1) \cap c} = [\sigma.\text{trace}]_{ch(S_2) \cap c} = [\sigma_2.\text{trace}]_c$. This, however, is not sufficient since this allows arbitrary records $(c, \emptyset)$ in $\sigma.\text{trace}$ for all $c \notin ch(S_1) \cup ch(S_2)$. Therefore we have the additional condition that $ch(\sigma) \subseteq ch(S_1) \cup ch(S_2)$, i.e., $\sigma$ should only contain channels of $S_1$ or $S_2$. This leads to the following semantics of parallel composition:
$M(S_1|S_2) = \{\sigma\}$ for $i = 1, 2$ there exist $\sigma_i \in M(S_i)$ such that $\sigma$.init = $\sigma_i$.init, $\sigma$.final(x) = \begin{cases} \sigma_i$.final(x) & \text{if } x \in \text{var}(S_i) \\ \sigma$.init(x) & \text{if } x \notin \text{var}(S_i|S_2) \end{cases}$

$[\sigma$.trace$]_{ch(S_i)} = \sigma$.trace, and $ch(\sigma) \subseteq ch(S_1) \cup ch(S_2)$

Parallel composition is commutative and associative.

(We prove this fact for a similar version of parallel composition in Chapter 3.)

Example 2.2.1 We compute the semantics of $(a!5; c!3)(c?!z; b!(x + 1))$. To obtain a model $\sigma$ from the semantics of this program, consider $\sigma_1 \in M(a!5; c!3) = \{\sigma \mid \sigma$.final = $\sigma$.init, and $\sigma$.trace $=$ $< (a, 5), (c, 3) >$ and $\sigma_2 \in M(c?!z; b!(x + 1)) = \{\sigma \mid \text{there exists a value } \varnothing \text{ such that }$ $\sigma$.final = $< (a, \varnothing), (x, \varnothing) >$ and $\sigma$.trace $=$ $< (c, \varnothing), (b, \varnothing + 1) >$.

Then we should have $ch(\sigma) \subseteq (ch(a!5; c!3) \cup ch(c?!z; b!(x + 1))) = \{a, b, c\}$, $[\sigma$.trace$]_{(a,c)} = < (a, 5), (c, 3) >$, and $[\sigma$.trace$]_{(b,c)} = < (c, \varnothing), (b, \varnothing + 1) >$.

This requires $\varnothing = 3$ and hence $M((a!5; c!3)(c?!z; b!(x + 1))) = \{\sigma \mid \sigma$.final = $< (a, 5), (c, 3), (b, 4) >$.

2.2.3 Assertion Language and Correctness Formulae

Our assertion language is an extension of the language defined in Section 2.1.3. In addition to value-expressions we now also have trace-expressions which denote a sequence of communication records. The language includes the empty trace, $<$, a trace of one record, $< (c, \text{exp} ) >$, the concatenation operator, $\wedge$, the projection operator, $[\cdots]_{\text{set}}$, and an operator, $\|$, which yields the length of a trace. To refer to the communication history of a program we use a special variable $h$. This variable is not updated explicitly in the program, but it refers to the trace from the semantics, and hence its value will in general change during program execution. Similar to logical value-variables, which can be used to “freeze” the initial values of program variables, we also use logical trace-variables that range over traces. With these variables we can “freeze” the initial value of the communication history, for instance,

$$\{[h]_[c] = t\} c!7 \{[h]_[c] = t^\wedge < (c, 7) >\}.$$  

Note that, in contrast with $h$, the value of such a logical variable is never changed during program execution.

Let $VVAR$ be a set of logical value-variables ranging over $VAL$. Similarly, $TRVAR$ is a set of logical trace-variables ranging over $TRACE$. Assume $VVAR \cap TRVAR = \varnothing$. Let $h$ be a special variable, not occurring in $VVAR$ or $TRVAR$. The syntax of the assertion language is given in Table 2.7, with $v \in VVAR$, $t \in TRVAR$, $c \in CHAN$, $x \in VAR$, and $\varnothing \in VAL$.

Let $\text{var}(p)$ denote the set of program variables occurring in assertion $p$. Clearly only changes to variables that syntactically occur in an assertion $p$ can affect the validity of $p$. Hence, a change of a program variable $x$ might affect the validity of $p$ iff $x \in \text{var}(p)$.
Table 2.7: Syntax of the Assertion Language

| Value Expression | exp ::= | ∅ | v | x | texp | exp₁ + exp₂ | exp₁ - exp₂ | exp₁ × exp₂ |
| Trace Expression | texp ::= | t | h | <> | (<(c, exp)>) | texp₁ & texp₂ | | [texp]_{cset} |
| Assertion | p ::= | exp₁ = exp₂ | exp₁ < exp₂ | texp₁ = texp₂ | exp ∈ IN | ¬p | p₁ ∨ p₂ | ∃v : p | ∃t : p |

Similarly, we define for p a set of channel names, ch(p), such that any communication on channel c might affect the validity of p iff c ∈ ch(p). Observe that we cannot simply define ch(p) as the set of channels occurring in p. For instance, assertion h =<> is affected by any communication and thus we should have ch(h =<> ) = CHAN, although no channel name occurs syntactically in this assertion. On the other hand, the validity of the assertion [h]_{c₁} < (d, 3) >= (d, 3) can only be changed by a communication along channel c, although d also occurs in the assertion. Note that validity of assertion t^< (a, 0) > = t^< (a, 0) > is not affected by any communication.

This leads to the following definition:

- ch(∅) = ch(v) = ch(x) = ∅, ch(∧texp) = ch(texp), ch(exp₁ + exp₂) = ch(exp₁ - exp₂) = ch(exp₁ × exp₂) = ch(exp₁) ∪ ch(exp₂),
- ch(t) = ch(<>) = ∅, ch(<(c, exp)>) = ch(exp), ch(h) = CHAN,
  ch(texp₁ & texp₂) = ch(texp₁) ∪ ch(texp₂), ch([texp]_{cset}) = ch(texp) ∩ cset, and
- ch(exp₁ = exp₂) = ch(exp₁ < exp₂) = ch(exp₁) ∪ ch(exp₂), ch(exp ∈ IN) = ch(exp), ch(texp₁ = texp₂) = ch(texp₁) ∪ ch(texp₂), ch(¬p) = ch(∃v : p) = ch(∃t : p) = ch(p), ch(p₁ ∨ p₂) = ch(p₁) ∪ ch(p₂).

Next we define the meaning of assertions. Similar to Section 2.1.3, we use a logical variable environment to interpret logical variables. Here such a logical variable environment γ is a mapping which assigns to each logical value-variable from VVAR a value from VAL, and to each logical trace-variable from TRVAR a value from TRACE. The variant of an environment γ is defined as in Section 2.1.3.

First we define the value of expression exp in a state s, a trace tr and an environment γ, denoted by V(exp)(γ, s, tr), yielding a value from VAL, and the value of trace expression texp in a model σ and an environment γ, denoted by T(texp)(γ, s, tr), yielding a value from TRACE:

- V(∅)(γ, s, tr) = ∅
- V(v)(γ, s, tr) = γ(v)
- V(x)(γ, s, tr) = s(x)
- V(∧texp)(γ, s, tr) = len(T(texp)(γ, s, tr))
\[ V(\exp_1 + \exp_2)(\gamma, s, tr) = V(\exp_1)(\gamma, s, tr) + V(\exp_2)(\gamma, s, tr) \]
\[ V(\exp_1 - \exp_2)(\gamma, s, tr) = V(\exp_1)(\gamma, s, tr) - V(\exp_2)(\gamma, s, tr) \]
\[ V(\exp_1 \times \exp_2)(\gamma, s, tr) = V(\exp_1)(\gamma, s, tr) \times V(\exp_2)(\gamma, s, tr) \]
\[ T(t)(\gamma, s, tr) = \gamma(t) \]
\[ T(h)(\gamma, s, tr) = tr \]
\[ T(< >)(\gamma, s, tr) = <> \]
\[ T(\textbf{left}(\exp_1, \exp_2))(\gamma, s, tr) = T(\exp_1)(\gamma, s, tr) \]
\[ T(\textbf{right}(\exp_1, \exp_2))(\gamma, s, tr) = T(\exp_2)(\gamma, s, tr) \]

Next we define inductively when an assertion \( p \) holds in a logical variable environment \( \gamma \), a state \( s \), and a trace \( tr \), denoted \( [p]_{\gamma}(s, tr) \).

- \( [\exp_1 = \exp_2]_{\gamma}(s, tr) \) iff \( V(\exp_1)(\gamma, s, tr) = V(\exp_2)(\gamma, s, tr) \)
- \( [\exp_1 < \exp_2]_{\gamma}(s, tr) \) iff \( V(\exp_1)(\gamma, s, tr) < V(\exp_2)(\gamma, s, tr) \)
- \( [\exp_1 \leq \exp_2]_{\gamma}(s, tr) \) iff \( T(\exp_1)(\gamma, s, tr) = T(\exp_2)(\gamma, s, tr) \)
- \( [\exp \in \mathbb{N}]_{\gamma}(s, tr) \) iff \( V(\exp)(\gamma, s, tr) \in \mathbb{N} \)
- \( [\neg p]_{\gamma}(s, tr) \) iff \( \neg [p]_{\gamma}(s, tr) \)
- \( [p_1 \lor p_2]_{\gamma}(s, tr) \) iff \( [p_1]_{\gamma}(s, tr) \) or \( [p_2]_{\gamma}(s, tr) \)
- \( [\exists v : p]_{\gamma}(s, tr) \) iff there exists a \( \theta \in \text{VAL} \) such that \( [p](\gamma : v \mapsto \theta)(s, tr) \)
- \( [\exists t : p]_{\gamma}(s, tr) \) iff there exists a \( tr' \in \text{TRACE} \) such that \( [p](\gamma : t \mapsto tr')(s, tr) \)

**Definition 2.2.4 (Validity Assertions)** An assertion \( p \) is valid, denoted \( \models p \), iff \( [p]_{\gamma}(s, tr) \) holds for any environment \( \gamma \), state \( s \), and trace \( tr \).

**Definition 2.2.5 (Abbreviations)** Henceforth, we use the following abbreviations:

\[ h = < c_1, \ldots, c_n > \equiv (\exists v_1, \ldots, v_n : h = < (c_1, v_1), \ldots, (c_n, v_n) >) \]

\( h_{\text{set}} \equiv [h]_{\text{set}}, \quad h_c \equiv h_{\{c\}}, \quad h_{cd} \equiv h_{\{c,d\}}, \) etc., and

\( t_{\exp_1 \leq \exp_2} \equiv (\exists t : t_{\exp_1} \leq t_{\exp_2}) \)

Next we define when a correctness formula \( \{p\} \ S \{q\} \) is valid.

**Definition 2.2.6 (Validity of a Correctness Formula)** For a program \( S \) and assertions \( p \) and \( q \), a correctness formula \( \{p\} \ S \{q\} \) is valid, denoted \( \models \{p\} \ S \{q\} \), iff for all \( \gamma \), for all states \( s_0 \), for all traces \( tr_0 \):

if \( [p]_{\gamma}(s_0, tr_0) \) then for all \( (s_0, tr_1, s_1) \in M(S) : [q]_{\gamma}(s_1, tr_0 \wedge tr_1) \).
2.2.4 Proof System

In this section we give a proof system for our correctness formulae. First we formulate rules and axioms that are generally applicable to any statement. Then we axiomatize the programming language by formulating rules and axioms for all atomic statements and compound programming constructs.

General Part

In addition to the Consequence Rule, as formulated in Section 2.1.4, the proof system contains the following general rules and axioms.

Rule 2.2.7 (Conjunction Rule) \[
\{ p_1 \} S \{ q_1 \}, \{ p_2 \} S \{ q_2 \} \quad \rightarrow \quad \{ p_1 \land p_2 \} S \{ q_1 \land q_2 \}
\]

Rule 2.2.8 (Substitution) \[
\{ p \} S \{ q \} \quad \rightarrow \quad \{ p[exp/v, texp_1/t, texp_2/h] \} S \{ q \}
\]

provided \( v, t \) and \( h \) do not occur in \( q \).

Rule 2.2.9 (Quantification) \[
\{ p \} S \{ q \} \quad \rightarrow \quad \{ \exists u : p \} S \{ q \}
\]

provided logical variable \( u \) does not occur in \( q \).

The Quantification Rule is not required for completeness of the proof system, but the rule is convenient in examples.

Axiom 2.2.10 (Invariance) \[
\{ p \} S \{ p \}
\]

provided \( \text{var}(S) \cap \text{var}(p) = \emptyset \) and \( \text{ch}(S) \cap \text{ch}(p) = \emptyset \).

As explained later, the following axiom is required to achieve a (relatively) complete proof system. Let \( \text{csel} \subseteq \text{CHAN} \).

Axiom 2.2.11 (Prefix Invariance) \[
\{ t \leq \text{csel} \} S \{ t \leq \text{csel} \}
\]

Program Part

To axiomatize programming language constructs, the proof system includes the Assignment Rule, the Sequential Composition Rule, the Guarded Command Rule, and the Iteration Rule from Section 2.1.4. Furthermore, we have the following axioms for \( \text{io} \)-statements.

Axiom 2.2.12 (Output) \[
\{ q[\text{h}^\wedge(c,e)/h] \} \text{ cle } \{ q \}
\]

Axiom 2.2.13 (Input) \[
\{ \forall v : q[\text{h}^\wedge(c,v)/h,v/x] \} \text{ c?x } \{ q \}
\]

provided \( v \) does not occur free in \( q \).
Rule 2.2.14 (Guarded Command with IO-Guards)

\[
\begin{align*}
\{p \land b_1\} & \quad c_1 \geq x_1 \quad \text{for all } i \in \{1, \ldots, n\}
\{p\} & \quad \left[\bigwedge_{i=1}^n b_i; c_i \geq x_i \rightarrow S_i\right] \quad \{(p \land \neg b_G) \lor \bigvee_{i=1}^n q_i\}
\end{align*}
\]

Rule 2.2.15 (Parallel Composition)

\[
\begin{align*}
\{p_1\} \quad S_1 \quad \{q_1\}, & \quad \{p_2\} \quad S_2 \quad \{q_2\}
\{p_1 \land p_2\} \quad S_1 \parallel S_2 \quad \{q_1 \land q_2\}
\end{align*}
\]

provided \(\text{var}(q_i) \subseteq \text{var}(S_i)\), and \(\text{ch}(q_i) \subseteq \text{ch}(S_i)\), for \(i \in \{1, 2\}\).

The restrictions on parallel composition have been motivated in the previous section. For simplicity we require that the postcondition of process \(S_i\) refers only to variables and channels of \(S_i\) itself. In general, we could relax the restrictions to, for \(i, j \in \{1, 2\}, i \neq j\),

- \(\text{var}(q_i) \cap \text{var}(S_j) = \emptyset\); the postcondition of one statement should not refer to the variables of the other process. Without this restriction we could combine \(\{x = 0\} x := x + 1 \{x = 1\} \) and \(\{x = 0\} y := y + 3 \{x = 0\}\), which are both derivable, by the parallel composition rule and derive the correctness formula \(\{x = 0\} x := x + 1 \| y := y + 3 \{\text{false}\}\) which is not valid.

- \(\text{ch}(q_i) \cap \text{ch}(S_j) \subseteq \text{ch}(S_i)\); if the postcondition of one statement refers to channels of the other process then this concerns joint channels, connecting the two processes. Without this restriction \(\{h_e =<>\} d!1 \{h_e =<>\}\) and \(\{\text{true}\} c!0 \{\text{true}\}\) would lead to the triple \(\{h_e =<>\} d!1 \parallel c!0 \{h_e =<>\}\) which is not valid.

Note that with our restrictions on parallel composition we need the Invariance Axiom to derive, for instance, \(\{h_a =< (a, 3) > \land z = 2\} \quad \text{d}?x \| c?y \quad \{h_a =< (a, 3) > \land z = 2\}\).

The Prefix Invariance Axiom is required to achieve a complete proof system, since otherwise the valid Hoare triple \(\{< c, d > \geq h_{cd}\} \quad c!1\|d!0 \quad \{< c, d > \geq h_{cd}\}\) cannot be derived. The problem is that after applying the parallel composition rule to \(\{p_1\} c!1 \{q_1\}\) and \(\{p_2\} d!0 \{q_2\}\) we obtain \(\{p_1 \land p_2\} c!1\|d!0 \{q_1 \land q_2\}\), where \(q_1\) should not refer to channel \(d\) and \(q_2\) should not refer to channel \(c\). But then the relative ordering of \(c\) and \(d\) cannot be derived from \(q_1\) and \(q_2\), that is, \(q_1 \land q_2\) cannot imply \(< c, d > \geq h_{cd}\).

2.2.5 Examples

We show by an example how such a proof system can be used for the bottom-up verification of a given program.
Example 2.2.2 Consider the Hoare triple from Example 2.1.9

\{true\} S_1 || S_2 || S_3 \{x = 1 \land y = 2 \land z = 0\}, where

\[ S_1 \equiv a!0; b!1, \quad S_2 \equiv b?x; cl(x+1), \quad \text{and} \quad S_3 \equiv [a?z \rightarrow c?y \mid c?y \rightarrow a?z]. \]

By the Output Axiom and the Consequence Rule we can derive

\[ \{h_{ab} = <>\} a!0 \{h_{ab} = < (a,0) >\} \]

and

\[ \{h_{ab} = <> (a,0) >\} b!1 \{h_{ab} = < (a,0), (b,1) >\}. \]

Then the Sequential Composition Rule leads to

\[ \{h_{ab} = <>\} a!0; b!1 \{h_{ab} = < (a,0), (b,1) >\}. \]

Similarly, we can derive

\[ \{h_{bc} = <>\} b?x; cl(x+1) \{h_{bc} = < (b,x), (c,x+1) >\}. \]

Observe that the restrictions for the Parallel Composition Rule are fulfilled, and hence this rule leads to

\[ \{h_{ab} = <> \land h_{bc} = <>\} S_1 || S_2 \{h_{ab} = < (a,0), (b,1) > \land h_{bc} = < (b,x), (c,x+1) >\}. \]

Since \( h_{abc} = <> \rightarrow h_{ab} = <> \land h_{bc} = <> \) and

\[ h_{ab} = < (a,0), (b,1) > \land h_{bc} = < (b,x), (c,x+1) > \rightarrow h_{ac} = < (a,0), (c,2) > \land x = 1, \]

we obtain by the Consequence Rule,

\[ \{h_{abc} = <>\} S_1 || S_2 \{h_{ac} = < (a,0), (c,2) > \land x = 1\}. \]

Observe that we can also derive

\[ \{h_{ac} = <>\} a?z; c?y \{h_{ac} = < (a,z), (c,y) >\} \]

and

\[ \{h_{ac} = <>\} c?y; a?z \{h_{ac} = < (c,y), (a,z) >\}. \]

Then the Rule for Guarded Command with IO-Guards (note that \( b_G \leftrightarrow false \) here) leads to

\[ \{h_{ac} = <>\} [a?z \rightarrow c?y \mid c?y \rightarrow a?z] \]

\[ \{h_{ac} = < (a,z), (c,y) > \land h_{ac} = < (c,y), (a,z) >\}. \]

Applying the parallel composition rule to \( S_1 || S_2 \) and \( S_3 \) we obtain

\[ \{h_{abc} = <> \land h_{ac} = <>\} S_1 || S_2 || S_3 \]

\[ \{h_{ac} = < (a,0), (c,2) > \land z = 1 \land h_{ac} = < (a,z), (c,y) > \lor h_{ac} = < (c,y), (a,z) >\}. \]

Since \( h_{abc} = <> \rightarrow h_{abc} = <> \land h_{ac} = <> \) and the postcondition implies \( x = 1 \land y = 0 \land y = 2 \), the Consequence Rule leads to

\[ \{h_{abc} = <>\} S_1 || S_2 || S_3 \{z = 1 \land y = 2 \land z = 0\}. \]

By the Substitution Rule we can now replace \( h \) in the precondition by \( <> \), and since \( true \rightarrow [<>]_{abc} = <> \) we obtain, by the Consequence Rule,

\[ \{true\} S_1 || S_2 || S_3 \{x = 1 \land y = 2 \land z = 0\}. \]

Finally, we show by an example how a compositional proof system can be used for the verification of design steps during the process of top-down program development.

For this we consider a Hoare triple \( \{p\} S \{q\} \) as a specification of a program \( S \).

Since the rules in a compositional system do not use the text of the components, we can verify a decomposition of \( S \) by means of the specifications for the components. Observe, however, that some of the rules can only be applied provided certain syntactic restrictions are met.
• To apply the Invariance Rule it is required that \( \text{var}(S) \cap \text{var}(p) = \emptyset \) and 
\( \text{ch}(S) \cap \text{ch}(p) = \emptyset \).

• The Parallel Composition Rule can only be applied provided \( \text{var}(q_i) \subseteq \text{var}(S_i) \) and 
\( \text{ch}(q_i) \subseteq \text{ch}(S_i) \), for \( i \in \{1, 2\} \).

Hence, strictly speaking, pre- and postcondition are not sufficient to verify a design step; we also have to specify some syntactic information of the program. Thus, in addition to pre- and postconditions a program \( S \) is specified by the sets \( \text{var}(S) \subseteq \text{VAR} \) and \( \text{ch}(S) \subseteq \text{CHAN} \). In subsequent chapters we will not elaborate this part of the specification since it can easily be derived in a compositional way:

1. For (boolean) expressions define \( \text{var}(\varnothing) = \emptyset \), \( \text{var}(x) = \{x\} \), \( \text{var}(e_1 + e_2) = \text{var}(e_1) \cup \text{var}(e_2) \), \( \text{var}(e_1 - e_2) = \text{var}(e_1) \cup \text{var}(e_2) \), \( \text{var}(-b) = \text{var}(b) \), and \( \text{var}(b_1 \lor b_2) = \text{var}(b_1) \cup \text{var}(b_2) \).

2. For statements, define \( \text{var}(\text{skip}) = \emptyset \), \( \text{var}(x := e) = \{x\} \cup \text{var}(e) \), \( \text{var}(\text{cletype} c) = \text{var}(e) \), \( \text{var}(\text{calltype} c) = \{x\} \cup \text{var}(e) \), \( \text{var}(S_1 ; S_2) = \text{var}(S_1) \cup \text{var}(S_2) \), \( \text{var}(\text{fork} b ; S) = \bigcup_{i=1}^{n} \text{var}(b_i) \cup \text{var}(S) \), \( \text{var}(\text{fork} \text{cletype} c; \text{calltype} c;x_i \rightarrow S_i) = \bigcup_{i=1}^{n} \{c_i\} \cup \text{var}(S_i) \), and \( \text{var}(\text{join} b) = \text{var}(b) \).

3. Define \( \text{ch}(\text{skip}) = \text{ch}(x := e) = \emptyset \), \( \text{ch}(\text{cletype} c) = \text{ch}(c \text{? } x) = \{c\} \), \( \text{ch}(S_1 ; S_2) = \text{ch}(S_1) \cup \text{ch}(S_2) \), \( \text{ch}(\text{fork} b ; S) = \bigcup_{i=1}^{n} \text{ch}(S_i) \), \( \text{ch}(\text{fork} \text{cletype} c; \text{calltype} c;x_i \rightarrow S_i) = \bigcup_{i=1}^{n} \{c_i\} \cup \text{ch}(S_i) \), and \( \text{ch}(\text{join} b) = \text{ch}(b) \).

Example 2.2.3 Let \( F_1 \) and \( F_2 \) be two functions on \( \text{VAL} \). Suppose we want to design a program \( S \) that first receives a value \( v \) on a channel \( a \), then computes \( F_1(F_1(v) + F_2(v)) \) and \( F_2(F_1(v) + F_2(v)) \), and finally transmits these values on channel \( b \). Formally, \( S \) should satisfy

\[
\{h_{ab} = <>\} S \{3v : h_{ab} = < (a, v), (b, F_1(F_1(v) + F_2(v))), (b, F_2(F_1(v) + F_2(v))) \}
\]

To give an implementation for \( S \), assume we are given two basic components \( B_1 \) and \( B_2 \) that satisfy, for any expression \( \text{exp} \),

- \( \{x_1 = \text{exp}\} B_1 \{y_1 = F_1(\text{exp})\} \), \( \text{var}(B_1) = \{x_1, y_1\} \), \( \text{ch}(B_1) = \emptyset \)
- \( \{x_2 = \text{exp}\} B_2 \{y_2 = F_2(\text{exp})\} \), \( \text{var}(B_2) = \{x_2, y_2\} \), \( \text{ch}(B_2) = \emptyset \)

The first design step is to write \( S \) as a sequential composition of \( S_0 \), that receives a value on channel \( a \) and stores it in \( x_1 \) and \( x_2 \), and a program \( \hat{S} \). Thus we want

- \( \{h_{ab} = <>\} S_0 \{3v : h_{ab} = < (a, v) \land x_1 = x_2 = v\} \)
- \( \{3v : h_{ab} = < (a, v) \land x_1 = x_2 = v\} \hat{S} \)
  \( \{3v : h_{ab} = < (a, v), (b, F_1(F_1(v) + F_2(v))), (b, F_2(F_1(v) + F_2(v))) \} \)
Now we can verify this design step, although the implementation of $S_0$ and $\hat{S}$ is not known: by the Sequential Composition Rule we can prove that $S_0; \hat{S}$ satisfies the specification of $S$ provided $S_0$ and $\hat{S}$ satisfy their specifications. Here it is essential that this Sequential Composition Rule is compositional and thus does not use the program text of the components. Similarly, we can implement $\hat{S}$ as $S_1; S_2$ with

- $\{\exists v : h_{ab} = <(a,v)>_\land x_1 = x_2 = v\} \ S_1$
  
  $\{\exists v : h_{ab} = <(a,v)>_\land y_1 = F_1(F_1(v) + F_2(v)) \land y_2 = F_2(F_1(v) + F_2(v))\} \ S_2$

Then $S_0$, $S_1$ and $S_2$ can be implemented independently according to their specifications. It is easy to prove that $S_0 \equiv a?x_1 ; x_2 := x_1$ and $S_2 \equiv b!y_1 ; b!y_2$ satisfy the required specifications. Next consider the design of $S_1$. Suppose we decide to write $S_1$ as $S_{11}||S_{12}$. The main idea is that the process $S_{11}$ and $S_{12}$ first compute, respectively, $F_1(v)$ and $F_2(v)$. Then they exchange these results via channels $c$ and $d$: $S_{11}$ sends $F_1(v)$ along $c$ and then $S_{12}$ sends $F_2(v)$ on $d$. Finally, $S_{11}$ and $S_{12}$ compute, respectively, $F_1(F_1(v) + F_2(v))$ and $F_2(F_1(v) + F_2(v))$. Thus $S_{11}$ and $S_{12}$ should satisfy the following specifications:

- $\{x_1 = v\} S_{11} \{\exists v_1 : h_{cd} = <(c,F_1(v)),(d,v_1)>_\land y_1 = F_1(F_1(v) + v_1)\}$
- $\{x_2 = v\} S_{12} \{\exists v_2 : h_{cd} = <(c,v_2),(d,F_2(v))>_\land y_2 = F_2(v_2 + F_2(v))\}$

To verify this design step, assume $\text{var}(S_{11}) \supseteq \{x_1, y_1\}$, $\text{var}(S_{12}) \supseteq \{x_2, y_2\}$, $\text{ch}(S_{11}) \supseteq \{c, d\}$, and $\text{ch}(S_{12}) \supseteq \{c, d\}$. Then we can apply the Parallel Composition Rule and derive

$\{x_1 = x_2 = v\} S_{11}||S_{12} \{\exists v_1 : h_{cd} = <(c,F_1(v)),(d,v_1)>_\land y_1 = F_1(F_1(v) + v_1)\}$

$\exists v_2 : h_{cd} = <(c,v_2),(d,F_2(v))>_\land y_2 = F_2(v_2 + F_2(v))\}.$

By the Consequence Rule this leads to

$\{x_1 = x_2 = v\} S_{11}||S_{12} \{y_1 = F_1(F_1(v) + F_2(v)) \land y_2 = F_2(F_1(v) + F_2(v))\}.$

Assuming $\text{ch}(S_{11}) \cap \{a,b\} = \emptyset$, the Invariance Rule leads to

$\{\exists v : h_{ab} = <(a,v)>\} S_{11}||S_{12} \{\exists v : h_{ab} = <(a,v)>\},$

and then by the Conjunction Rule we obtain the specification of $S_1$. Hence this design step is correct provided

1. $\{x_1, y_1\} \subseteq \text{var}(S_{11})$, $\{x_2, y_2\} \subseteq \text{var}(S_{12})$, $\{c, d\} \subseteq \text{ch}(S_{11})$, $\{c, d\} \subseteq \text{ch}(S_{12})$, and
2. $\text{ch}(S_{11}) \cap \{a,b\} = \emptyset$, $\text{ch}(S_{12}) \cap \{a,b\} = \emptyset$.

Next we implement $S_{11}$ as $\hat{S}_1 ; \hat{S}_2 ; \hat{S}_3$ where $\hat{S}_1$ computes $F_1(v)$, $\hat{S}_2$ sends this result on channel $c$ and receives a value $v_1$ along channel $d$, and $\hat{S}_3$ computes $F_1(F_1(v) + v_1)$:

- $\{x_1 = v\} \hat{S}_1 \{y_1 = F_1(v)\}$
• \( \{ y_1 = F_1(v) \} \hat{S}_2 \{ \exists v_1 : h_{cd} = \langle (c, F_1(v)), (d, v_1) \rangle \land x_1 = F_1(v) + v_1 \} \)

• \( \{ \exists v_1 : h_{cd} = \langle (c, F_1(v)), (d, v_1) \rangle \land x_1 = F_1(v) + v_1 \} \hat{S}_3 \)
  \( \{ \exists v_1 : h_{cd} = \langle (c, F_1(v)), (d, v_1) \rangle \land y_1 = F_1(F_1(v) + v_1) \} \)

Clearly, \( \hat{S}_1 \) can be implemented by basic component \( B_1 \) (using the specification of \( B_1 \) with \( \text{exp} = v \)). Furthermore, with the proof system we can show that the program

\( c!y_1 ; d?x_1 ; x_1 := y_1 + x_1 \) satisfies the specification of \( \hat{S}_2 \). For \( \hat{S}_3 \) we can again use \( B_1 \), since by the Invariance Rule, using \( \text{ch}(B_1) = \emptyset \), we can derive

\( \{ h_{cd} = \langle (c, F_1(v)), (d, v_1) \rangle \} B_1 \{ h_{cd} = \langle (c, F_1(v)), (d, v_1) \rangle \} \).

By the specification of \( B_1 \), with \( \text{exp} = F_1(v) + v_1 \), we obtain

\( \{ x_1 = F_1(v) + v_1 \} B_1 \{ y_1 = F_1(F_1(v) + v_1) \} \).

Then the Conjunction Rule this leads to

\( \{ h_{cd} = \langle (c, F_1(v)), (d, v_1) \rangle \land x_1 = F_1(v) + v_1 \} B_1 \)

\( \{ h_{cd} = \langle (c, F_1(v)), (d, v_1) \rangle \land y_1 = F_1(F_1(v) + v_1) \} \).

By the Consequence Rule we obtain

\( \{ h_{cd} = \langle (c, F_1(v)), (d, v_1) \rangle \land x_1 = F_1(v) + v_1 \} B_1 \)

\( \{ \exists v_1 : h_{cd} = \langle (c, F_1(v)), (d, v_1) \rangle \land y_1 = F_1(F_1(v) + v_1) \} \).

Finally, the Quantification Rule leads to the specification of \( \hat{S}_3 \). This implies that

\( B_1 ; c!y_1 ; d?x_1 ; x_1 := y_1 + x_1 \) satisfies the specification of \( S_{11} \). Similarly, we can prove that

\( B_2 ; c?x_2 ; d!y_2 ; x_2 := y_2 + x_2 \) satisfies the specification of \( S_{12} \).

Finally observe that, using the syntactic specifications of \( B_1 \) and \( B_2 \), these programs meet the requirements for the correctness of the parallel composition \( S_{11} || S_{12} \). Hence we have designed a program

\( a?x_1 ; x_2 := x_1 ; ((B_1 ; c!y_1 ; d?x_1 ; x_1 := y_1 + x_1 ; B_1) || (B_2 ; c?x_2 ; d!y_2 ; x_2 := y_2 + x_2 ; B_2)); b!y_1 ; b!y_2 \)

which, given correct implementations for \( B_1 \) and \( B_2 \), satisfies the top-level specification for \( S \).
2.3 Extension to Real-Time

We discuss how the framework of the previous section can be modified and extended to describe the real-time behaviour of programs, and how the formalism can be adapted to include non-terminating computations. In this section we describe only the consequences of these extensions for the semantics giving the main outline; the details will be given in the next chapters. To describe the modifications of the semantics, we explain what we want to observe about the execution of a program, and how this leads to a redefinition of a model of computation. These modifications are illustrated by the semantics of the output statement c!3.

In Section 2 we started with an operational semantics \( O(S) \). This semantic function is not compositional, basically because \( O(c!3) = \emptyset \). Using the notion of a trace, that is, a finite sequence of communication records, we formulated in Section 2.2 a compositional semantics. Traces are used to represent the communication interface of programs. For instance, for c!3 we defined the following semantics:

\[
M(c!3) = \{ \sigma | \sigma.\text{comm} = \langle c, 3 \rangle \text{ and } \sigma.\text{final} = \sigma.\text{init} \}.
\]

Observe that this semantics only describes the terminating computations of a program \( S \), and for these executions we can observe:

- the values of the variables at the start of the execution, that is, the initial state of \( S \),
- the sequence of communications performed by \( S \), that is, the communication interface of \( S \), and
- the values of the variables at the termination of the execution, that is, the final state of \( S \).

To extend this framework to real-time, that is, to observe also the timing behaviour of a program, we must observe additionally for a terminating computation:

- the starting time of the execution,
- the timing of the computations, that is, the points in time at which communications take place, and
- the termination time of the execution.

Clearly, by the first and the third point, we can then also observe the execution time of each terminating computation.

Before we define the meaning of a program with time as an extra observable, we discuss the basic timing assumptions and our notion of time.
2.3.1 Basic Timing Assumptions

To determine the timing behaviour of programs we have to make assumptions about the execution time needed for the atomic constructs and how the execution time of compound constructs can be obtained from the timing of the components. For instance, to determine the termination time of the sequential program

\[ y := y + 5; [y > 0 \rightarrow y := y + x] \| y = 0 \rightarrow \text{skip} \]

we have to know the execution time of the assignments and the skip-statement, the extra time required to perform sequential composition, the time it takes to evaluate the boolean guards and to decide which statement to execute, etc.

Important is the progress assumption which expresses how long the execution of a statement that is ready to be executed can be postponed. This assumption about the delay between actions can be motivated operationally by considering the execution mechanism for parallel processes. Observe that the execution time of the program

\[ x := 0 \| y := 1 \]

depends on the allocation of processes on processors. Assume, for instance, that an assignment takes 1 time unit. Then \( x := 0 \| y := 1 \) terminates after one time unit if both processes \( x := 0 \) and \( y := 1 \) have their own processor and they can execute independently. If, however, the two processes are executed on a single processor then this program will take at least two time units, since then the processes have to be scheduled in some order. Note that an assumption about the assignment of processes to processors is also important to determine the timing of the communications. Consider, for instance, \( [c?x \rightarrow d?x] \| d?x \rightarrow c?x] \| c!0] \| (y := 1; d!y) \). Then the time at which a communication takes place, and even the order of the communications, depends on the execution model of parallel composition. Thus, to describe the real-time behaviour of programs, we have to make assumptions:

- About the execution time of atomic statements. In general, we will have bounds on the execution time. In this thesis we often assume that there is a fixed constant which gives the execution time, but the framework can be easily adapted to the more general case. For an input or output statement we have to assume how much time it takes to perform the communication. Note that the execution time of a communication statement also includes a period during which the statement waits because no communication partner is available. For an io-statement in isolation, the length of this waiting period depends on the environment and no assumptions can be made about this length.

- About the overhead time required for compound programming constructs. For instance, we assume that sequential composition does not require any extra time. Hence the execution time of \( S_1; S_2 \) is the sum of the execution times of the components \( S_1 \) and \( S_2 \), and the termination time of \( S_1 \) equals the starting time of \( S_2 \).

- About the execution model of parallel composition, such as the assignment of
processes to processors. In the next two chapters we consider the *maximal parallelism* model where each process has its own processor. In Chapter 5 we show that this assumption can be generalized to the situation where several processes may share a single processor and scheduling is based on priorities.

In the (non-real-time) semantics from the previous section we have abstracted from execution times and scheduling of actions. Then actions can be delayed arbitrarily, and parallel composition is modelled as the interleaving of actions. For instance, the parallel composition \( c!0 \| (y := 1; d!y) \) leads to the interleaving of the two communications, represented by the traces \( < (c, 0), (d, 1) > \) and \( < (d, 1), (c, 0) > \). Hence, the program \( [c?x \rightarrow d?x \| d?x \rightarrow c?x] \| c!0 \| (y := 1; d!y) \) has two possible executions: first the \( c \)-communication and then the \( d \)-communication, or vice versa. In the maximal parallelism model, however, any action is executed as soon as possible. Assuming that an assignment takes a positive amount of time, the \( d \)-communication cannot be performed at the start of the program, whereas the \( c \)-communication can take place immediately. Hence, in the maximal parallelism model the \( c \)-communication is performed before the \( d \)-communication.

Observe that maximal parallelism implies maximal progress, and thus minimal waiting: a process only waits when it tries to execute an input or output statement and the communication partner is not available. Hence it is never the case that one process waits to perform \( c!e \) and, simultaneously, another process waits to execute \( c?x \).

### 2.3.2 Notion of Time

We express the timing behaviour of a program from the viewpoint of an external observer with his own clock (as done in [KSR+88,RR86]). Thus, although parallel components of a system might have their own, physical, local clock, the observable behaviour of a system is described in terms of a single, conceptual, global clock. Since this global notion of time is not incorporated in the distributed system itself, it does not impose any synchronization upon processes. Then we define the real-time semantics of programs by means of a function which assigns to a point of time a set of records, representing the events that are taking place at that point.

In this thesis we use a time domain \( \text{TIME} \) which is dense, i.e., between every two points of time there exists an intermediate point. With such a dense time domain a communication can be represented by an interval of communication records, and we can easily model communications that overlap in time or that are arbitrarily close to each other in time. Having dense time is also suitable for the description of reactive systems which interact with an environment that has a time-continuous nature (see, e.g., [Koy90]). Furthermore, we argue that in a compositional framework it is inconvenient to use discrete time. Compositionality allows us to design a process in isolation according to its specification. With a discrete notion of time a smallest time unit has to be chosen in this specification. When two independently developed processes
with different time units are combined, a new basic time unit must be defined and the specifications of the processes have to be modified accordingly. Finally, a dense time domain allows the refinement of a single event into a sequence of sub-events, such as the implementation of a single synchronous communication by a sequence of asynchronous communications according to some protocol. An extensive discussion about the nature of time can be found in [JG89]. In this thesis we use the non-negative rationals as our (dense) time domain: \( \text{TIME} = \{ \tau \in \mathbb{Q} \mid \tau \geq 0 \} \), where \( \mathbb{Q} \) is the set of rational numbers.

### 2.3.3 Denotational Semantics for Terminating Computations

Having discussed the basic timing assumptions and the time domain, we now define the semantic model which is used to describe the real-time behaviour of terminating executions of a program. Besides the initial and final states, we use a function which describes the communication events that are taking place at any point of time during a computation of a program. These communication events are represented by communication records of the form \( (c, \vartheta) \) with \( c \in \text{CHAN} \) and \( \vartheta \in \text{VAL} \). Thus the real-time communication behaviour of an execution of a program is described by a function which assigns to points of time a (possibly empty) set of communication records. In the semantic description of a statement in isolation we assume a starting time 0, since the behaviour with other starting times can be derived from it by a simple shift of the communication function. Furthermore, we only describe the communication behaviour till the program terminates. Thus the domain of the communication function will be all points from, and including, 0 up to the termination time.

Let \( \wp(A) \) denote the powerset of a set \( A \), i.e., the set of all subsets of \( A \). For \( \tau_0 \in \text{TIME} \), a left-closed right-open interval \( [0, \tau_0) \) is defined as \( \{ \tau \in \text{TIME} \mid 0 \leq \tau < \tau_0 \} \). Then the model from Section 2.2.2 is adapted to real-time as follows.

A model is a triple \((\text{init}, \text{comm}, \text{final})\) with

- \( \text{init} \in \text{STATE} \),
- \( \text{comm} : [0, \tau_0) \rightarrow \wp(\text{CHAN} \times \text{VAL}) \), for some \( \tau_0 \in \text{TIME} \), and
- \( \text{final} \in \text{STATE} \).

For a model \( \sigma = (\text{init}, \text{comm}, \text{final}) \) we refer to the three fields by \( \sigma.\text{init}, \sigma.\text{comm}, \) and \( \sigma.\text{final} \), respectively. The length of \( \sigma \), denoted \( |\sigma| \), is defined as \( |\sigma| = \tau_0 \). Informally, \( (c, \vartheta) \in \sigma.\text{comm}(\tau) \) denotes that a communication along channel \( c \) with value \( \vartheta \) is taking place at time \( \tau \). In our framework a single communication, which takes place during a certain period of time, is represented by a communication record at all points of time in this period.

As an example of this semantics, consider again the output statement \( c!3 \). Assume a communication takes \( K_c \) time units, with \( K_c > 0 \). Observe that for any terminating execution of \( c!3 \) there are, in general, two time periods: first a waiting period during which no communication partner is available (recall that communication is synchronous) followed by a period (of \( K_c \) time units) during which the actual commu-
nunication takes place. Hence there exists a $\tau \in TIME$ such that during interval $[0, \tau)$ no communication takes place and during interval $[\tau, \tau + K_c)$ we have a communication record $(c, 3)$. (Note that $\tau = 0$ represents the case that the communication starts immediately.) Then the semantics of $c!e$ is defined as

$$\mathcal{M}(c!e) = \{\sigma | \text{ there exists a } \tau \in TIME \text{ such that}$$

$$\text{for all } \tau_1, 0 \leq \tau_1 < \tau: \sigma.comm(\tau_1) = \emptyset,$$

$$\text{for all } \tau_2, \tau \leq \tau_2 < \tau + K_c: \sigma.comm(\tau_2) = \{(c, 3)\},$$

$$|\sigma| = \tau + K_c, \text{ and } \sigma.fin = \sigma.init\}$$

Since we aim at a compositional semantics, all possible behaviours are included in the semantics. Thus, considering only terminating computations, the semantics contains all possible finite waiting periods. Similar to the previous section, a number of these possible executions should be removed with parallel composition, since then part of the environment becomes available. With more information about the program, the set of possible computations can be reduced. For instance, when we have information about two communication partners, we should be able to restrict the number of possible waiting periods. Consider, as an example, $c!3 || (x := 3 ; c?y)$, and suppose we use the maximal parallelism model. Then the $c$-communication should take place immediately after the assignment, because otherwise both processes would be waiting for a $c$-communication. Now we can only impose this minimal waiting requirement on models from the semantics if this waiting information is included in these models. Consequently, a model should also describe when a process is waiting to send and when a process is waiting to receive on a channel. The need for this additional information in a compositional semantics follows from the fully abstract semantics given in [HGR87] for a similar programming language.

Hence, in a model $\sigma$, the mapping $\sigma.comm$ should also record that processes are waiting for a communication. We use a waiting-to-send record $c!$ to represent a process that is waiting to send on channel $c$, and a waiting-to-receive record $c?$ to represent a process that is waiting to receive on channel $c$. Thus, at each point of time $\tau < |\sigma|$, $\sigma.comm(\tau) \subseteq \{(c, \vartheta) | c \in CHAN, \vartheta \in VAL\} \cup \{c! | c \in CHAN\} \cup \{c? | c \in CHAN\}$. For an output statement $c!3$ this leads to

$$\mathcal{M}(c!e) = \{\sigma | \text{ there exists a } \tau \in TIME \text{ such that}$$

$$\text{for all } \tau_1, 0 \leq \tau_1 < \tau: \sigma.comm(\tau_1) = \{c!\},$$

$$\text{for all } \tau_2, \tau \leq \tau_2 < \tau + K_c: \sigma.comm(\tau_2) = \{(c, 3)\},$$

$$|\sigma| = \tau + K_c, \text{ and } \sigma.fin = \sigma.init\}$$

Now minimal waiting, as a consequence of maximal parallelism, can be expressed easily; not both $c! \in \sigma.comm(\tau)$ and $c? \in \sigma.comm(\tau)$, that is, $c! \not\in \sigma.comm(\tau)$ or $c? \not\in \sigma.comm(\tau)$, for all $\tau < |\sigma|$. 51
2.3.4 Extension to Non-Terminating Computations

In the previous sections we have completely ignored non-terminating computations. This is unsatisfactory since this implies that any non-terminating program satisfies the specification (e.g., pre- and postcondition) trivially. Then a separate formalism is required to show termination of programs. Furthermore, many applications deal with programs that are, in principle, non-terminating or that only terminate in exceptional cases. Especially real-time systems often consist of so-called reactive processes (see [HP85]) that are typically non-terminating and that have an intensive interaction with their environment. Hence we also want to describe the timed communication behaviour of non-terminating processes. This means that for any execution of a program $S$ we now want to observe:

- the initial state and the starting time of $S$,
- the timed communication behaviour of $S$, and
- if $S$ terminates then the final state and the termination time of $S$.

Therefore, the domain of $\sigma.comm$ is allowed to be $[0, \infty)$ (i.e., $TIME$) to describe the communication behaviour of a non-terminating execution. In the semantics of $e!3$ we now have to add the possibility that this statement has to wait forever for a communication partner and never performs the actual communication. This can be done by adding the following set to $M(e!3)$:

\[
\{ \sigma \mid \text{for all } \tau_1 \in TIME, \tau_1 \geq 0: \sigma.comm(\tau_1) = \{ e! \} \}.
\]

More details will be given in subsequent chapters where we use a similar semantic model to describe the real-time semantics of several versions of our programming language.
Chapter 3

Compositionality and Real-Time

This chapter contains the basic foundations of our real-time formalism. Therefore we consider a simple real-time programming language with (maximal) parallelism and synchronous message passing. To highlight the main points of our framework we do not consider program variables in this chapter. In subsequent chapters we show that the basic formalism described in this chapter can be modified to deal with variables and uniprocessor implementations.

The syntax and informal semantics of our programming language are given in Section 3.1. Based on the results from the previous chapter, we define a denotational semantics for this language in Section 3.2. Next we formulate two compositional proof systems for our programming language. Section 3.3 contains a proof system which is based on correctness formulae of the form $S \mathfrak{sat} \varphi$, with $S$ a program and $\varphi$ an assertion using a real-time version of temporal logic. The second formalism, described in Section 3.4, uses extended Hoare triples of the form $C : \{p\} S \{q\}$, where $C$ is a commitment about the real-time communication behaviour of $S$, $p$ a precondition and $q$ a postcondition. The assertions $C$, $p$ and $q$ are expressed in a first-order logic. The two formalisms are illustrated by an example of a watchdog timer. Both proof systems are proved sound and relatively complete. Details of these proofs for the temporal logic approach from Section 3.3 can be found in Appendix B. The proofs of soundness and relative completeness of the Hoare-style formalism from Section 3.4 are given in Appendix C.

3.1 Real-Time Programming Language

Our real-time programming language is based on the Occam-like language from Chapter 2 and akin to real-time versions of CSP as defined in [KSR+88,HGR87]. We add a real-time statement delay $d$ which suspends the execution for (at least) $d$ time units. This statement is also used in the language Ada [Ada83] and corresponds to a wait $d$ statement in KSRGA,HGR. Similar to a delay-statement in the select construct of Ada, such a delay-statement is allowed in a guard of a guarded command to enable
the programming of time-outs.

To investigate the basic real-time framework, no program variables are used—we consider only the (real-time) communication behaviour. In the next chapter we show how this framework can be extended to a language with program variables. Processes communicate and synchronize by message passing via unidirectional channels, each connecting exactly two processes. Communication is synchronous.

3.1.1 Syntax and Informal Meaning

Let \( \text{TIME} \) be some countable ordered time domain and \( \infty \) a special symbol, \( \infty \notin \text{TIME} \). The syntax of our programming language is given in Table 3.1, with \( n \in \mathbb{N} \), \( c, c_1, \ldots, c_n \in \text{CHAN} \), \( d \in \text{TIME} \), and \( d_0 \in \text{TIME} \cup \{ \infty \} \), \( d_0 > 0 \).

<table>
<thead>
<tr>
<th>Statement</th>
<th>( S := ) skip</th>
<th>delay ( d )</th>
<th>( c! )</th>
<th>( c? )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_1; S_2 )</td>
<td>( G )</td>
<td>( \star G )</td>
<td>( S_1</td>
<td></td>
</tr>
<tr>
<td>Guarded Command</td>
<td>( G := ) ([\bigcap_{i=1}^{n} c_i? \rightarrow S_i</td>
<td></td>
<td>\text{delay } d_0 \rightarrow S] )</td>
<td></td>
</tr>
</tbody>
</table>

Since we have slightly modified the syntax of our programming language, we briefly mention the informal meaning of statements:

**Atomic statements**

- \( \text{skip} \) terminates immediately.
- \( \text{delay } d \) suspends execution for \( d \) time units.
- \( c! \) is used to send a signal along channel \( c \). (In this chapter we do not consider the value transmitted.) Since we are assuming synchronous communication, a statement \( c! \) is suspended until the receiving process executes a statement \( c? \).
- \( c? \) is used to receive a signal along channel \( c \). An input statement \( c? \) is suspended until the sending process executes an output statement \( c! \).

**Compound statements**

- \( S_1; S_2 \) indicates sequential composition of statements \( S_1 \) and \( S_2 \).
- Guarded command \( \bigcap_{i=1}^{n} c_i? \rightarrow S_i || \text{delay } d \rightarrow S \) is executed as follows: wait at most \( d \) time units for some input guard \( c_i? \) to become enabled, that is, until communication can actually occur along one of the \( c_i \) because a communication partner becomes available. If at least one of the \( c_i \)-communications is possible (before \( d \) time units have elapsed), one of these communications (non-deterministically chosen) is performed and thereafter the corresponding \( S_i \) is executed. If no guard is enabled within \( d \) time units after the start of the execution of the command, then \( S \) is executed.
Example 3.1.1 This construct makes it possible to model a time-out, i.e., to restrict the waiting period for certain communications. Consider the guarded command \[ c?x \rightarrow S_1 \parallel [\text{delay } 5 \rightarrow S_2]; \] if there is no partner available for the input statement within 5 time units then the delay-alternative is taken and \( S_2 \) is executed.

- \( \ast G \) indicates repeated execution of guarded command \( G \). Since we do not consider boolean guards in this chapter, execution of \( \ast G \) never terminates.
- \( S_1 \parallel S_2 \) indicates parallel execution of \( S_1 \) and \( S_2 \) according to the maximal parallelism model (see Section 2.3.1).

We often use \( \lbrack \prod_{i=1}^{n} c_i? \rightarrow S_i \rbrack \) as an abbreviation for \( \lbrack \prod_{i=1}^{n} c_i? \rightarrow S_i \parallel [\text{delay } \infty \rightarrow S] \), if \( n > 0 \). If \( n = 0 \) in \( \lbrack \prod_{i=1}^{n} c_i? \rightarrow S_i \parallel [\text{delay } d \rightarrow S] \) then we write \( [\text{delay } d \rightarrow S] \).

Let \( DCHAN \) be the set of channels extended with directional channels; \( DCHAN = CHAN \cup \{c! \mid c \in CHAN\} \cup \{c? \mid c \in CHAN\} \).

Definition 3.1.1 (Channels Occurring in Statement) The set of (directional) channels occurring in a statement \( S \), notation \( dch(S) \), is defined as the smallest subset of \( DCHAN \) such that if \( c \) is an output channel of \( S \) then \( \{c, c!\} \subseteq dch(S) \), and if \( c \) is an input channel of \( S \) then \( \{c, c?\} \subseteq dch(S) \).

3.1.2 Syntactic Restrictions

Similar to the previous chapter a number of syntactic constraints are imposed upon statements to guarantee that a channel connects exactly two processes. With the definition of \( dch(S) \) above we can now express these restrictions formally as follows:

- For \( S_1; S_2 \) we require that, for all \( c \in CHAN \), \( c! \in dch(S_1) \) implies \( c? \notin dch(S_2) \), and \( c? \in dch(S_1) \) implies \( c! \notin dch(S_2) \).

- For a guarded command \( G \equiv \lbrack \prod_{i=1}^{n} c_i? \rightarrow S_i \parallel [\text{delay } d \rightarrow S_0] \rbrack \) we require
  - for all \( i \in \{1, \ldots, n\} \) that \( c_i! \notin dch(G) \), and
  - for all \( i, j \in \{0, 1, \ldots, n\}, i \neq j, \) and \( c \in CHAN \) that \( c! \notin dch(S_i) \) implies \( c? \notin dch(S_j) \), and \( c? \in dch(S_i) \) implies \( c! \notin dch(S_j) \).

- For \( S_1 \parallel S_2 \) we require \( dch(S_1) \cap dch(S_2) \subseteq CHAN \).

3.1.3 Basic Timing Assumptions

As explained in Section 2.3.1, to determine the real-time behaviour of programs we have to make assumptions about the execution time of atomic statements and the extra time needed to execute compound constructs. In our proof systems the correctness of a program with respect to a specification, which may include timing constraints, is verified relative to these assumptions.
In this chapter we use the maximal parallelism model to represent the situation that every process has its own processor. Hence, a process never waits for the execution of a local, non-communication, command. An input or output command can cause a process to wait, but only when no communication partner is available; as soon as a partner is available the communication must take place. Thus the maximal parallelism model implies a minimal waiting period.

For simplicity, we assume that there is no overhead for compound statements and that a delay $d$ statement takes exactly $d$ time units. Furthermore we assume given a constant $K_c > 0$ such that each communication, i.e., without the waiting period, takes $K_c$ time units. In Section 3.2.3 we show that the semantics can be easily generalized to the case where the duration of a communication period is not constant, but an element of a given set.
3.2 Denotational Semantics

3.2.1 Computational Model

Since we do not consider program variables in this chapter, we can simplify the computational model described in Section 2.3. Here our formal model of real-time communication behaviour consists of a mapping from points of time to sets of channel names, indicating the channels along which messages are being transmitted at any given time. In addition to the names of the channels along which a communication takes place, the model includes information about those processes waiting to send or waiting to receive messages on their incident channels at any given time. Using this information, the formalism enforces minimal waiting in our maximal parallelism model by requiring that no pair of processes is ever simultaneously waiting to send and waiting to receive, respectively, on a shared channel.

For simplicity, the time domain used in the semantics equals the domain TIME which is used in the syntax. As already explained in Section 2.3, we take a dense time domain; we assume that TIME = {t ∈ ℚ | t ≥ 0}, i.e., the nonnegative rationals. For notational convenience, a special value ∞ is used with the following properties:

∞ ∉ TIME, for all t ∈ TIME: t < ∞, and for all t ∈ TIME ∪ {∞}: t + ∞ = ∞ + t = ∞, ∞ - t = ∞, t × ∞ = ∞ × t = ∞, max(∞, t) = max(t, ∞) = ∞, min(∞, t) = min(t, ∞) = t, and min ∅ = ∞.

Definition 3.2.1 (Model) Let τ₀ ∈ TIME ∪ {∞}.
A model σ (of a real-time computation) is a mapping σ : [0, τ₀) → ϕ(DCHAN).

Definition 3.2.2 (Length of a Model) For a model σ with domain [0, τ₀) the length of σ, denoted by |σ|, is defined as |σ| = τ₀.

Thus, for all t ∈ TIME, with t < |σ|, we have σ(t) ⊆ DCHAN. Informally, a model σ represents the communication behaviour at each point in time during an execution of a program. If |σ| = ∞ then σ represents a non-terminating computation, and if |σ| < ∞ then it represents a computation that terminates at time |σ|. For a point of time t, τ < |σ|, and a channel name c ∈ CHAN, we have three possible elements c, c! and c? for σ(t) with the following meaning:

- c ∈ σ(t) if a communication takes place along channel c at time τ;
- c! ∈ σ(t) if a process is waiting to send along channel c at time τ;
- c? ∈ σ(t) if a process is waiting to receive along channel c at time τ.

Henceforth, we use the following definitions.

Definition 3.2.3 (Channels Occurring in a Model) The set of (directional) channels occurring in a model σ, denoted by dch(σ), is defined as dch(σ) = ∪ t<|σ| σ(t).
Definition 3.2.4 (Projection) Let \( \text{cset} \subseteq \text{DCHAN} \). Define the projection of a model \( \sigma \) onto \( \text{cset} \), denoted by \( [\sigma]_{\text{cset}} \), as follows: \( |[\sigma]_{\text{cset}}| = |\sigma| \) and, for all \( \tau < |\sigma| \), \( [\sigma]_{\text{cset}}(\tau) = \sigma(\tau) \cap \text{cset} \).

Lemma 3.2.5 For all \( \sigma \) and \( \text{cset} \subseteq \text{DCHAN} \), \( \text{dch}(\sigma) \subseteq \text{cset} \) iff \( \sigma = [\sigma]_{\text{cset}} \).

Proof: \( \text{dch}(\sigma) \subseteq \text{cset} \) iff \( \bigcup_{\tau < |\sigma|} \sigma(\tau) \subseteq \text{cset} \) iff for all \( \tau < |\sigma| \), \( \sigma(\tau) = \sigma(\tau) \cap \text{cset} \) iff \( \sigma = [\sigma]_{\text{cset}} \). \( \Box \)

Definition 3.2.6 (Concatenation of Models) Define the concatenation of two models \( \sigma_1 \) and \( \sigma_2 \), denoted by \( \sigma_1 \sigma_2 \), as

\[
|\sigma_1 \sigma_2| = |\sigma_1| + |\sigma_2| \quad \text{and} \quad \sigma_1 \sigma_2(\tau) = \begin{cases} \sigma_1(\tau) & \text{for all } \tau < |\sigma_1| \\ \sigma_2(\tau - |\sigma_1|) & \text{for all } |\sigma_1| \leq \tau < |\sigma_1| + |\sigma_2| \end{cases}
\]

Note that, for all models \( \sigma_1, \sigma_2, \) and \( \sigma_3 \),

- if \( |\sigma_1| = \infty \) then \( \sigma_1 \sigma_2 = \sigma_1 \),
- \( \text{dch}(\sigma_1 \sigma_2) \subseteq \text{dch}(\sigma_1) \cup \text{dch}(\sigma_2) \),
- if \( |\sigma_1| < \infty \) then \( \text{dch}(\sigma_1 \sigma_2) = \text{dch}(\sigma_1) \cup \text{dch}(\sigma_2) \), and
- concatenation of models is associative, i.e., \( (\sigma_1 \sigma_2) \sigma_3 = \sigma_1 (\sigma_2 \sigma_3) \); thus we can omit the brackets and write \( \sigma_1 \sigma_2 \sigma_3 \).

Next we define a semantic operator which corresponds to sequential composition.

Definition 3.2.7 (Concatenation of Sets of Models) For two sets of models \( \Sigma_1 \) and \( \Sigma_2 \), the concatenation of these sets is defined by

\[
\text{SEQ}(\Sigma_1, \Sigma_2) = \{ \sigma_1 \sigma_2 \mid \sigma_1 \in \Sigma_1, \text{ and } \sigma_2 \in \Sigma_2 \}.
\]

Since concatenation of models is associative, so is \( \text{SEQ} \).

Finally, we define the part of a model \( \sigma \) before a time \( \tau \) and after a time \( \tau \).

Definition 3.2.8 (Restriction of Models) For a model \( \sigma \) and a time \( \tau \in \text{TIME} \cup \{ \infty \} \) we define the part of \( \sigma \) before \( \tau \), denoted \( \sigma \downarrow \tau \), and the part of \( \sigma \) at and after \( \tau \), denoted \( \sigma \uparrow \tau \), as

- \( |\sigma \downarrow \tau| = \min(|\sigma|, \tau) \) and \( (\sigma \downarrow \tau)(\tau^\prime) = \sigma(\tau^\prime) \), for \( \tau^\prime < |\sigma \downarrow \tau| \), and
- \( |\sigma \uparrow \tau| = \max(|\sigma| - \tau, 0) \) and \( (\sigma \uparrow \tau)(\tau^\prime) = \sigma(\tau^\prime + \tau) \), for \( \tau^\prime < |\sigma \uparrow \tau| \).

For a set of models \( \Sigma \) we define \( \Sigma \downarrow \tau = \{ \sigma \downarrow \tau \mid \sigma \in \Sigma \} \).

Note:

- If \( \tau > |\sigma| \) then \( \sigma \downarrow \tau = \sigma \) and \( |\sigma \uparrow \tau| = 0 \).
- For all \( \tau, \sigma = (\sigma \downarrow \tau)(\sigma \uparrow \tau) \).
3.2.2 Formal Semantics

A compositional semantics for our programming language is defined using the computational model of the previous section. The meaning of a program $S$, denoted by $\mathcal{M}(S)$, is the set of models representing the possible computations of $S$ starting at time 0. $\mathcal{M}(S)$ is defined by induction on the structure of $S$ according to the grammar in Table 3.1.

Skip

A skip-statement terminates immediately, which is expressed by the unique model that has length 0.

$$\mathcal{M}(\text{skip}) = \{\sigma \mid |\sigma| = 0\}$$

Delay

A delay $d$ terminates after exactly $d$ time units.

$$\mathcal{M}(\text{delay } d) = \{\sigma \mid \text{for all } \tau < |\sigma|, \sigma(\tau) = \emptyset, \text{ and } |\sigma| = d\}$$

Send and Receive

Observe that in the execution of an io-statement there are, in general, two time-periods; first there is a waiting period during which no communication partner is available (recall that communication is synchronous) and, secondly, when such a partner is ready to communicate, there is a period (of $K_c$ time units) during which the actual communication takes place. For an output command $c!$ (see Figure 3.1) these two periods are represented by two sets of models $\text{WaitSend}(c)$ and $\text{Comm}(c)$ defined below. Then the semantics of $c!$ is defined as

$$\mathcal{M}(c!) = \text{SEQ}(\text{WaitSend}(c), \text{Comm}(c))$$

with $\text{WaitSend}(c) = \{\sigma \mid \text{there exists a } \tau \in \text{TIME} \cup \{\infty\} \text{ such that for all } \tau_1 < \tau: \sigma(\tau_1) = \{c!\} \text{ and } |\sigma| = \tau\}$

and $\text{Comm}(c) = \{\sigma \mid \text{for all } \tau < |\sigma|: \sigma(\tau) = \{c\}, \text{ and } |\sigma| = K_c\}$. Note that $\text{WaitSend}(c)$ allows non-terminating models, representing an infinite waiting period for a communication partner. Similarly, we define
\[ M(c?) = SEQ(WaitRec(c), Comm(c)) \]

where \( WaitRec(c) \) is defined similar to \( WaitSend(c) \).

Sequential Composition

Using the \( SEQ \) operator defined above, sequential composition is straightforward:

\[ M(S_1; S_2) = SEQ(M(S_1), M(S_2)) \]

Since \( SEQ \) is associative, sequential composition is also associative, that is, \( M((S_1; S_2); S_3) = M(S_1; (S_2; S_3)) \). This justifies the use of \( S_1; S_2; S_3 \).

Guarded Command

For a guarded command \( G \equiv [\prod_{i=1}^n c_i? \rightarrow S_i]\{\text{delay } d \rightarrow S\} \) there are two possibilities after the usual requesting and executing periods:

- Either a communication along one of the \( c_i \) can be performed, represented by \( Comm(G) \) below, before \( d \) time units have elapsed. Then this communication is preceded by a period shorter than \( d \) time units during which \( G \) is ready to communicate on all channels \( c_1, \ldots, c_n \).
- Or there is a time-out, that is, no communication is possible within \( d \) time units. Then there is a waiting period of \( d \) time units, followed by the execution of \( S \).

This leads to the following definition:

\[ M(G) = SEQ(LimitedWait(G), Comm(G)) \cup SEQ(TimeOut(G), M(S)) \]

where \( LimitedWait(G) = \{ \sigma \mid \sigma \in Wait(G) \text{ and } |\sigma| < d \} \)

and \( TimeOut(G) = \{ \sigma \mid \sigma \in Wait(G) \text{ and } |\sigma| = d \} \)

with \( Wait(G) = \{ \sigma \mid \text{there exists a } \tau \in TIME \cup \{ \infty \} \text{ such that for all } \tau_1 < |\sigma| : \sigma(\tau_1) = \{c_1?, \ldots, c_n?\} \text{ and } |\sigma| = \tau \} \)

and \( Comm(G) = \{ \sigma \mid \text{there exists a } k \in \{1, \ldots, n\} \text{ such that } \sigma \in SEQ(Comm(c_k), M(S_k)) \} \).

If \( n = 0 \) or \( d = \infty \) then this semantics can be reduced:

- If \( n = 0 \) then \( Wait(G) = \{ \sigma \mid \text{there exists a } \tau \in TIME \cup \{ \infty \} \text{ such that for all } \tau_1 < |\sigma| : \sigma(\tau_1) = \emptyset, \text{ and } |\sigma| = \tau \} \text{ and } Comm(G) = \emptyset. \text{ Thus } \)
  \[ SEQ(LimitedWait(G), Comm(G)) = \{ \sigma \mid \sigma \in LimitedWait(G) \text{ and } |\sigma| = \infty \} = \{ \sigma \mid \sigma \in Wait(G) \text{, } |\sigma| < d, \text{ and } |\sigma| = \infty \} = \emptyset, \text{ and } \)
  \[ TimeOut(G) = \{ \sigma \mid \sigma \in Wait(G) \text{ and } |\sigma| = d \} = \{ \sigma \mid \text{there exists a } \tau \in TIME \cup \{ \infty \} \text{ such that for all } \tau_1 < |\sigma| : \sigma(\tau_1) = \emptyset, \text{ and } |\sigma| = d \} = M(\text{delay } d). \text{ Thus } \)
  \[ M([\text{delay } d \rightarrow S]) = SEQ(TimeOut(G), M(S)) = SEQ(M(\text{delay } d), M(S)) = M(\text{delay } d; S). \]
• If \( d = \infty \) and \( M(S) \neq \emptyset \) (which follows from Lemma 3.2.14 below) then

\[
\text{TimeOut}(G) = \{ \sigma \mid \sigma \in \text{Wait}(G) \text{ and } |\sigma| = \infty \},
\]

and thus

\[
\text{SEQ}(\text{TimeOut}(G), M(S)) = \text{TimeOut}(G).
\]

Hence \( M([\{c_i \mid i \in [n] \rightarrow S_i}\}) = \text{SEQ}(\text{LimitedWait}(G), \text{Comm}(G)) \cup \text{SEQ}(\text{TimeOut}(G), M(S)) = \text{SEQ}(\text{LimitedWait}(G), \text{Comm}(G)) \cup \text{TimeOut}(G) = \text{SEQ}(\{ \sigma \mid \sigma \in \text{Wait}(G) \text{ and } |\sigma| < \infty \}, \text{Comm}(G)) \cup \{ \sigma \mid \sigma \in \text{Wait}(G) \text{ and } |\sigma| = \infty \} = \text{SEQ}(\text{Wait}(G), \text{Comm}(G)).
\]

Note that if \( \sigma \in M(G) \) then \( |\sigma| > \min(d, K_c) \) and hence, since \( d > 0 \) and \( K_c > 0 \), there exists a constant \( K > 0 \) such that \( \sigma \in M(G) \) implies \( |\sigma| > K \).

Iteration

Every computation of \( *G \) either consists of a finite number of computations from \( G \) where the last one is non-terminating, or it consists of an infinite number of computations from \( G \). Hence, the semantics of the iteration construct \( *G \) is defined as follows:

\[
M(*G) = \{ \sigma \mid \text{there exists a } k \in \mathbb{N}, k \geq 1 \text{ and models } \sigma_1, \ldots, \sigma_k \text{ such that } \\
\sigma = \sigma_1 \cdots \sigma_k, \text{ with } \sigma_i \in M(G), \text{ for } i \in \{1, \ldots, k\}, \\
|\sigma_i| < \infty, \text{ for } i \in \{1, \ldots, k-1\}, \text{ and } |\sigma_k| = \infty \} \\
\cup \{ \sigma \mid \text{there exists an infinite sequence of models } \sigma_1, \sigma_2, \ldots \text{ such that } \\
\sigma = \sigma_1 \sigma_2 \cdots, \text{ with } \sigma_i \in M(G) \text{ and } |\sigma_i| < \infty, \text{ for } i \geq 1 \}
\]

The following lemma expresses that \( *G \) is semantically equal to \( G; *G \).

**Lemma 3.2.9** \( M(*G) \neq \emptyset \) and \( M(*G) = M(G; *G) = \text{SEQ}(M(G), M(*G)) \).

A proof of this lemma is given in Appendix A. It expresses that \( M(*G) \) is a (non-empty) fixed point of the function \( F(X) = \text{SEQ}(M(G), X) \). Note that also the empty set is a fixed point of the function \( F(X) \), since \( \text{SEQ}(M(G), \emptyset) = \emptyset \). From the following lemma we obtain that \( M(*G) \) is the only (non-empty) fixed point of \( F \).

**Lemma 3.2.10** The function \( F(X) = \text{SEQ}(M(G), X) \) has at most one non-empty fixed point.

**Proof:** This lemma is proved in Appendix A, based on the observation that for a guarded command \( G \) there exists a constant \( K > 0 \) such that \( |\sigma| \geq K \) for all \( \sigma \in M(G) \).

(By this property execution of an infinite loop in finite time is also avoided.) \(\square\)

**Corollary 3.2.11** \( M(*G) = \{ \sigma \mid |\sigma| = \infty \text{ and there exists an infinite sequence of models } \sigma_1, \sigma_2, \ldots \text{ such that } \\
\sigma = \sigma_1 \sigma_2 \cdots, \text{ with } \sigma_i \in M(G) \text{ for } i \geq 1 \} \)
Parallel Composition

The semantics of parallel composition is formulated as:

\[ \mathcal{M}(S_1 \parallel S_2) = \{ \sigma \mid dch(\sigma) \subseteq dch(S_1) \cup dch(S_2), \text{ and for } i \in \{1, 2\} \text{ there exist} \]
\[ \sigma_i \in \mathcal{M}(S_i) \text{ such that } |\sigma| = \max(|\sigma_1|, |\sigma_2|) \}
\[ [\sigma]_{dch(S_i)}(\tau) = \begin{cases} 
\sigma_i(\tau) & \text{for all } \tau < |\sigma_i| \\
\emptyset & \text{for all } \tau, |\sigma_i| \leq \tau < |\sigma|,
\end{cases} \]
\[ c \not\in \sigma(\tau) \lor c \not\in \sigma(\tau), \text{ for all } \tau < |\sigma| \}

Observe that the projection of \( \sigma \) onto (directed) channels of \( S_1 \) represents the communication behaviour during an execution of \( S_1 \) at any point before termination of \( S_1 \), and this projection yields the empty set when \( S_1 \) has terminated. Similarly, for \( S_2 \). The clause \(|\sigma| = \max(|\sigma_1|, |\sigma_2|)\) corresponds to the notion that the parallel composition of two processes terminates when and only when both processes have terminated. By requiring \( c \not\in \sigma(\tau) \lor c \not\in \sigma(\tau) \), that is, \( \neg(c \in \sigma(\tau) \wedge c \in \sigma(\tau)) \) we enforce maximal parallelism, that is, the two processes are never simultaneously waiting to communicate on a certain channel. Furthermore, consider a channel \( c \in dch(S_1) \cap dch(S_2) \), that is, a channel connecting \( S_1 \) and \( S_2 \). Then, by the definition above, for all \( \tau < |\sigma|, c \in \sigma(\tau) \) iff \( c \in ([\sigma]_{dch(S_i)})(\tau) \) iff \( c \in \sigma(\tau) \) iff \( c \in ([\sigma]_{dch(S_2)})(\tau) \) iff \( c \in \sigma(\tau) \). This expresses synchronous communication, since it asserts that \( S_1 \parallel S_2 \) communicates on a shared channel \( c \) at a certain point of time iff both \( S_1 \) and \( S_2 \) communicate on \( c \) at that time.

**Lemma 3.2.12** Parallel composition is commutative and associative.

A proof of this lemma appears in Appendix A.

**Properties of the Semantics**

A model \( \sigma \) occurring in the meaning of a program has the property that, for a channel \( c \in CHAN \), at most one of the elements \( c, c! \) and \( c? \) occurs in \( \sigma(\tau) \) at any point of time \( \tau \).

**Definition 3.2.13 (Well-Formed)** A model \( \sigma \) is well-formed iff for all \( \tau < |\sigma| \):

1. \( \neg(c! \in \sigma(\tau) \land c? \in \sigma(\tau)) \). (Minimal waiting: It is not possible to be simultaneously waiting to send and waiting to receive on a particular channel.)
2. \( \neg(c \in \sigma(\tau) \land c! \in \sigma(\tau)) \) and \( \neg(c \in \sigma(\tau) \land c? \in \sigma(\tau)) \). (Exclusion: It is not possible to be simultaneously communicating and waiting to communicate on a given channel.)

Note:

- For any \( cset \subseteq DCHAN \), if \( \sigma \) is well-formed then its projection on \( cset \), \( [\sigma]_{cset} \), is also well-formed.
• If \( \sigma_1 \) and \( \sigma_2 \) are well-formed then their concatenation \( \sigma_1\sigma_2 \) is well-formed.

• If \( \sigma_1\sigma_2 \) is well-formed then \( \sigma_1 \) is well-formed, and if \(|\sigma_1| < \infty \) then also \( \sigma_2 \) is well-formed.

Then we have the following lemma, expressing some properties of our semantic model.

**Lemma 3.2.14** For any program \( S \), \( M(S) \neq \emptyset \) and for any \( \sigma \in M(S) \):

1. \( dch(\sigma) \subseteq dch(S) \), and

2. \( \sigma \) is well-formed.

The proof of this lemma appears in Appendix A.

### 3.2.3 Variable Communication Periods

In Section 3.2.2 the semantics of the programming language has been defined under the assumption that the time it takes to perform a communication is constant and given by \( K_c \). Here we show that this assumption can be relaxed to the situation where, for each channel \( c \), we are given a set \( \text{CommTime}_c \subseteq \text{TIME} \) such that the duration of any communication along \( c \) is an element of this set. For instance, the assumption that a communication on \( c \) takes more than \( l \) time units and less than \( u \) time units is expressed by a set \( \text{CommTime}_c = \{ \tau \in \text{TIME} | l < \tau < u \} \).

In the semantics of Section 3.2.2 a communication along \( c \) is represented in a model by associating a record \( c \) with all time points in a left-closed right-open interval of length \( K_c \). Note that the fixed duration of a communication guarantees that successive communications along channel \( c \) can be distinguished. With variable communication lengths, however, the use of left-closed right-open communication intervals leads to a problem. Assume, for instance, that \( \text{CommTime}_c = \{1, 2\} \) and that \( \text{Comm}(c) \) is defined as \( \{ \sigma \mid \text{for all } r < |\sigma|: \sigma(r) = \{c\}, \text{ and } |\sigma| \in \text{CommTime}_c \} \). Then there exists a model \( \sigma_0 \in M(c?) \) with \(|\sigma_0| = 2 \) and, for all \( r < 2: \sigma_0(r) = \{c\}. \) Similarly, there exists a \( \sigma_1 \in M(c!) \) with \(|\sigma_1| = 1 \) and, for all \( r < 1: \sigma_1(r) = \{c\}, \) and thus \( \sigma_1\sigma_1 \in M(c!; c). \) Since \( \sigma_0 = \sigma_1\sigma_1, \) this leads to \( \sigma_0 \in M(c? \parallel M(c!; c)) \) and hence, by the semantics of parallel composition, \( \sigma_0 \in M(c? \parallel M(c!; c)) \). Consequently, the semantics of \( c? \parallel M(c!; c) \) contains a model which terminates at time 2, although operationally this program leads to deadlock and thus never terminates.

To solve this problem we use open intervals to represent communication periods. Formally, we define \( \text{Comm}(c) \) as

\[
\text{Comm}(c) = \{ \sigma \mid \sigma(0) = \emptyset, \text{ for all } r, 0 < r < |\sigma|: \sigma(r) = \{c\}, \text{ and } |\sigma| \in \text{CommTime}_c \}
\]

Then for two successive \( c \)-communications there is at least one point between the two communication periods at which there is no \( c \) record.
3.3 Proof System based on Metric Temporal Logic

3.3.1 Specification Language

In this section, our assertion language is a real-time version of temporal logic, called Metric Temporal Logic (MTL), which is based on a logic introduced in [KdR85] to specify time-critical systems. An extensive discussion about the foundations of this logic can be found in [Koy89,Koy90]. The basic operators from the assertion language are the until operators \( \varphi_1 U_\tau \varphi_2 \) and \( \varphi_1 U\tau \varphi_2 \) which can be considered as real-time versions of the Strong Until operator of temporal logic [MP82]. To give compositional proof rules for sequential composition and iteration, we add the "chop" operator \( C \) and the "iterated chop" operator \( C^{\infty} \). Similar operators have been defined in [BKP84] to give a compositional proof system for temporal logic specifications without real-time.

The syntax of the assertion language is given in Table 3.2; several useful abbreviations are defined in Table 3.3, with \( c \in \text{CHAN}, \tau \in \text{TIME} \cup \{\infty\} \), and \( \tau_1 \in \text{TIME} \).

Table 3.2: Syntax of MTL Assertion Language

| Assertion \( \varphi \) ::= true | comm(c) | wait(c!) | wait(c?) | done |
| \( \varphi_1 \lor \varphi_2 \) | \( \neg \varphi \) | \( \varphi_1 U_\tau \varphi_2 \) | \( \varphi_1 U\tau \varphi_2 \) |
| \( \varphi_1 C \varphi_2 \) | \( C^{\infty} \varphi \) |

Let \( dch(\varphi) \) denote the set of all \( c, c!, \) or \( c? \) occurring in \( \varphi \).

The semantics of MTL assertions is defined using the computational model of Section 3.2.1. We define inductively when an assertion \( \varphi \) holds in a model \( \sigma \), denoted \( \sigma \models \varphi \). Subsequently, we say that a model \( \sigma \) satisfies an assertion \( \varphi \) if \( \sigma \models \varphi \). We write \( \sigma \not\models \varphi \) if \( \varphi \) does not hold in \( \sigma \).

- \( \sigma \models \text{true} \)  
  (true holds in any model.)

- \( \sigma \models \text{comm}(c) \) iff \( |\sigma| > 0 \) and \( c \in \sigma(0) \)  
  (\text{comm}(c) holds in a model iff a message is being transmitted on \( c \) on that model.)

- \( \sigma \models \text{wait}(c!) \) iff \( |\sigma| > 0 \) and \( c! \in \sigma(0) \)  
  (\text{wait}(c!) holds in a model iff a process is waiting to send on \( c \) on that model.)

- \( \sigma \models \text{wait}(c?) \) iff \( |\sigma| > 0 \) and \( c? \in \sigma(0) \)  
  (\text{wait}(c?) holds in a model iff a process is waiting to receive on \( c \) on that model.)

- \( \sigma \models \text{done} \) iff \( |\sigma| = 0 \)  
  (done holds in a model iff that model has length 0.)

- \( \sigma \models \varphi_1 \lor \varphi_2 \) iff \( \sigma \models \varphi_1 \) or \( \sigma \models \varphi_2 \)  
  (\( \varphi_1 \lor \varphi_2 \) holds in a model iff at least one of \( \varphi_1 \) or \( \varphi_2 \) holds in that model.)
• $\sigma \models \neg \varphi$ iff $\sigma \not\models \varphi$
  ($\neg \varphi$ holds in a model iff $\varphi$ does not hold in that model.)

• $\sigma \models \varphi_1 \cup_{<\tau} \varphi_2$ iff there exists a $\tau_1$, $0 \leq \tau_1 < \tau$, such that $\sigma \uparrow \tau_1 \models \varphi_2$, and for all $\tau_2$, $0 \leq \tau_2 < \tau_1$, $\sigma \uparrow \tau_2 \models \varphi_1$.
  ($\varphi_1 \cup_{<\tau} \varphi_2$ holds in a model iff $\varphi_2$ holds at some point within $\tau$ time units and $\varphi_1$ holds continuously until that point.)

• $\sigma \models \varphi_1 \cup_{=\tau} \varphi_2$ iff $\sigma \uparrow \tau \models \varphi_2$, and for all $\tau_1$, $0 \leq \tau_1 < \tau$, $\sigma \uparrow \tau_1 \models \varphi_1$.
  ($\varphi_1 \cup_{=\tau} \varphi_2$ holds in a model iff $\varphi_2$ holds after exactly $\tau$ time units and $\varphi_1$ holds continuously until that point.)

• $\sigma \models \varphi_1 \cap \varphi_2$ iff there exist models $\sigma_1$ and $\sigma_2$ such that $\sigma = \sigma_1 \sigma_2$, $\sigma_1 \models \varphi_1$, and $\sigma_2 \models \varphi_2$.
  ($\varphi_1 \cap \varphi_2$ holds in a model iff that model can be "partitioned" into models $\sigma_1$ and $\sigma_2$ such that $\sigma_1$ satisfies $\varphi_1$ and $\sigma_2$ satisfies $\varphi_2$.)

• $\sigma \models C^{\infty} \varphi$ iff there exist an infinite sequence of models $\sigma_1$, $\sigma_2$, $\sigma_3$, ... such that $\sigma = \sigma_1 \sigma_2 \sigma_3 \ldots$ and $\sigma_i \models \varphi$ for all $i \geq 0$.
  ($C^{\infty} \varphi$ holds in a model iff that model can be partitioned into a sequence of models $\sigma_1$, $\sigma_2$, $\sigma_3$, ... such that $\sigma_1$, $\sigma_2$, $\sigma_3$, ... all satisfy $\varphi$.)

Note. In [HW89] we have used a more general framework in which we can also define (real-time) temporal operators that refer to the past (see, e.g., [KdR85,LPZ85,Koy89]). To define the meaning of such operators, the past of a model should be available at any point of time. Hence we have used the notation $\langle \sigma, \tau \rangle \models \varphi$ to express that $\varphi$ holds in a model $\sigma$ at time $\tau$. For instance,

$\langle \sigma, \tau \rangle \models \square \varphi$ iff for all $\tau_1, 0 \leq \tau_1 \leq \tau$, $\langle \sigma, \tau_1 \rangle \models \varphi$.

Examples in [KVR83,KdR85] indicate that the use of such past time operators can be convenient for certain specifications.

End Note

Table 3.3: Syntactic Abbreviations

<table>
<thead>
<tr>
<th>$false$</th>
<th>$true$</th>
<th>$\neg true$</th>
<th>$false \land false$</th>
<th>$\neg (\neg \varphi_1 \lor \neg \varphi_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\diamond &lt;_\tau \varphi$</td>
<td>$true \cup_{&lt;\tau} \varphi$</td>
<td>$\varphi_1 \rightarrow \varphi_2$</td>
<td>$\neg \varphi_1 \lor \varphi_2$</td>
<td>$\neg (\diamond &lt;_\tau \neg \varphi)$</td>
</tr>
<tr>
<td>$\diamond \varphi$</td>
<td>$\diamond &lt;_\infty \varphi$</td>
<td>$\diamond =_\tau \varphi$</td>
<td>$true \cup_{=\tau} \varphi$</td>
<td>$\varphi_1 \cup \varphi_2$</td>
</tr>
<tr>
<td>$\square &lt;_\tau \varphi$</td>
<td>$\neg \diamond &lt;_\tau \neg \varphi$</td>
<td>$\varphi_1 \cup \varphi_2$</td>
<td>$\varphi_1 \cup &lt;_\infty \varphi_2$</td>
<td>$\varphi_1 \cup \varphi_2$</td>
</tr>
<tr>
<td>$\square \varphi$</td>
<td>$\neg \diamond \varphi$</td>
<td>$\varphi_1 \cup \varphi_2$</td>
<td>$(\varphi_1 \cup \varphi_2) \lor \square \varphi_1$</td>
<td></td>
</tr>
</tbody>
</table>

We give informal descriptions for several of the abbreviations defined in Table 3.3:

• $\diamond \varphi$: eventually $\varphi$ will be true
• $\diamond <_\tau \varphi$: $\varphi$ will be true within $\tau$ time units
• □ \varphi: henceforth \varphi will be true
• \square_{<\tau} \varphi: \varphi will be continuously true during the next \tau time units
• \varphi_1 \cup \varphi_2 (strong until): eventually \varphi_2 will hold and until that point \varphi_1 holds continuously
• \varphi_1 \cup \varphi_2 (weak until or unless): same as the strong until but allows the possibility that \varphi_1 holds henceforth, in which case \varphi_2 need never hold

Further, for a finite set cset \subseteq DCHAN, we define the abbreviation noact(cset) as

\text{noact}(cset) \equiv \bigwedge_{c_1 \in cset} \neg \text{wait}(c_1) \land \bigwedge_{c_2 \in cset} \neg \text{wait}(c_2) \land \bigwedge_{c \in cset} \neg \text{comm}(c).

Thus \text{noact}(cset) asserts that no activity takes place on the channels in cset.

Lemma 3.3.1 For all models \sigma, and for all cset_1, cset_2 \subseteq DCHAN, if \sigma \models \Box \text{noact}(cset_2 - cset_1) then [\sigma]_{cset_1 \cup cset_2} = [\sigma]_{cset_1}.

Proof: First note that, by the definition of projection, \| [\sigma]_{cset_1 \cup cset_2} \| = [\sigma]_{cset_1}. Thus, to obtain [\sigma]_{cset_1 \cup cset_2} = [\sigma]_{cset_1} we have to prove [\sigma]_{cset_1 \cup cset_2}(\tau) = [\sigma]_{cset_1}(\tau), for all \tau < [\sigma]. Since cset_1 \cup cset_2 = cset_1 \cup (cset_2 - cset_1), [\sigma]_{cset_1 \cup cset_2} = [\sigma]_{cset_1 \cup (cset_2 - cset_1)} and thus, (see also Lemma A.0.1, point 3, in Appendix A), for all \tau < [\sigma], [\sigma]_{cset_1 \cup (cset_2 - cset_1)}(\tau) = [\sigma]_{cset_1}(\tau) \cup [\sigma]_{cset_2 - cset_1}(\tau).

It remains to prove [\sigma]_{cset_2 - cset_1}(\tau) = \varnothing, for all \tau < [\sigma]. Assume \sigma \models \Box \text{noact}(cset_2 - cset_1). Then \sigma \models \Box \neg \text{comm}(c), for all c \in cset_2 - cset_1. Thus, for all \tau < [\sigma] and all c \in cset_2 - cset_1, c \notin \sigma(\tau), and hence [\sigma]_{cset_2 - cset_1}(\tau) \cap CHAN = \varnothing.

Similarly, [\sigma]_{cset_2 - cset_1}(\tau) \cap \{c_1, c_2 | c \in CHAN\} = \varnothing. Hence [\sigma]_{cset_2 - cset_1}(\tau) = \varnothing. □

Next we define when an assertion is valid and when a program S satisfies an assertion \varphi.

Definition 3.3.2 (Valid Assertion) A MTL assertion \varphi is valid, denoted \models \varphi, iff \varphi is satisfied by all models, i.e., \sigma \models \varphi for all models \sigma.

Example 3.3.1 Note that \models \neg \text{done} \ U \text{done}, \models (\text{true} \ U_{=\tau} \text{done}) \rightarrow (\neg \text{done} \ U_{=\tau} \text{done}),
\models \Box (\text{comm}(c) \rightarrow \neg \text{done}), and \models \Box (\text{done} \rightarrow \Box \neg \text{comm}(c)). □

Definition 3.3.3 (Satisfaction) A program S satisfies an MTL assertion \varphi, denoted \models S \text{ sat } \varphi, iff all models in \mathcal{M}(S) satisfy \varphi, that is, \sigma \models \varphi for all \sigma \in \mathcal{M}(S).

For convenience, when S satisfies \varphi according to Definition 3.3.3 we also say that \varphi is valid for S. Finally, the following lemma expresses that two programs satisfy exactly the same assertions if and only if they have the same semantics.

Lemma 3.3.4 \{ \varphi | S_1 \text{ sat } \varphi \text{ is valid } \} = \{ \varphi | S_2 \text{ sat } \varphi \text{ is valid } \} \iff \mathcal{M}(S_1) = \mathcal{M}(S_2).

A proof of this lemma appears in Appendix A.
Figure 3.2: Watchdog Timer Network

Example To illustrate these formalisms with a simple example, we consider the network pictured in Fig. 3.2. Process $W$ is a "watchdog" process: its job is to ensure that processes $P_1, \ldots, P_n$ are functioning properly. We abstract from the task that has to be performed by $P_i$, but we assume that $P_i$ is functioning correctly iff it is ready to send (or sending) a reset signal on channel $re_i$ to $W$ at least once every, say, 10 time units. So long as all processes $P_i$ are ready to send a reset signal in time, watchdog timer $W$ communicates on each $re_i$ at least once every 10 time units and then it does not communicate on channel $al$. As soon as $W$ has to wait for a reset signal on a particular $re_i$ during 10 time units, then it is ready to send (or sending) an alarm message on channel $al$ within, say, $K$ time units. An expired waiting period is specified by $wait.err \equiv \forall_{i=1}^n \square <_{10} wait(re_i?)$. Define $comm \equiv \bigwedge_{i=1}^n \diamond <_{10} comm(re_i)$, specifying that a communication occurs within 10 time units on each channel $re_i$. The communication behaviour of $W$ with respect to the $re_i$ is then specified by $comm U wait.err$. In addition, process $W$ does not send on channel $al$ as long as $comm$ holds. If $wait.err$ becomes true, $W$ tries to send an alarm signal on $al$ within $K$ time units after the end of an expired waiting period (of 10 time units), so within $10+K$ time units after the start of the waiting period. Nothing is specified about the behaviour of $W$ after a communication on $al$. Hence we specify $W$ as follows

$$W \mathbin{sat} (comm \land \neg comm(al)) U (wait.err \land \diamond <_{10+K} [wait(al?) U comm(al)]).$$

Note the use of $(wait(al?) U comm(al))$, specifying that $W$ is willing to send a message on $al$ until a communication actually takes place. This style of specification is necessary for synchronous communication.

In Section 3.3.2 we prove that if each $P_i$ is ready to send (or sending) on channel $re_i$ at least every 10 time units then no signal on $al$ is sent. To specify that the $P_i$ are functioning properly, we assume $P_i \mathbin{sat} \square <_{10} [wait(re_i!) U comm(re_i)]$, for all $i$. This asserts that at any given time, within the next 10 time units $P_i$ will be waiting to send on $re_i$ until a communication takes place. Given our specifications for $P_1, \ldots, P_n$ and $W$, we are able to prove $P_1 \parallel \cdots \parallel P_n \parallel W \mathbin{sat} \square \neg comm(al)$. 
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3.3.2 Proof System

Let ϕ be an assertion in MTL and let S be a program. We define a compositional proof system for verifying $S \vdash \varphi$ whenever ϕ is valid for S. First we axiomatize the well-formedness properties of the semantic model. Let cset be a finite subset of DCHAN.

**Axiom 3.3.5 (Well-Formedness)**

$S \vdash WF_{cset}$

where $WF_{cset} \equiv \Box (\text{MinWait}_{cset} \land \text{Exclusion}_{cset})$.

MinWait$_{cset}$ and Exclusion$_{cset}$ are axiom schemes applied to each finite set $cset \subseteq DCHAN$:

$$\text{MinWait}_{cset} \equiv \bigwedge_{\{c!,c?\} \subseteq cset} \neg (\text{wait}(c!) \land \text{wait}(c?))$$

$$\text{Exclusion}_{cset} \equiv (\bigwedge_{\{c,c?\} \subseteq cset} \neg (\text{comm}(c) \land \text{wait}(c))) \land (\bigwedge_{\{c!,c?\} \subseteq cset} \neg (\text{comm}(c) \land \text{wait}(c?)))$$

**Note:** A weaker version of our minimal waiting requirement, $\Box \neg (\text{wait}(c!) \land \text{wait}(c?))$, can be found in the compositional proof system of [BKP84] for a CSP-like language. To describe blocking behaviour, their non-real-time temporal logic also contains primitives to express that a process is waiting to communicate. Then they introduce a so-called "justice constraint" to express that, for any channel c, both sender and receiver are not eventually blocked forever, i.e., $\neg \Diamond \Box (\text{wait}(c!) \land \text{wait}(c?))$. Since this is equivalent to $\Box \Diamond \neg (\text{wait}(c!) \land \text{wait}(c?))$, for any channel c, it can be considered as a non-real-time version of our minimal waiting requirement.

The next axiom expresses that a program does not (try to) communicate on channels which do not syntactically occur in the program. For each finite set $cset \subseteq DCHAN$:

**Axiom 3.3.6 (Communication Invariance)**

$S \vdash \Box \text{noact}(cset)$

provided $cset \cap dch(S) = \emptyset$.

Furthermore, we have a conjunction rule and a consequence rule:

**Rule 3.3.7 (Conjunction)**

$$S \vdash \varphi_1, S \vdash \varphi_2 \quad \Rightarrow \quad S \vdash \varphi_1 \land \varphi_2$$

**Rule 3.3.8 (Consequence)**

$$S \vdash \varphi_1, \varphi_1 \rightarrow \varphi_2 \quad \Rightarrow \quad S \vdash \varphi_2$$

Next we give axioms for the four atomic statements.

**Axiom 3.3.9 (Skip)**

$\text{skip} \vdash \text{done}$

(skip causes immediate termination.)
Axiom 3.3.10 (Delay) \[ \text{delay } d \text{ sat } \Diamond_{=d} \text{ done} \]
(delay \( d \) causes termination in exactly \( d \) time units.)

Axiom 3.3.11 (Send) \[ c! \text{ sat } \text{wait}(c!) \text{ U } (\text{comm}(c) \text{ U}_{=K_c} \text{ done}) \]
(The statement \( c! \) is waiting to send on \( c \) until a transmission occurs during \( K_c \) time units, followed by termination of the communication.)

Axiom 3.3.12 (Receive) \[ c? \text{ sat } \text{wait}(c?) \text{ U } (\text{comm}(c) \text{ U}_{=K_c} \text{ done}) \]

The inference rule for sequential composition is:

Rule 3.3.13 (Sequential Composition) \[ S_1 \text{ sat } \varphi_1, S_2 \text{ sat } \varphi_2 \quad \frac{}{S_1; S_2 \text{ sat } \varphi_1 \land \varphi_2} \]

For a guarded command \( G \equiv [\prod_{i=1}^{n} c_i? \rightarrow S_i \text{ delay } d \rightarrow S], \) we define \( \text{wait}_G \equiv \bigwedge_{i=1}^{n} \text{wait}(c_i?) \land \text{noact}(\text{dch}(G) - \{c_1?, \ldots, c_n?\}). \) First we consider the case that \( d = \infty \) and hence \( G \equiv [\prod_{i=1}^{n} c_i? \rightarrow S_i]. \) Then we have the following inference rule.

Rule 3.3.14 (Guarded Command without Delay) \[ c_i?; S_i \text{ sat } \varphi_i, \text{ for } i \in \{1, \ldots, n\} \quad \frac{}{[\prod_{i=1}^{n} c_i? \rightarrow S_i] \text{ sat } \text{wait}_G \text{ U } \lor_{i=1}^{n} (\varphi_i \land \text{comm}(c_i))} \]

The conjunct \( \text{noact}(\text{dch}(G) - \{c_1?, \ldots, c_n?\}) \) in \( \text{wait}_G \) is required to obtain a complete proof system. Consider, for instance, \( G \equiv [d? \rightarrow c!]. \) Then \( G \text{ sat } (\text{wait}(d?) \land \neg \text{wait}(c!)) \text{ U } \text{comm}(d) \) is valid. It can also be derived in our proof system, since \( \neg \text{wait}(c!) \) follows from \( \text{noact}(\text{dch}(G) - \{d?\}). \) Observe that the \( \neg \text{wait}(c!) \) conjunct cannot be derived with the Communication Invariance Axiom, since \( c! \in \text{dch}(G). \)

If \( d < \infty \) in a guarded command, then the weak until (unless) operator \( \text{U} \) in the conclusion assertion is modified to the strong until \( \text{U}_{<d} \) and a disjunct is added for the case in which the delay bound is reached and the delay-branch is taken. For \( G \equiv [\prod_{i=1}^{n} c_i? \rightarrow S_i \text{ delay } d \rightarrow S] \) with \( d < \infty \) we have the following rule.

Rule 3.3.15 (Guarded Command with Delay) \[ c_i?; S_i \text{ sat } \varphi_i, \text{ for } i \in \{1, \ldots, n\}, S \text{ sat } \varphi \quad \frac{}{[\prod_{i=1}^{n} c_i? \rightarrow S_i \text{ delay } d \rightarrow S] \text{ sat } (\text{wait}_G \text{ U}_{<d} \lor_{i=1}^{n} (\varphi_i \land \text{comm}(c_i))) \lor (\text{wait}_G \text{ U}_{=d} \varphi)} \]

provided \( d < \infty. \)

The inference rule for an iterated guarded command is:

Rule 3.3.16 (Iteration) \[ G \text{ sat } \varphi \quad \frac{}{*G \text{ sat } C^n \varphi} \]
Next, consider the parallel composition of statements $S_1$ and $S_2$. When the assertions for $S_1$ and $S_2$ do not contain `done`, the following simple parallel composition rule can be used:

**Rule 3.3.17 (Simple Parallel Composition)**

$$S_1 \text{ sat } \varphi_1, S_2 \text{ sat } \varphi_2, \text{ neither } \varphi_1 \text{ nor } \varphi_2 \text{ contains done}$$

$$S_1 \parallel S_2 \text{ sat } \varphi_1 \land \varphi_2$$

provided $dch(\varphi_1) \subseteq dch(S_i)$, for $i \in \{1, 2\}$, that is, $\varphi_1$ and $\varphi_2$ do not refer to (directed) channels outside, respectively, $dch(S_1)$ and $dch(S_2)$.

However, $\varphi_1 \land \varphi_2$ is not valid for $S_1 \parallel S_2$ in the general case, because $S_1 \parallel S_2$ terminates when $S_1$ and $S_2$ have both terminated. If we simply conjoin assertions $\varphi_1$ and $\varphi_2$, then a `done` expression in $\varphi_1$, which originally referred to termination of $S_1$, now refers to termination of $S_1 \parallel S_2$ and may not be valid. For instance, $\models$ `delay 5 sat $\Diamond =_5 done$` and $\not\models$ `delay 7 sat $\Diamond =_7 done$` but $\models$ `delay 5 || delay 7 sat $\Diamond =_5 done \land \neg done U =_7 done$`. (Note that $\Diamond =_5 done \land \neg done U =_7 done \rightarrow false$.) To solve this problem, consider a computation of $S_1 \parallel S_2$. Suppose, in this computation, $S_1$ terminates after (or at the same moment as) $S_2$. Then the termination time of $S_1 \parallel S_2$ is the same as the termination time of $S_1$ and, as in the rule above, the model representing this computation satisfies $\varphi_1$. If we consider the first part of the computation up to the termination time of $S_2$ then this part is a computation of $S_2$ and hence its model satisfies $\varphi_2$. After the termination time of $S_2$ the computation does not contain any activity on channels of $S_2$. Thus this second part satisfies $\Box \neg \text{noact}(dch(S_2))$, and the model of the whole computation then satisfies $\varphi_1 \land (\varphi_2 \land \Box \neg \text{noact}(dch(S_2)))$. If $S_2$ terminates after (or at the same time as) $S_1$ then, similarly, the model will satisfy $\varphi_2 \land (\varphi_1 \land \Box \neg \text{noact}(dch(S_1)))$. This leads to the following rule.

**Rule 3.3.18 (General Parallel Composition)**

$$S_1 \parallel S_2 \text{ sat } (\varphi_1 \land [\varphi_2 \land \Box \neg \text{noact}(dch(S_2))]) \lor (\varphi_2 \land [\varphi_1 \land \Box \neg \text{noact}(dch(S_1))])$$

provided $dch(\varphi_i) \subseteq dch(S_i)$, for $i \in \{1, 2\}$.

**Example** Consider again the example introduced and specified in Section 3.3.1. First we show that, using our specification for $W$ given in Section 3.3.1, if each $P_i$ is willing to send a reset signal on channel $re_i$ at least every 10 time units, then nothing is ever sent on $al$. That is, if $P_i \text{ sat } \varphi_i$, with $\varphi_i \equiv \Box \Diamond <_{<10} [\text{wait}(re_i) U \text{comm}(re_i)]$ then

$$P_1 \parallel \cdots \parallel P_n \parallel W \text{ sat } \Box \neg \text{comm}(al).$$

Recall that we have specified $W$ by $W \text{ sat } \varphi_w$, with

$$\varphi_w \equiv (\text{comm} \land \neg \text{comm}(al)) U ([\text{wait.err} \land \Box <_{<10+K} \text{wait}(al)] U \text{comm(al)}),$$

where $\text{comm} \equiv \bigwedge_{i=1}^{n} \Diamond <_{<10} \text{comm}(re_i)$ and $\text{wait.err} \equiv \bigvee_{i=1}^{n} \Box <_{<10} \text{wait}(re_i)$. 70
Since none of the specifications contains done, we apply the Simple Parallel Composition Rule (n times), taking the conjunction of the specifications for W and the Pₖ:

\[ P_1 \parallel \cdots \parallel P_n \parallel W \text{ sat } \varphi_1 \land \cdots \land \varphi_n \land \varphi_w. \]

Using the Well-Formedness Axiom and the Conjunction Rule, we add the conjunct

\[ \Lambda_{i=1}^n W F_{\{r_{si}, r_{ei}, r_{ei}\}} \text{ and obtain} \]

\[ P_1 \parallel \cdots \parallel P_n \parallel W \text{ sat } \varphi_1 \land \cdots \land \varphi_n \land \varphi_w \land \Lambda_{i=1}^n W F_{\{r_{si}, r_{ei}, r_{ei}\}}. \]

Let \( i \in \{1, \ldots, n\} \). the formula \( WF_{\{r_{si}, r_{ei}, r_{ei}\}} \) implies

- \( \Box \text{MinWait}_{\{r_{si}, r_{ei}, r_{ei}\}} \), that is, \( \Box (\text{wait}(r_{si}) \rightarrow \neg \text{wait}(r_{ei})) \), and
- \( \Box \text{Exclusion}_{\{r_{si}, r_{ei}, r_{ei}\}} \), that is, \( \Box (\text{comm}(r_{ei}) \rightarrow \neg \text{wait}(r_{ei})) \).

This leads to \( \Box ((\text{wait}(r_{si}) \lor \text{comm}(r_{ei})) \rightarrow \neg \text{wait}(r_{ei})) \). Since \( \varphi_i \) implies

\( \Box \Diamond_{<10} (\text{wait}(r_{si}) \lor \text{comm}(r_{ei})) \), we obtain \( \Box \Diamond_{<10} \neg \text{wait}(r_{ei}) \), which is equivalent to \( \Box \neg \Diamond_{<10} \text{wait}(r_{ei}) \). This leads to \( \Lambda_{i=1}^n \Box \neg \Diamond_{<10} \text{wait}(r_{ei}) \), thus

\( \Box \neg \Diamond_{\leq 10} \text{wait}(r_{ei}) \), and hence \( \Box \neg \Diamond_{<10} \text{wait}(r_{ei}) \equiv \Box \neg \text{wait.err} \).

Finally, using \( \varphi_w \) this implies \( \Box \neg \text{comm}(a_i) \).

This kind of reasoning allows us to verify properties of \( P_1 \parallel \cdots \parallel P_n \parallel W \) using the specifications for the components, without knowing the implementations of these processes. It is, for instance, possible that the processes \( P_i \) are implemented in hardware.

Next we design a program implementing watchdog process \( W \) that satisfies the required specification \( \varphi_w \). Since the reset signals of all processes \( P_1, \ldots, P_n \) may arrive at the same moment and \( W \) has to perform all communications within 10 time units, our first design step is to implement \( W \) as a parallel composition; \( W \equiv W_1 \parallel \cdots \parallel W_n \parallel A \).

Process \( W_i \) is a watchdog for \( P_i \), and it signals process \( A \) via channel \( a_i \) as soon as there is no communication on \( r_{si} \) for at least 10 time units. Process \( A \) waits for a signal on any of the \( a_i \)'s; after receipt of a signal it is ready to send a message on \( a_i \) (see Fig. 3.3).

![Figure 3.3: Implementation Watchdog Timer](image)

The processes \( W_i \) and \( A \) are specified as follows, using constants \( K_i \), and \( K_A \), and with \( \text{wait.err}_r \equiv \Box \Diamond_{<10} \text{wait}(r_{ei}) \) and \( \text{comm}_r \equiv \Box \Diamond_{<10} \text{comm}(r_{ei}) \):

- \( W_i \text{ sat } \varphi_{w_i} \), with

\[ \varphi_{w_i} \equiv (\text{comm} \land \neg \text{comm}(a_i)) \cup (\text{wait.err}_r \land \Diamond_{<10+K_i} (\text{wait}(a_i) \cup \text{comm}(a_i))) \]
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\[
\varphi_a \equiv (\bigwedge_{i=1}^{n} \text{wait}(a_i) \land \neg \text{wait}(a!) \land \neg \text{comm}(a_i)) \cup \\
(\bigvee_{i=1}^{n} \text{comm}(a_i) \land \diamond_{<K_A} \text{[wait}(a!) \cup \text{comm}(a))]
\]

Since the exact timing requirements for \( W_i \) and \( A \) have to be determined, we use the constants \( K_i \) and \( K_A \). The conditions on these constants and the relation with the constant \( K \) from \( \varphi_w \) must follow from the proof that, given the specifications above, \( W_1 \| \cdots \| W_n \| A \) \( \varphi_w \). Therefore, we apply the Simple Parallel Composition Rule \((n \text{ times})\) to \( W_1 \| \cdots \| W_n \| A \), and add \( \bigwedge_{i=1}^{n} WF_{\{a_i, a_i! a_i?\}} \) by the Well-Formedness Axiom and the Conjunction Rule. This leads to

\[
W_1 \| \cdots \| W_n \| A \text{ sat } \varphi_w \land \cdots \land \varphi_w \land \varphi_a \land \bigwedge_{i=1}^{n} WF_{\{a_i, a_i! a_i?\}}.
\]

We prove that this conjunction implies \( \varphi_w \). Use \( \varphi_{w_i} \) for all \( i \), to obtain

\[
[\bigwedge_{i=1}^{n} (\text{comm} \land \neg \text{wait}(a_i) \land \neg \text{comm}(a_i)) \cup \\
[\bigvee_{i=1}^{n} (\text{wait.err_i} \land \diamond_{<10+K_i} \text{[wait}(a_i!) \cup \text{comm}(a_i))]].
\]

Since \( \bigwedge_{i=1}^{n} \text{comm} \equiv \bigwedge_{i=1}^{n} \diamond_{<10} \text{comm}(\text{rei}) \equiv \text{comm} \) and
\( \bigvee_{i=1}^{n} \text{wait.err_i} \equiv \bigvee_{i=1}^{n} \diamond_{<10} \text{wait}(\text{rei}) \equiv \text{wait.err} \), this leads to

\[
[\text{comm} \land \bigwedge_{i=1}^{n} \neg \text{comm}(a_i)) \cup [\text{wait.err} \land \bigvee_{i=1}^{n} \diamond_{<10+K_i} \text{[wait}(a_i!) \cup \text{comm}(a_i)).
\]

From \( \varphi_a \) we have that (\( \neg \text{comm}(a_i) \)) \( \bigwedge_{i=1}^{n} \text{comm}(a_i) \), and thus \( \bigwedge_{i=1}^{n} \neg \text{comm}(a_i) \) implies \( \neg \text{wait}(a!) \land \neg \text{comm}(a) \). Hence

\[
[\text{comm} \land \neg \text{comm}(a_i)) \cup [\text{wait.err} \land \bigvee_{i=1}^{n} \diamond_{<10+K_i} \text{[wait}(a_i!) \cup \text{comm}(a_i))]
\]

Further, if there exists an \( i \) such that \( \diamond_{<10+K_i} \text{[wait}(a_i!) \cup \text{comm}(a_i)) \), then by MinWait\((a_i! a_i?)\) and Exclusion\((a_i! a_i?)\), we obtain \( \diamond_{<10+K_i} \text{[wait}(a_i!) \cup \text{comm}(a_i)) \). By \( \varphi_a \) this leads to \( \diamond_{<10+K_i} \bigwedge_{i=1}^{n} \text{comm}(a_i) \land \diamond_{<K_A} \text{[wait}(a!) \cup \text{comm}(a_i)) \), and consequently

\[
\diamond_{<10+K_i+K_A} \text{[wait}(a!) \cup \text{comm}(a_i)).
\]

Thus we obtain

\[
[\text{comm} \land \neg \text{comm}(a_i)) \cup [\text{wait.err} \land \diamond_{<10+K_i+K_A} \text{[wait}(a!) \cup \text{comm}(a_i))]
\]

If \( K_i + K_A < K \) then this implies

\[
\varphi_w \equiv (\text{comm} \land \neg \text{comm}(a_i)) \cup (\text{wait.err} \land \diamond_{<10+K} \text{[wait}(a!) \cup \text{comm}(a_i))
\]

Finally, we give programs implementing \( W_i \) and \( A \) that satisfy, respectively, the specifications \( \varphi_{w_i} \) and \( \varphi_a \). Consider \( W_i \equiv x[\text{rei}! \rightarrow \text{skip} \left[ \text{delay} 10 \rightarrow \text{a_i!} \right] \) and \( A \equiv [\lll_p \text{a_i!} \rightarrow \text{all}] \). By the proof system we can derive, for \( i = 1..n \),

\[
W_i \text{ sat } C^\infty ((\text{[wait}(\text{rei}) \land \neg \text{comm}(\text{a_i})) \cup_{<10} \\
(\text{[comm}(\text{rei}) \land \neg \text{comm}(\text{a_i})) \cup_{=K_e} \text{done})) \lor \\
[\text{[wait}(\text{rei}) \cup_{=10} (\text{[wait}(\text{a_i}) \cup_{=K_e} \text{[done]}))] \lor \\
A \text{ sat } (\bigwedge_{i=1}^{n} \text{wait}(a_i) \land \neg \text{comm}(a_i)) \cup \\
(\bigvee_{i=1}^{n} \text{comm}(a_i) \cup_{=K_e} \text{[wait}(a!) \cup \text{comm}(a_i) \cup_{=K_e} \text{[done]}))
\]

For process \( A \) we use the proof system to obtain

\[
A \text{ sat } (\bigwedge_{i=1}^{n} \text{wait}(a_i) \land \neg \text{comm}(a_i)) \cup \\
(\bigvee_{i=1}^{n} \text{comm}(a_i) \cup_{=K_e} \text{[wait}(a!) \cup \text{comm}(a_i) \cup_{=K_e} \text{[done]}))
\]

Then \( W_i \text{ sat } \varphi_{w_i} \) provided \( K_i > 0 \), and \( A \text{ sat } \varphi_a \) provided \( K_A > K_c \). Recall that we have proved \( W_1 \| \cdots \| W_n \| A \text{ sat } \varphi_w \) provided \( K_i + K_A < K \). Assume \( K > K_c \) then
with $K_A = K_c + (K - K_c)/4$ and $K_i = (K - K_c)/4$ we have $K_A > K_c$, $K_i > 0$, and $K_i + K_A = K_c + (K - K_c)/2 < K$. Hence we have obtained a correct implementation provided $K > K_c$.

### 3.3.3 Soundness and Completeness

In the proof of soundness and relative completeness we will use the following lemma:

**Lemma 3.3.19 (Projection)** Consider any cset $\subseteq DCHAN$ and MTL assertion $\varphi$. If $dch(\varphi) \subseteq cset$ then, for all $\sigma$, $\sigma \models \varphi$ iff $[\sigma]_{cset} \models \varphi$.

**Proof:** The proof of this lemma, by induction on the structure of $\varphi$, is given in Appendix A.

First consider the soundness of the proof system in Section 3.3.2.

**Theorem 3.3.20 (Soundness)** If $S \models \varphi$ can be derived in the proof system of Section 3.3.2 then $\models S \models \varphi$.

**Proof:** We show that all axioms are valid, and that whenever the hypothesis of any inference rule is valid, so is the conclusion. For most axioms and inference rules, soundness follows directly from the definition of the semantics. All details of the proof can be found in Appendix B.1.

We would also like the proof system to be complete—i.e. if $S \models \varphi$ is valid then it is derivable using our proof system. Observe that the Consequence Rule relies on implications that are formulae in MTL, so completeness also requires that every valid MTL formula is provable. Since proof systems for Metric Temporal Logic are beyond the scope of this thesis, we prove relative completeness: every valid specification is derivable in our proof system, assuming that any valid MTL formula can be proved. Similar to [NDGO86,WGS87], the completeness proof uses the notion of precise specifications.

**Definition 3.3.21 (Precise)** An assertion $\varphi$ is precise for a statement $S$ iff

1. $S$ satisfies $\varphi$, i.e. $\sigma \models \varphi$ for all $\sigma \in M(S)$,

2. if $\sigma$ is a well-formed model, $dch(\sigma) \subseteq dch(S)$, and $\sigma \models \varphi$, then $\sigma \in M(S)$, and

3. $dch(\varphi) = dch(S)$.

We say that $S \models \varphi$ is a precise specification for $S$ if $\varphi$ is a precise assertion for $S$.

A precise assertion $\varphi$ for $S$ thus characterizes all possible computations of $S$: $\varphi$ is valid for $S$, and any "reasonable" computation satisfying $\varphi$ is a possible computation of $S$. Note that by restricting $\sigma$ to $dch(S)$, a precise assertion for $S$ only has to characterize the behaviour on channels of $S$, and need not mention any other channel.
We first prove that for any program $S$ a precise specification can be derived from the axioms and inference rules. We then show (in Lemma 3.3.24) that any assertion $\varphi_2$ that is valid for $S$ can be derived from a precise assertion $\varphi_1$ for $S$ and two predicates. Using this lemma, relative completeness follows directly (Theorem 3.3.25).

**Lemma 3.3.22 (Preciseness)** If $S$ is a program then a precise specification for $S$ can be derived using the proof system of Section 3.3.2.

**Proof:** The proof proceeds by induction on the structure of $S$. The first part of Definition 3.3.21 of preciseness follows from the soundness of the proof system (Theorem 3.3.20). The proof of part 2 is, in many cases, the reverse of the soundness proof; the full proof can be found in Appendix B.2. \[ \square \]

The relation between assertion $WF_{cset}$ and well-formedness is expressed in the following lemma.

**Lemma 3.3.23** For all models $\sigma$, if $dch(\sigma) \subseteq cset$ and $\sigma \models WF_{cset}$ then $\sigma$ is well-formed.

A proof of this lemma can be found in Appendix A.

The following lemma establishes the connection between precise and valid assertions. Note that a valid assertion $\varphi_2$ for a program $S$ might express that nothing happens on channels not occurring in $S$. This, however, is not expressed by a precise assertion $\varphi_1$ for $S$. For instance, $true \cup ddone$ is precise for delay $d$ and $\neg \text{comm}(c) \cup ddone$ is valid for delay $d$, but the precise assertion $true \cup ddone$ does not imply the valid assertion $\neg \text{comm}(c) \cup ddone$. Note that by adding $\Box \text{noact}\{c\}$ we obtain a valid implication: $\models (true \cup ddone) \land \Box \text{noact}\{c\} \rightarrow \neg \text{comm}(c) \cup ddone$. Further, a precise assertion may be satisfied by models that are not well-formed and hence not possible computations of $S$. Consider, for instance, the assertion $\varphi_1 \equiv \text{wait}(c!) \cup (\text{comm}(c) \cup \neg \text{wait}(c!))$ which is precise for program $c!$, and $\varphi_2 \equiv \neg \text{comm}(c) \cup (\text{comm}(c) \land \neg \text{wait}(c!))$ which is valid for $c!$. Let $\sigma$ be such that $|\sigma| = \infty$, and for all $r \in \text{TIME}$, $\{c!, c\} \subseteq \sigma(r)$. Then $\sigma \models \varphi_1$, but $\sigma \not\models \varphi_2$, and hence $\varphi_1$ does not imply $\varphi_2$. Observe that $\sigma$ is not well-formed. By adding $WF_{\{c, c!\}}$ which implies, by $\text{Exclusion}_{\{c, c!\}}, \Box (\neg \text{wait}(c!) \lor \neg \text{comm}(c))$, we obtain a valid implication $\models \varphi_1 \land WF_{\{c, c!\}} \rightarrow \varphi_2$.

In general, a valid assertion $\varphi_2$ for a program $S$ can be derived from the conjunction of a precise assertion $\varphi_1$ for $S$, an assertion expressing well-formedness, and an assertion stating that there is no activity on channels that occur in $\varphi_2$ but not in $\varphi_1$.

**Lemma 3.3.24 (Implication)** If $\varphi_1$ is precise for $S$ and $\varphi_2$ is valid for $S$, then

$\models \varphi_1 \land WF_{dch(\varphi_1)} \land \Box \text{noact}(dch(\varphi_2) - dch(\varphi_1)) \rightarrow \varphi_2$. 
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Proof: Let \( \varphi_1 \) be precise for \( S \) and \( \varphi_2 \) valid for \( S \). Consider a model \( \sigma \). Assume \( \sigma \models \varphi_1 \land WF_{dch(\varphi_1)} \land \Box \text{noact}(dch(\varphi_2) - dch(\varphi_1)) \). We must show \( \sigma \models \varphi_2 \). Since \( dch(\varphi_1 \land WF_{dch(\varphi_1)}) \subseteq dch(\varphi_1) \), Lemma 3.3.19 leads to \([\sigma]_{dch(\varphi_1)} \models \varphi_1 \land WF_{dch(\varphi_1)} \).

Using Lemma 3.3.23, this implies that \([\sigma]_{dch(\varphi_1)} \) is well-formed. Since \( \varphi_1 \) is precise for \( S \), \( dch(\varphi_1) = dch(S) \), and hence \( dch([\sigma]_{dch(\varphi_1)}) \subseteq dch(S) \). Then, by preciseness of \( \varphi_1 \) for \( S \), \([\sigma]_{dch(\varphi_1)} \in M(S) \). From \( \sigma \models \Box \text{noact}(dch(\varphi_2) - dch(\varphi_1)) \) we obtain, by Lemma 3.3.1, \([\sigma]_{dch(\varphi_1) \cup dch(\varphi_2)} = [\sigma]_{dch(\varphi_1)} \). Thus \([\sigma]_{dch(\varphi_1) \cup dch(\varphi_2)} \in M(S) \). Then, the validity of \( \varphi_2 \) for \( S \) leads to \([\sigma]_{dch(\varphi_1) \cup dch(\varphi_2)} \models \varphi_2 \). Since \( dch(\varphi_2) \subseteq (dch(\varphi_1) \cup dch(\varphi_2)) \), by Lemma 3.3.19 this leads to \( \sigma \models \varphi_2 \).

Given the lemmas above we now easily prove relative completeness.

**Theorem 3.3.25 (Relative Completeness)** If assertion \( \varphi \) is valid for program \( S \), then \( S \text{ sat } \varphi \) is provable in the given system.

**Proof**: By Lemma 3.3.22, we can derive \( S \text{ sat } \varphi_1 \) where \( \varphi_1 \) is a precise assertion for \( S \). Using the Well-Formedness Axiom we can derive \( S \text{ sat } WF_{dch(\varphi_1)} \). Since \( dch(\varphi_1) = dch(S) \), we obtain by the Communication Invariance Axiom the formula \( S \text{ sat } \Box \text{noact}(dch(\varphi) - dch(\varphi_1)) \). By means of the Conjunction Rule this leads to \( S \text{ sat } \varphi_1 \land WF_{dch(\varphi_1)} \land \Box \text{noact}(dch(\varphi) - dch(\varphi_1)) \). By Lemma 3.3.24, \( \varphi_1 \land WF_{dch(\varphi_1)} \land \Box \text{noact}(dch(\varphi) - dch(\varphi_1)) \rightarrow \varphi \) is valid and, by our relative completeness assumption, provable. Hence \( S \text{ sat } \varphi \) is provable using the Consequence Rule. \( \Box \)
3.4 Proof System for Hoare Triples with Commitment

In the previous section we have formulated a compositional proof system for correctness formulae of the form \( S \models \varphi \), with \( \varphi \) an assertion expressed in Metric Temporal Logic. To achieve compositionality, special chop-operators (\( C \) and \( C^\infty \)) have been added to the logic. The interpretation of these operators is very close to the semantics of sequential composition and iteration, and hence the axiomatization of these programming constructs is simple. Reasoning with these chop-operators, however, is not always easy and often boils down to a proof on a semantic level. In this section such special operators are avoided by using a more structured correctness formula based on Hoare triples. The main idea is that pre- and postconditions are very suitable for sequential reasoning. As can be seen from Chapter 2, a Hoare-style formalism contains easy rules for sequential composition and iteration. Therefore we modify the framework of Chapter 2 by extending the first-order assertion language with primitives to specify the timing behaviour of programs. By means of Hoare triples, however, we can only specify partial correctness, whereas the MTL approach deals with both safety and liveness properties. To achieve similar expressibility in our Hoare-style formalism we add a third assertion, a called commitment, in which safety and liveness properties can be expressed.

This section is structured as follows. The adaptation of the formalism of Chapter 2 to deal with real-time properties of both terminating and non-terminating computations is discussed in Section 3.4.1. Details about the specification language are described in Section 3.4.2. Section 3.4.3 contains a compositional proof system for our extended Hoare triples. Soundness and relative completeness of this proof system is proved in Appendix C. An outline of the proof is given in Section 3.4.4. The example of the watchdog timer is specified and verified in Section 3.4.5.

3.4.1 Modification Hoare Triples to Real-Time

To extend a Hoare triple \( \{p\} S \{q\} \) to real-time, a special variable \( \text{time} \) is introduced. Consider, for instance, the formula \( \{\text{time} = 3\} \text{delay} \ 2 \ \{\text{time} = 5\} \). In the precondition the variable \( \text{time} \) specifies the starting time of the program, whereas in the postcondition \( \text{time} \) denotes the termination time. Furthermore, to specify the timed communication behaviour of programs, the assertion language includes a primitive \( \text{comm via } c \ at \ exp \) to express that a communication along channel \( c \) takes place at time \( exp \). As before, primitives are required to express that a process is waiting to communicate. Here we use \( \text{wait to } c! \ at \ exp \) to denote that a process is waiting to send a message along channel \( c \) at time \( exp \), and \( \text{wait to } c? \ at \ exp \) to denote that a process is waiting to receive along channel \( c \) at \( exp \). Similar to Chapter 2, we use logical variables to relate pre- and postcondition. In this section we use logical variables ranging over \( \text{TIME} \cup \{\infty\} \), and quantification over these variables. For instance, with logical
variable \( t \), the specification \( \{ \text{time} = t \} S \{ t + 4 \ < \ \text{time} \ < \ t + 7 \} \) expresses that if \( S \) terminates then it takes between 4 and 7 time units.

Recall that a formula \( \{ p \} S \{ q \} \) can only express the behaviour of terminating computations, and hence such a specification is trivially satisfied by non-terminating programs. Therefore we extend a Hoare triple \( \{ p \} S \{ q \} \) with a third assertion, called a commitment, which expresses the real-time communication behaviour of all executions of \( S \), including the non-terminating ones. This leads to a correctness formula of the form \( C : \{ p \} S \{ q \} \). In general, commitment \( C \) reflects the real-time communication interface between parallel components, whereas the pre- and postcondition facilitate the reasoning at sequential composition.

Finally, we argue that termination should be expressible in commitments. Consider the statements \( S_1 \equiv c? \) and \( S_2 \equiv [c? \rightarrow \text{skip}] c? \rightarrow \ast \{ \text{delay} 1 \rightarrow \text{skip} \} \). Then the programs \( S_1; d! \) and \( S_2; d! \) can be distinguished in MTL by the assertion

\[
\Box (\text{comm}(c) \rightarrow \Diamond [\text{wait}(d!) \cup \text{comm}(d)])
\]

which is satisfied by \( S_1; d! \), but not by \( S_2; d! \). Also with Hoare triples these programs cannot be distinguished, but in our extended framework we can use the commitment

\[
\forall t_0 : (\text{comm via c at t_0} \rightarrow \exists t_1 \geq t_0 : [\text{wait to d! at t_1} \lor \text{comm via d at t_1}])
\]

Since we aim at a compositional proof system, the difference between \( S_1; d! \) and \( S_2; d! \) implies that \( S_1 \) and \( S_2 \) must also be distinguishable. In MTL this is possible by

\[
\Box (\text{comm}(c) \rightarrow \Diamond \text{done})
\]

which is satisfied by \( S_1 \) (since it terminates after the \( c \)-communication), but not by \( S_2 \). For our extended Hoare triples this implies that we have to express termination in the commitment. This can be done conveniently, without introducing new primitives, by allowing the special variable \( \text{time} \) to occur in commitments. Observe that the commitment can be seen as an extension of the postcondition to non-terminating computations. Hence, by interpreting \( \text{time} \) similar to postconditions, \( \text{time} \) in commitments expresses the termination time of terminating computations. For non-terminating computations we use the special variable \( \infty \) and such computations satisfy the commitment \( \text{time} = \infty \). In the example above, \( S_1 \) and \( S_2 \) can be distinguished by using the commitment \( \forall t_0 : (\text{comm via c at t_0} \rightarrow \text{time} < \infty) \).

### 3.4.2 Specification Language

Let \( TVAR \) be a set of logical variables ranging over \( TIME \cup \{ \infty \} \). The syntax of the assertion language is given in Table 3.4, where \( t \in TVAR, c \in CHAN \), and \( r \in TIME \cup \{ \infty \} \). Let \( \text{dch}(p) \) denote the set of all \( c, c!, \) or \( c? \) occurring in assertion \( p \).

To interpret logical variables we use a logical variable environment \( \gamma : TVAR \rightarrow TIME \cup \{ \infty \} \), i.e., a mapping which assigns a value from \( TIME \cup \{ \infty \} \) to each logical variable. The value of a variable \( t \) in an environment \( \gamma \) is denoted by \( \gamma(t) \). The variant of an environment \( \gamma \) with respect to a logical variable \( t \) and a value \( r \in TIME \cup \{ \infty \} \), denoted by \( (\gamma : t \mapsto r) \), is defined as usual (see Section 2.2).

Then we formally define when an assertion \( p \) holds in an environment \( \gamma \) and a
Table 3.4: Syntax of the Assertion Language

<table>
<thead>
<tr>
<th>Expression</th>
<th>exp ::=</th>
<th>( \tau )</th>
<th>( t )</th>
<th>( \text{time} )</th>
<th>( \exp_1 + \exp_2 )</th>
<th>( \exp_1 \times \exp_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assertion</td>
<td>( p ::= )</td>
<td>( \text{comm via } c \text{ at } \exp )</td>
<td>( \text{wait to } c! \text{ at } \exp )</td>
<td>( \text{wait to } c? \text{ at } \exp )</td>
<td>( \exp_1 = \exp_2 )</td>
<td>( \exp_1 &lt; \exp_2 )</td>
</tr>
</tbody>
</table>

model \( \sigma \) as used in the semantics from Section 3.2. The special variable \( \text{time} \) is interpreted as the length of \( \sigma \) (i.e., \(|\sigma|\)). If expression \( \exp \) yields a value \( \tau < |\sigma| \) then the interpretation of the primitives \( \text{comm via } c \text{ at } \exp \), \( \text{wait to } c! \text{ at } \exp \), and \( \text{wait to } c? \text{ at } \exp \) is straightforward using \( \sigma(\tau) \). But if \( \exp \) yields a value greater than \(|\sigma|\) then we must be more careful with the meaning of these primitives. Consider, for instance, \( \text{comm via } c \text{ at } (\text{time} + 3) \). If such an assertion would hold in a model, which is intuitively strange, then this would lead to problems in the proof system. For instance, for a formula \( C : \{ \text{comm via } c \text{ at } (\text{time} + 3) \} S \{ q \} \) the information from the precondition should not be used in \( C \) and \( q \). In general, a precondition should express the behaviour before the start of a program and it should not restrict the behaviour of the program at points of time after the starting time. Thus we aim at an interpretation in which \( \text{comm via } c \text{ at } (\text{time} + 3) \) never holds in a model. Note that \( C : \{ \neg \text{comm via } c \text{ at } (\text{time} + 3) \} S \{ q \} \) leads to the same problems, and hence \( \neg \text{comm via } c \text{ at } (\text{time} + 3) \) should also not hold in any model.

A possible solution is to be careful with negations and to apply it only to primitive assertions. Here we choose an alternative approach; to achieve a compositional definition of negation we use a three-valued interpretation. This means that the value of an assertion \( p \) in an environment \( \gamma \) and a model \( \sigma \), denoted by \([p]_{\gamma \sigma}\), is \( \text{true} \), \( \text{false} \), or \( \perp \). To define negation and disjunction of assertions, logical operators \( \text{NOT}_3 \) and \( \text{OR}_3 \) for these three values are defined by the truth tables in Table 3.5. These operators, which were introduced in [Kle52], are the strongest monotonic extensions of the classical (two-valued) operators. This version of three-valued logic is also used in [Jon90].

Table 3.5: Three-valued negation and disjunction

| \( p \) | \( \text{NOT}_3 p \) | \( \text{OR}_3 \) | \( \text{true} \) | \( \text{false} \) | \( \perp \) |
|---------|-----------------|---------|---------|-------|-------|-------|
| \( \text{true} \) | \( \text{false} \) | \( \text{true} \) | \( \text{true} \) | \( \text{true} \) | \( \perp \) |
| \( \text{false} \) | \( \text{true} \) | \( \text{true} \) | \( \text{true} \) | \( \text{true} \) | \( \perp \) |
| \( \perp \) | \( \perp \) | \( \text{true} \) | \( \perp \) | \( \perp \) | \( \perp \) |

First we define the value of expression \( \exp \) in a model \( \sigma \) and an environment \( \gamma \), denoted \( \mathcal{V}(\exp)(\gamma, \sigma) \), yielding a value from \( \text{TIME} \cup \{\infty\} \).

- \( \mathcal{V}(\tau)(\gamma, \sigma) = \tau \)
• \( V(t)(\gamma, \sigma) = \gamma(t) \)
• \( V(\text{time})(\gamma, \sigma) = |\sigma| \)
• \( V(\text{exp1} + \text{exp2})(\gamma, \sigma) = V(\text{exp1})(\gamma, \sigma) + V(\text{exp2})(\gamma, \sigma) \)
• \( V(\text{exp1} \times \text{exp2})(\gamma, \sigma) = V(\text{exp1})(\gamma, \sigma) \times V(\text{exp2})(\gamma, \sigma) \)

Next we define inductively \([p]_{\gamma \sigma}\) as an element of \{true, false, \( \bot \)\}.

- \([\text{comm via } c \text{ at } \text{exp}]_{\gamma \sigma} = \begin{cases} 
\text{true} & \text{if } V(\text{exp})(\gamma, \sigma) < |\sigma| \text{ and } c \in \sigma(V(\text{exp})(\gamma, \sigma)) \\
\text{false} & \text{if } V(\text{exp})(\gamma, \sigma) < |\sigma| \text{ and } c \notin \sigma(V(\text{exp})(\gamma, \sigma)) \\
\bot & \text{if } V(\text{exp})(\gamma, \sigma) \geq |\sigma| 
\end{cases} \)

- \([\text{wait to } c! \text{ at } \text{exp}]_{\gamma \sigma} = \begin{cases} 
\text{true} & \text{if } V(\text{exp})(\gamma, \sigma) < |\sigma| \text{ and } c \in \sigma(V(\text{exp})(\gamma, \sigma)) \\
\text{false} & \text{if } V(\text{exp})(\gamma, \sigma) < |\sigma| \text{ and } c \notin \sigma(V(\text{exp})(\gamma, \sigma)) \\
\bot & \text{if } V(\text{exp})(\gamma, \sigma) \geq |\sigma| 
\end{cases} \)

- \([\text{wait to } c? \text{ at } \text{exp}]_{\gamma \sigma} = \begin{cases} 
\text{true} & \text{if } V(\text{exp})(\gamma, \sigma) < |\sigma| \text{ and } c \in \sigma(V(\text{exp})(\gamma, \sigma)) \\
\text{false} & \text{if } V(\text{exp})(\gamma, \sigma) < |\sigma| \text{ and } c \notin \sigma(V(\text{exp})(\gamma, \sigma)) \\
\bot & \text{if } V(\text{exp})(\gamma, \sigma) \geq |\sigma| 
\end{cases} \)

- \([\text{exp1} = \text{exp2}]_{\gamma \sigma} = \begin{cases} 
\text{true} & \text{if } V(\text{exp1})(\gamma, \sigma) = V(\text{exp2})(\gamma, \sigma) \\
\text{false} & \text{if } V(\text{exp1})(\gamma, \sigma) \neq V(\text{exp2})(\gamma, \sigma) 
\end{cases} \)

- \([\text{exp1} < \text{exp2}]_{\gamma \sigma} = \begin{cases} 
\text{true} & \text{if } V(\text{exp1})(\gamma, \sigma) < V(\text{exp2})(\gamma, \sigma) \\
\text{false} & \text{if } V(\text{exp1})(\gamma, \sigma) \geq V(\text{exp2})(\gamma, \sigma) 
\end{cases} \)

- \([\text{exp} \in \text{IN}]_{\gamma \sigma} = \begin{cases} 
\text{true} & \text{if } V(\text{exp})(\gamma, \sigma) \in \text{IN} \\
\text{false} & \text{if } V(\text{exp})(\gamma, \sigma) \notin \text{IN} 
\end{cases} \)

- \([-p]_{\gamma \sigma} = \text{NOT}_3 [p]_{\gamma \sigma} \)
- \([p_1 \lor p_2]_{\gamma \sigma} = [p_1]_{\gamma \sigma} \text{ OR}_3 [p_2]_{\gamma \sigma} \)

- \([\exists t : p]_{\gamma \sigma} = \begin{cases} 
\text{true} & \text{if there exists a } t \in \text{TIME} \cup \{\infty\} \text{ such that } [p](\gamma : t \mapsto t)_{\sigma} = \text{true} \\
\text{false} & \text{if for all } t \in \text{TIME} \cup \{\infty\}, [p](\gamma : t \mapsto t)_{\sigma} = \text{false} \\
\bot & \text{otherwise} 
\end{cases} \)

The conventional abbreviations are used, such as \( p_1 \land p_2 \equiv \neg(p_1 \lor \neg p_2) \), \( p_1 \rightarrow p_2 \equiv \neg p_1 \lor p_2 \), and \( \forall t : p \equiv \neg \exists t : \neg p \). Observe that if \( \text{AND}_3 \) and \( \text{IMPLIES}_3 \) are defined as in Table 3.6 then we have

- \([p_1 \land p_2]_{\gamma \sigma} = [p_1]_{\gamma \sigma} \text{ AND}_3 [p_2]_{\gamma \sigma} \)
- \([p_1 \rightarrow p_2]_{\gamma \sigma} = [p_1]_{\gamma \sigma} \text{ IMPLIES}_3 [p_2]_{\gamma \sigma} \)

Subsequently we say that \( p \) holds in \( \gamma \) and \( \sigma \) if \([p]_{\gamma \sigma} = \text{true} \). Further, we frequently use \([p]_{\gamma \sigma}\) as an abbreviation of \([p]_{\gamma \sigma} = \text{true} \).
Table 3.6: Three-valued conjunction and implication

<table>
<thead>
<tr>
<th>AND3</th>
<th>true</th>
<th>false</th>
<th>⊥</th>
</tr>
</thead>
<tbody>
<tr>
<td>true</td>
<td>true</td>
<td>false</td>
<td>⊥</td>
</tr>
<tr>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>IMPLIES3</th>
<th>true</th>
<th>false</th>
<th>⊥</th>
</tr>
</thead>
<tbody>
<tr>
<td>true</td>
<td>true</td>
<td>false</td>
<td>⊥</td>
</tr>
<tr>
<td>false</td>
<td>true</td>
<td>true</td>
<td>true</td>
</tr>
</tbody>
</table>

Returning to our example, observe that the interpretation is such that for any \( \gamma \) and \( \sigma \), \([\text{comm via } c \text{ at } (\text{time} + 3)]\gamma \sigma = \bot\) and \([-\text{comm via } c \text{ at } (\text{time} + 3)]\gamma \sigma = \bot\). Thus neither \([\text{comm via } c \text{ at } (\text{time} + 3)]\gamma \sigma\) nor \([-\text{comm via } c \text{ at } (\text{time} + 3)]\gamma \sigma\) holds. In general this interpretation facilitates sequential reasoning, since \([p]\gamma \sigma\) implies that \(p\) does not express any constraint on points of time after \(|\sigma|\). This is expressed formally in Lemma 3.4.3 below: if assertion \(p\) holds in \(\sigma_1\) then \(p\), with \(\text{time}\) replaced by \(|\sigma_1|\), holds in any arbitrary extension of \(\sigma_1\), i.e., in \(\sigma_1\sigma_2\) for any \(\sigma_2\). To prove this, first consider the following lemma.

**Lemma 3.4.1** For all \(\gamma, \sigma_1,\) and \(\sigma_2\): \(V(\exp)(\gamma, \sigma_1) = V(\exp[|\sigma_1|/\text{time}])(\gamma, \sigma_2)\).

**Proof:** The proof proceeds by induction on the structure of expression \(\exp\), and is given in Appendix A. \(\square\)

Since \(|\sigma \downarrow \tau| = \tau\) if \(\tau \leq |\sigma|\), this leads to

**Corollary 3.4.2** For all \(\gamma, \sigma,\) and \(\tau \leq |\sigma|\): \(V(\exp)(\gamma, \sigma \downarrow \tau) = V(\exp[\tau/\text{time}])(\gamma, \sigma)\).

Then we have the following lemma:

**Lemma 3.4.3** For all \(\gamma\) and \(\sigma_1\): \([p]\gamma \sigma_1\) iff (for all \(\sigma_2\), \([p[|\sigma_1|/\text{time}]\gamma \sigma_1 \sigma_2\)).

**Proof:** Consider any \(\gamma\) and \(\sigma_1\). First observe that if, for all \(\sigma_2\), \([p[|\sigma_1|/\text{time}]\gamma \sigma_1 \sigma_2\) then, using \(\sigma_2\) with \(|\sigma_2| = 0\), \([p[|\sigma_1|/\text{time}]\gamma \sigma_1\), and hence \([p]\gamma \sigma_1\). Furthermore, Lemma 3.4.1 implies that, for all \(\sigma_2\), \(V(\exp)(\gamma, \sigma_1) = V(\exp[|\sigma_1|/\text{time}])(\gamma, \sigma_1 \sigma_2)\). We prove, in Appendix A, by induction on the structure of \(p\) that, for all \(\sigma_2\), \([p]\gamma \sigma_1\) implies \([p[|\sigma_1|/\text{time}]\gamma \sigma_1 \sigma_2\). \(\square\)

We use the conventional relations between expressions, such as
- \(\exp_1 \leq \exp_2 \equiv (\exp_1 < \exp_2) \lor (\exp_1 = \exp_2)\),
- \(\exp_1 \geq \exp_2 \equiv (\exp_2 < \exp_1) \lor (\exp_1 = \exp_2)\),
- \(\exp_1 \leq \exp_2 \leq \exp_3 \equiv (\exp_1 \leq \exp_2) \land (\exp_2 \leq \exp_3)\), etc.

Relativized quantifiers are defined as usual, for instance,
- \(\forall t, t_0 \leq t < \text{time} : p \equiv \forall t : t_0 \leq t < \text{time} \rightarrow p\)
- \(\exists t, t_0 \leq t < \text{time} : p \equiv \exists t : t_0 \leq t < \text{time} \land p\).
Furthermore, the following abbreviations are frequently used:

- **true** \( \equiv 0 = 0 
- **false** \( \equiv \neg \text{true} 
- \text{wait to } c! \text{ during } [t_0, t_1) \equiv \forall t, t_0 \leq t < t_1 : \text{wait to } c! \text{ at } t_0 
- \text{comm via } c \text{ during } [t_0, t_1) \equiv \forall t, t_0 \leq t < t_1 : \text{comm via } c \text{ at } t_2 
- \neg \text{comm via } c \text{ during } [t_0, t_1) \equiv \forall t, t_0 \leq t < t_1 : \neg \text{comm via } c \text{ at } t_2 
- \text{wait to } c! \text{ at } t_0 \text{ until } \text{comm at } t_1 \equiv \text{wait to } c! \text{ during } [t_0, t_1) \wedge \text{comm via } c \text{ during } [t_1, t_1 + K_c) 
- \text{wait to } c! \text{ at } t_0 \text{ until } \text{comm } \equiv \exists t_1 \geq t_0 : \text{wait to } c! \text{ at } t_0 \text{ until } \text{comm at } t_1 

Let } c_{\text{set}} \text{ be a finite subset of } DCHAN. \text{ Then}

- \neg \text{c_{\text{set}} during } [t_0, t_1) \equiv \forall t, t_0 \leq t < t_1 : \neg \text{wait to } c! \text{ at } t_0 
- \text{comm via } c \text{ during } [t_0, t_1) = 'r/t_2, to < t_2 < t_1: \text{comm via } c \text{ at } t_2
- \text{comm via } c \text{ during } [t_0, t_1) = 'r/t_2, to < t_2 < t_1: \neg \text{comm via } c \text{ at } t_2
- \text{wait to } c! \text{ at } t_0 \text{ until } \text{comm at } t_1 \equiv \text{wait to } c! \text{ during } [t_0, t_1) \wedge \text{comm via } c \text{ during } [t_1, t_1 + K_c) 
- \text{wait to } c! \text{ at } t_0 \text{ until } \text{comm } \equiv \exists t_1 \geq t_0 : \text{wait to } c! \text{ at } t_0 \text{ until } \text{comm at } t_1 

The abbreviations above are also used with } c? \text{ instead of } c!, \text{ and with other intervals such as } (t_0, t_1) \text{ and } (t_0, oo) \text{ instead of the interval } [t_0, t_1). \text{ It is easy to extend these definitions for general expressions instead of } t_0 \text{ or } t_1.

Observe that logical variables range over } TIME \cup \{ oo \}, \text{ and thus } \text{wait to } c! \text{ at } t_0 \text{ until } \text{comm}, \text{i.e., } \exists t_1 \geq t_0 : \text{wait to } c! \text{ at } t_0 \text{ until } \text{comm at } t_1 \text{ is equivalent to } \{ \text{wait to } c! \text{ at } t_0 \text{ until } \text{comm at } oo \} \vee \{ \exists t_1, t_0 \leq t_1 < oo : \text{wait to } c! \text{ at } t_0 \text{ until } \text{comm at } t_1 \}. 

Since } \text{comm via } c \text{ during } [oo, oo + K_c) \iff \text{true}, \text{ this is equivalent to } \{ \text{wait to } c! \text{ during } [t_0, oo) \} \vee \{ \exists t_1, t_0 \leq t_1 < oo : \text{wait to } c! \text{ during } [t_0, t_1) \wedge \text{comm via } c \text{ during } [t_1, t_1 + K_c) \}. 

Definition 3.4.4 (Validity Assertions) An assertion } p \text{ is valid, denoted } \models p, \text{ iff } p \text{ holds in any environment } \gamma \text{ and any any model } \sigma, \text{ i.e., } [p]_{\gamma\sigma} \text{ for all } \gamma \text{ and } \sigma. 

Next we define when a correctness formula } C : \{ p \} S \{ q \} \text{ is valid. Informally, if } p \text{ holds in an initial model } \hat{\sigma}, \text{ and } \sigma \text{ represents a computation of } S, \text{ then } C \text{ holds in the concatenation } \hat{\sigma}\sigma \text{ of these models, and if } \sigma \text{ terminates then } q \text{ holds in } \hat{\sigma}\sigma. \text{ This leads to the following formal definition (recall that, e.g., } [p]_{\gamma\hat{\sigma}} \text{ is an abbreviation of } [p]_{\gamma\hat{\sigma} = \text{true}}): 

Definition 3.4.5 (Validity of a Correctness Formula) For a program } S \text{ and assertions } C, p \text{ and } q, \text{ a correctness formula } C : \{ p \} S \{ q \} \text{ is valid, denoted by } \models C : \{ p \} S \{ q \}, \text{ iff for any } \gamma, \text{ and any well-formed model } \hat{\sigma} \text{ with } |\hat{\sigma}| < \infty:\text{ if } [p]_{\gamma\hat{\sigma}} \text{ then for all } \sigma \in M(S) : [C]_{\gamma(\hat{\sigma}\sigma)}, \text{ and if } |\sigma| < \infty \text{ then } [q]_{\gamma(\hat{\sigma}\sigma)}. 

Example 3.4.1 We show that } \models time = t + d : \{ time = t \} \text{ delay } d \{ time = t + d \}. \text{ Consider an environment } \gamma \text{ and a model } \hat{\sigma} \text{ with } |\hat{\sigma}| < \infty. \text{ Assume } [time = t]_{\gamma\hat{\sigma}}. \text{ Then } |\hat{\sigma}| = \gamma(t), \text{ i.e., the starting time is the value of } t \text{ in environment } \gamma. \text{ For } \sigma \in M(\text{delay } d) \text{ we have } |\sigma| = d. \text{ Then } [time = t + d]_{\gamma\hat{\sigma}\sigma}, \text{ since } |\hat{\sigma}\sigma| = |\hat{\sigma}| + |\sigma| = \gamma(t) + d. \quad \square
Observe that the definition of validity of a correctness formula requires that the assertions hold for each environment \( \gamma \), and hence free logical variables in a specification are implicitly universally quantified.

**Example 3.4.2** As an example of a liveness specification, consider the formula

\[
C \land \text{time} = \infty : \{\text{time} = 0\} \star [c? \rightarrow \text{skip}] \{\text{false}\},
\]

with

\[
C \equiv (\exists t_0 < \infty \exists t_1 > t_0 : \text{comm via } c \text{ at } t_1) \lor (\exists t_0 < \infty \forall t_1 > t_0 : \text{wait to } c? \text{ at } t_1).
\]

This commitment expresses that the program either communicates infinitely often, or it eventually waits forever. Observe that this is not a safety property since it cannot be falsified in finite time. After presenting the rule for the iteration construct we show that this valid formula is also derivable, as it should be in a complete system.

The following lemma is easy to prove by induction on the structure of \( p \) (see Appendix A):

**Lemma 3.4.6** Consider \( \text{cset} \subseteq \text{DCHAN} \) and assertion \( p \). If \( \text{dch}(p) \subseteq \text{cset} \) then, for all \( \gamma \) and \( \sigma \), \( [p] \gamma \sigma \) iff \( [p] \gamma [\sigma]_{\text{cset}} \).

### 3.4.3 Proof System

In this section we give a compositional proof system for our correctness formulae. First we formulate rules and axioms that are generally applicable to any statement. Next we axiomatize the programming language by formulating rules and axioms for all atomic statements and compound programming constructs. Let \( \vdash C : \{p\} S \{q\} \) denote that the formula \( C : \{p\} S \{q\} \) can be derived in this proof system.

**General Part**

We start with an axiom expressing the well-formedness properties of a computation. Let \( \text{cset} \) be a finite subset of \( \text{DCHAN} \).

**Axiom 3.4.7 (Well-Formedness)** \( \text{WellForm}_{\text{cset}} : \{\text{true}\} S \{\text{WellForm}_{\text{cset}}\} \)

where \( \text{WellForm}_{\text{cset}} \equiv \forall t < \text{time} : \text{MW}_{\text{cset}}(t) \land \text{Excl}_{\text{cset}}(t) \), with

\[
\text{MW}_{\text{cset}}(t) \equiv \bigwedge_{\{c, c'?\} \subseteq \text{cset}} \neg(\text{wait to } c? \text{ at } t \land \text{wait to } c! \text{ at } t)
\]

\[
\text{Excl}_{\text{cset}}(t) \equiv (\bigwedge_{\{c, c'\} \subseteq \text{cset}} \neg(\text{wait to } c! \text{ at } t \land \text{comm via } c \text{ at } t)) \land
\bigwedge_{\{c, c'\} \subseteq \text{cset}} \neg(\text{wait to } c? \text{ at } t \land \text{comm via } c \text{ at } t)
\]

The proof system contains a consequence rule which is an extension of the classical consequence rule for Hoare triples as given in Section 2.1. Note that by Definition 3.4.5 of a valid correctness formula, preconditions are interpreted in a model \( \hat{\sigma} \) with \( |\hat{\sigma}| < \infty \). Hence any precondition can be strengthened by adding \( \text{time} < \infty \), to express that the starting time is finite.
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Rule 3.4.8 (Consequence)

\[
C_0 : \{p_0\} S \{q_0\}, \quad p \land \text{time} < \infty \rightarrow p_0, \quad C_0 \rightarrow C, \quad q_0 \rightarrow q
\]

\[C : \{p\} S \{q\}\]

Observe that \(\models false : \{\text{time} = \infty\} S \{false\}\), for any program \(S\). To deduce this formula, we first derive \(false : \{false\} S \{false\}\). This can be done by means of the Initial Invariance Rule below. Then we can use the Consequence Rule, since \(\text{time} = \infty \land \text{time} < \infty \rightarrow false\).

Next we give two axioms to deduce invariance properties. The first axiom expresses that the precondition, except for the variable \(\text{time}\), remains valid during the execution of a program.

Axiom 3.4.9 (Initial Invariance) \[p : \{p\} S \{p\}\]

provided \(\text{time}\) does not occur in \(p\).

The soundness of this axiom is based on Lemma 3.4.3 which guarantees that if \([p]_{\gamma \sigma}\) and \(p\) does not contain \(\text{time}\), then \([p]_{\gamma \sigma}\), for any model \(\sigma\).

The Channel Invariance Axiom below expresses that during the execution of a program \(S\) no activity takes place on channels not occurring in \(S\). The soundness proof of this axiom uses Lemma 3.2.14. Let \(cset\) be a finite subset of \(DCHAN\).

Axiom 3.4.10 (Channel Invariance)

\[\text{no cset during } [t_0, \text{time}) : \{\text{time} = t_0\} S \{\text{no cset during } [t_0, \text{time})\}\]

provided \(cset \cap dch(S) = \emptyset\).

Our proof system contains the following rules for conjunction, quantification, and substitution.

Rule 3.4.11 (Conjunction) \[
C_1 : \{p_1\} S \{q_1\}, \quad C_2 : \{p_2\} S \{q_2\}
\]

\[C_1 \land C_2 : \{p_1 \land p_2\} S \{q_1 \land q_2\}\]

Rule 3.4.12 (Quantification) \[
C : \{p\} S \{q\}
\]

\[C : \{\exists t : p\} S \{q\}\]

provided \(t\) does not occur in \(C\) and \(q\).

Rule 3.4.13 (Substitution) \[
C : \{p\} S \{q\}
\]

\[C[\text{exp/t}] : \{p[\text{exp/t}]\} S \{q[\text{exp/t}]\}\]

provided \(\text{time}\) does not occur in expression \(\text{exp}\).

The following rule can be used to transform a correctness formula with precondition \(\text{time} = t_0\) into a a formula with an arbitrary precondition and starting time. This is a derived rule, that is, the rule can be derived from the other rules and axioms in the proof system (as we prove below).
Derived Rule 3.4.14 (Adaptation)

\[ C : \{ \text{time} = t_0 \} S \{ q \} \]

\[ p[\text{exp}/\text{time}] \land C[\text{exp}/t_0] : \{ p[\text{exp}/\text{time}] \land \text{time} = \text{exp} \} S \{ p[\text{exp}/\text{time}] \land q[\text{exp}/t_0] \} \]

provided \text{time} does not occur in expression \text{exp}.

**Proof** Assume \( \vdash C : \{ \text{time} = t_0 \} S \{ q \} \), and suppose \text{time} does not occur in expression \text{exp}. By the Substitution Rule, replacing \( t_0 \) by \text{exp}, we obtain

\[ \vdash C[\text{exp}/t_0] : \{ \text{time} = \text{exp} \} S \{ q[\text{exp}/t_0] \} \]

Since \text{time} does not occur in \text{exp}, the Initial Invariance Rule leads to

\[ \vdash p[\text{exp}/\text{time}] : \{ p[\text{exp}/\text{time}] \} S \{ p[\text{exp}/\text{time}] \} \]

Then, by the Consequence Rule,

\[ \vdash p[\text{exp}/\text{time}] \land C[\text{exp}/t_0] : \{ p[\text{exp}/\text{time}] \land \text{time} = \text{exp} \} S \{ p[\text{exp}/\text{time}] \land q[\text{exp}/t_0] \} \]


**Program Part**

The rules and axioms for atomic statements will be given with precondition \( \text{time} = t_0 \); with the Adaptation Rule one can easily obtain any arbitrary precondition.

**Axiom 3.4.15** (Skip)

\( \text{time} = t_0 : \{ \text{time} = t_0 \} \text{ skip} \{ \text{time} = t_0 \} \)

**Axiom 3.4.16** (Delay)

\( \text{time} = t_0 + d : \{ \text{time} = t_0 \} \text{ delay} d \{ \text{time} = t_0 + d \} \)

**Example 3.4.3** We can derive

\( \{ \text{time} = 5 \land \text{comm via c at 1} \} : \{ \text{time} = 2 \land \text{comm via c at 1} \} \text{ delay} 3 \{ \text{time} = 5 \} \),

as follows. By the Delay Axiom,

\( \text{time} = t_0 + 3 : \{ \text{time} = t_0 \} \text{ delay} 3 \{ \text{time} = t_0 + 3 \} \).

Using the Adaptation Rule, with \( p \equiv \text{comm via c at 1} \) and \( \text{exp} = 2 \), we obtain

\( \{ \text{time} = 2 + 3 \land \text{comm via c at 1} \} \text{ delay} 3 \{ \text{time} = 2 + 3 \land \text{comm via c at 1} \} \).

Finally, the Consequence Rule leads to

\( \{ \text{time} = 5 \land \text{comm via c at 1} \} : \{ \text{time} = 2 \land \text{comm via c at 1} \} \text{ delay} 3 \{ \text{time} = 5 \} \).

To formulate a rule for a send statement \text{c!}, observe that the postcondition can characterize terminating computations consisting of a waiting period (during which no communication partner is available) followed by an interval during which the actual communication takes place. In addition, the commitment can characterize non-terminating computations in which the io-statement waits forever to communicate. Observe that

\[ \exists t \geq t_0 : \text{wait to c! at t_0 until comm at t} \land \text{time} = t + K_c \text{ implies that either } t = \infty \text{ and } \text{wait to c! during [t_0, \infty)} \land \text{time} = \infty, \text{ or there exists a } t, t_0 \leq t < \infty \text{ such that } \text{wait to c! during [t_0, t) \land comm via c during [t, t + K_c) \land time} = t + K_c. \]

This leads to the following rule:
Rule 3.4.17 (Send)

\[ \exists t \geq t_0 : \text{wait to } c! \text{ at } t_0 \text{ until comm at } t \land \text{time } = t + K_c \rightarrow C \]

\[ C : \{\text{time } = t_0\} c! \{C \land \text{time } < \infty\} \]

Similar to the Send Rule, we have the following rule for a receive statement.

Rule 3.4.18 (Receive)

\[ \exists t \geq t_0 : \text{wait to } c? \text{ at } t_0 \text{ until comm at } t \land \text{time } = t + K_c \rightarrow C \]

\[ C : \{\text{time } = t_0\} c? \{C \land \text{time } < \infty\} \]

The inference rule for sequential composition is an extension of the classical rule for Hoare triples. To explain the commitment of \( S_1; S_2 \), observe that a computation of \( S_1; S_2 \) is either a non-terminating computation of \( S_1 \) or a terminated computation of \( S_1 \) extended with a computation of \( S_2 \). The commitment of \( S_1; S_2 \) expresses the non-terminating computations of \( S_1 \) by using the commitment of \( S_1 \) with \( \text{time } = \infty \). Terminating computations of \( S_1 \) are characterized in the postcondition of \( S_1 \) which is also the precondition of \( S_2 \). Then these computations are extended by \( S_2 \) and described in the commitment of \( S_2 \).

Rule 3.4.19 (Sequential Composition)

\[ C_1 : \{p\} S_1 \{r\}, \quad C_2 : \{r\} S_2 \{q\} \]

\[ (C_1 \land \text{time } = \infty) \lor C_2 : \{p\} S_1; S_2 \{q\} \]

Example 3.4.4 Consider the program \( c?; d! \). Define

\[ C^1_{\text{nonterm}} \equiv \text{wait to } c? \text{ during } [0, \infty) \text{ and } C^1_{\text{term}} \equiv \text{wait to } c? \text{ at } 0 \text{ until comm at } t_1. \]

Then \((C^1_{\text{nonterm}} \land \text{time } = \infty) \lor (\exists t_1 < \infty : C^1_{\text{term}} \land \text{time } = t_1 + K_c) : \{\text{time } = 0\} c? \{\exists t_1 < \infty : C^1_{\text{term}} \land \text{time } = t_1 + K_c\}. \]

For \( d! \), define \( C_2 \equiv \text{wait to } d! \text{ at } t_1 + K_c \text{ until comm}, \) then we can derive

\[ (\exists t_1 < \infty : C^1_{\text{term}} \land C_2) : \{\exists t_1 < \infty : C^1_{\text{term}} \land \text{time } = t_1 + K_c\} d! \{\text{true}\}. \]

Observe that the terminating behaviour of \( c? \) is characterized by its postcondition, thus by the precondition of \( d! \), and hence can be included in the commitment of \( d! \).

Now the Sequential Composition Rule leads to

\[ (C^1_{\text{nonterm}} \land \text{time } = \infty) \lor (\exists t_1 < \infty : C^1_{\text{term}} \land C_2) : \{\text{time } = 0\} c? ; d! \{\text{true}\}. \]

Given the rules for the basic statements, it is often easier to use the following derived rule:

Derived Rule 3.4.20 (Sequential Composition Adaptation)

\[ C_1 : \{p\} S_1 \{r\}, \quad C_2 : \{\text{time } = t\} S_2 \{q\} \]

\[ (C_1 \land \text{time } = \infty) \lor (\exists t : r[t/time] \land C_2) : \{p\} S_1; S_2 \{\exists t : r[t/time] \land q\} \]
Proof: Assume
\[ \vdash C_1 : \{p\} S_1 \{r\} \quad (3.1) \]
\[ \vdash C_2 : \{\text{time} = t\} S_2 \{q\} \quad (3.2) \]
Since \( r \rightarrow \exists t : r[t/time] \land \text{time} = t \), (3.1) leads by the Consequence Rule to
\[ \vdash C_1 : \{p\} S_1 \{\exists t : r[t/time] \land \text{time} = t\} \quad (3.3) \]
By (3.2) and the Adaptation Rule:
\[ \vdash r[t/time] \land C_2 : \{r[t/time] \land \text{time} = t\} S_2 \{\exists t : r[t/time] \land q\} \]
The Consequence Rule leads to
\[ \vdash (\exists t : r[t/time] \land C_2) : \{r[t/time] \land \text{time} = t\} S_2 \{\exists t : r[t/time] \land q\} \]
Then, using the Quantification Rule, we obtain
\[ \vdash (\exists t : r[t/time] \land C_2) : \{\exists t : r[t/time] \land \text{time} = t\} S_2 \{\exists t : r[t/time] \land q\} \quad (3.4) \]
From (3.3) and (3.4), by the Sequential Composition Rule,
\[ (C_1 \land \text{time} = \infty) \lor (\exists t : r[t/time] \land C_2) : \{p\} S_1 ; S_2 \{\exists t : r[t/time] \land q\} \]
\[ \square \]
Example 3.4.5 Consider the program \( c?; d! \). We prove
\[ (\exists t_1 \geq t_0 : \text{wait to } c? \text{ at } t_0 \text{ until } \text{comm at } t_1 \land \text{wait to } d! \text{ at } t_1 + K_c \text{ until } \text{comm}) : \]
\[ \{\text{time} = t_0\} c?; d! \{\text{true}\} \]
Let \( C_1 \equiv \exists t_1 \geq t_0 : \text{wait to } c? \text{ at } t_0 \text{ until } \text{comm at } t_1 \land \text{time} = t_1 + K_c \),
then by the Receive Rule we can derive
\[ C_1 : \{\text{time} = t_0\} c? \{C_1 \land \text{time} < \infty\} \]
Let \( C_2 \equiv \text{wait to } d! \text{ at } t \text{ until } \text{comm} \), then from the Send Rule we obtain
\[ C_2 : \{\text{time} = t\} d! \{\text{true}\} \]
By the Derived Sequential Composition Rule we can now derive
\[ (C_1 \land \text{time} = \infty) \lor (\exists t : (C_1 \land \text{time} < \infty)[t/time] \land C_2) : \]
\[ \{\text{time} = t_0\} c? ; d! \{\exists t : (C_1 \land \text{time} < \infty)[t/time] \land \text{true}\} \]
Observe that the commitment \( (C_1 \land \text{time} = \infty) \lor (\exists t : (C_1 \land \text{time} < \infty)[t/time] \land C_2) \)
implies \[ \text{[wait to } c? \text{ at } t_0 \text{ until } \text{comm at } \infty \land \text{time} = \infty \text{[V} \]
\[ \exists t_1 \geq t_0 : \text{wait to } c? \text{ at } t_0 \text{ until } \text{comm at } t_1 \land t = t_1 + K_c \land t < \infty \land \]
\[ \text{wait to } d! \text{ at } t \text{ until } \text{comm} \text{],} \]
and thus \[ \text{[wait to } c? \text{ at } t_0 \text{ until } \text{comm at } \infty \land \text{time} = \infty \text{[V} \]
\[ \exists t_1 , t_0 \leq t_1 < \infty : \text{wait to } c? \text{ at } t_0 \text{ until } \text{comm at } t_1 \land \]
\[ \text{wait to } d! \text{ at } t_1 + K_c \text{ until } \text{comm} \text{].} \]
Since \[ \vdash \text{[wait to } d! \text{ at } \infty \text{ until } \text{comm} \text{],} \]
the Consequence Rule leads to
\[ (\exists t_1 \geq t_0 : \text{wait to } c? \text{ at } t_0 \text{ until } \text{comm at } t_1 \land \text{wait to } d! \text{ at } t_1 + K_c \text{ until } \text{comm}) : \]
\[ \{\text{time} = t_0\} c? ; d! \{\text{true}\} \]
\[ \square \]
Consider a guarded command \( G \equiv \left[ \bigwedge_{i=1}^n \text{wait to } c_i? \text{ during } [t_0,t] \land \text{no } (dch(G) - \{c_1?, \ldots , c_n?\}) \right] \text{ during } [t_0,t) \)
• comm $c_i$ in $G$ from $t \equiv \text{comm via } c_i \text{ during } [t, t + K_c) \land$
  \no (dch(G) - \{c_i\}) \text{ during } [t, t + K_c) \land \text{time} = t + K_c$

First we give a rule for the case that $d = \infty$, thus for $G \equiv \big[ \bigwedge_{i=1}^{\infty} c_i \rightarrow S_i \big]$. This statement either waits forever to perform one of the $c_i$ communications because none of the partners is available, or it eventually communicates via one of the $c_i$ and then executes the corresponding statement $S_i$.

Rule 3.4.21 (Guarded Command without Delay)

$$\exists t, t_0 \leq t < \infty : \text{wait in } G \text{ during } [t_0, t) \land$$
$$\text{comm } c_i \text{ in } G \text{ from } t \rightarrow p_i, \text{ for all } i = 1, \ldots, n$$
$$C_i : \{p_i\} S_i \{q_i\}, \text{ for all } i = 1, \ldots, n$$
$$\frac{C_{\text{nonterm}} \lor \bigvee_{i=1}^{\infty} C_i : \{\text{time} = t_0\} \big[ \bigwedge_{i=1}^{\infty} c_i \rightarrow S_i \big] \{\bigvee_{i=1}^{\infty} q_i\}}{C_{\text{nonterm}} \land \text{time} = \infty : \{C\} \star G \{\text{false}\}}$$

Next consider $G \equiv \big[ \bigwedge_{i=1}^{\infty} c_i \rightarrow S_i \big]\{\text{delay } d \rightarrow S\}$ with $d \neq \infty$.

Rule 3.4.22 (Guarded Command with Delay)

$$\exists t, t_0 \leq t < t_0 + d : \text{wait in } G \text{ during } [t_0, t) \land$$
$$\text{comm } c_i \text{ in } G \text{ from } t \rightarrow p_i, \text{ for all } i = 1, \ldots, n$$
$$C_i : \{p_i\} S_i \{q_i\}, \text{ for all } i = 1, \ldots, n$$
$$C : \{\text{wait in } G \text{ during } [t_0, t_0 + d) \land \text{time} = t_0 + d\} S \{q\}$$
$$\frac{\bigvee_{i=1}^{\infty} C_i \lor C : \{\text{time} = t_0\} \big[ \bigwedge_{i=1}^{\infty} c_i \rightarrow S_i \big]\{\text{delay } d \rightarrow S\} \{\bigvee_{i=1}^{\infty} q_i \lor q\}}{\text{provided } d \neq \infty.}$$

As already explained in the introduction, the rule for the iteration construct does not contain any explicit well-foundedness argument, although we deal with liveness properties. The main principle is that liveness properties can be derived from real-time safety properties, and these properties can be proved by means of an invariant.

Rule 3.4.23 (Iteration)

$$\frac{(\forall t_1 < \infty \exists t_2 > t_1 : C[t_2/time]) \rightarrow C_{\text{nonterm}}}{C_{\text{nonterm}} \land \text{time} = \infty : \{C\} \star G \{\text{false}\}}$$

where $t_1$ and $t_2$ are fresh logical variables.

Example 3.4.6 Consider the formula from Example 3.4.2, expressing a liveness property for program $*[c? \rightarrow \text{skip}]$. Let $C_1 \equiv \forall t_3 < \infty \exists t_4 > t_3 : \text{comm via } c \text{ at } t_4$ and $C_2 \equiv \exists t_3 < \infty : \text{wait to } c? \text{ during } [t_3, \infty)$. To prove $(C_1 \lor C_2) \land \text{time} = \infty : \{\text{time} = 0\} \star [c? \rightarrow \text{skip}] \{\text{false}\}$, we apply the Iteration Rule with $C_{\text{nonterm}} \equiv C_1 \lor C_2$ and $C \equiv (\forall t_3 < \text{time} \exists t_4 > t_3 : \text{comm via } c \text{ at } t_4) \lor (\exists t_3 < \text{time} : \text{wait to } c? \text{ during } [t_3, \infty))$. Observe that $C$ expresses that $C_1 \lor C_2$ holds up to the termination time. We show that the two conditions of the Iteration Rule are fulfilled:
1. We prove \( C : \{ c? \rightarrow \text{skip} \} \{ C \} \) as follows.

By the Rule for Guarded Command without Delay we obtain
\[
\dot{C} : \{ \text{time} = t_0 \} [ c? \rightarrow \text{skip} ] \{ \dot{C} \},
\]
with
\[
\dot{C} \equiv (\forall t_5, t_0 \leq t_5 < \text{time} \exists t_6 > t_6 : \text{comm via } c \text{ at } t_6) \lor
(\exists t_5, t_0 \leq t_5 < \text{time} : \text{wait to } c? \text{ during } [t_5, \infty)).
\]
From the Adaptation Rule, with \( p \equiv C \) and \( \text{exp} \equiv t_0 \),
\[
C[t_0/\text{time}] \land \dot{C} \Rightarrow C : \{ C[t_0/\text{time}] \land \text{time} = t_0 \} [ c? \rightarrow \text{skip} ] \{ C[t_0/\text{time}] \land \dot{C} \}.
\]
Since \( C[t_0/\text{time}] \land \dot{C} \), the Consequence Rule leads to
\[
C : \{ C[t_0/\text{time}] \land \text{time} = t_0 \} [ c? \rightarrow \text{skip} ] \{ C \}.
\]
By the Quantification Rule,
\[
C : \{ \exists t_0 : C[t_0/\text{time}] \land \text{time} = t_0 \} [ c? \rightarrow \text{skip} ] \{ C \}.
\]
Since \( C \rightarrow \exists t_0 : C[t_0/\text{time}] \land \text{time} = t_0 \), the Consequence Rule leads to
\[
C : \{ C \} [ c? \rightarrow \text{skip} ] \{ C \}.
\]

2. We have \((\forall t_1 < \infty \exists t_2 > t_1 : C[t_2/\text{time}]) \rightarrow \text{Cnonterm}\), since
\[
(\forall t_1 < \infty \exists t_2 > t_1 : C[t_2/\text{time}]) \equiv (\forall t_1 < \infty \exists t_2 > t_1 :
(\forall t_3 < t_2 \exists t_4 > t_3 : \text{comm via } c \text{ at } t_4) \lor \exists t_3 < t_2 : \text{wait to } c? \text{ during } [t_3, \infty))) \rightarrow
((\forall t_3 < \infty \exists t_4 > t_3 : \text{comm via } c \text{ at } t_4) \lor \exists t_3 < \infty : \text{wait to } c? \text{ during } [t_3, \infty))) \equiv
(C_1 \lor C_2) \equiv \text{Cnonterm}.
\]
Now by the Iteration Rule we obtain \((C_1 \lor C_2) \land \text{time} = \infty : \{ C \} \star [ c? \rightarrow \text{skip} ] \{ \text{false} \} \). Since logical time-variables such as \( t_3 \) and \( t_4 \) range over nonnegative values, \( \text{time} = 0 \) implies \( \forall t_3 < \infty \exists t_4 > t_3 : \text{comm via } c \text{ at } t_4 \), and hence \( \text{time} = 0 \rightarrow C \). Thus, by the Consequence Rule, \((C_1 \lor C_2) \land \text{time} = \infty : \{ \text{time} = 0 \} \star [ c? \rightarrow \text{skip} ] \{ \text{false} \} \). \( \square \)

Consider the parallel composition of statements \( S_1 \) and \( S_2 \). For the preconditions we simply take the conjunction. For the postcondition \( q \) of \( S_1 \| S_2 \) we would also prefer to take the conjunction of the postconditions \( q_1 \) and \( q_2 \) of, respectively \( S_1 \) and \( S_2 \), but there a small problem has to be solved. Observe that, for \( i = 1, 2 \), the special variable \( \text{time} \) in postcondition \( q_i \) denotes the termination time of \( S_i \). Since, in general, the termination times of \( S_1 \) and \( S_2 \) will be different (and then \( q_1 \land q_2 \) could imply \( \text{false} \), see Example 3.4.7), we substitute a logical variables \( t_i \) for \( \text{time} \) in \( q_i \). Then the termination time of \( S_1 \| S_2 \), expressed by \( \text{time} \) in its postcondition, is the maximum of \( t_1 \) and \( t_2 \). Furthermore we add two predicates to express that process \( S_i \) does not perform any action between \( t_i \) and \( \text{time} \). A similar construction is used for the commitments. This leads to the following rule:

**Rule 3.4.24 (Parallel Composition)**

\[
C_i : \{ p_i \} S_i \{ q_i \}, i = 1, 2
\]
\[
\exists t_1, t_2 : \text{time} = \max(t_1, t_2) \land \bigwedge_{i=1}^2 C_i[t_i/\text{time}] \land \text{no dch}(S_i) \text{ during } [t_i, \text{time}] \rightarrow C
\]
\[
\exists t_1, t_2 : \text{time} = \max(t_1, t_2) \land \bigwedge_{i=1}^2 q_i[t_i/\text{time}] \land \text{no dch}(S_i) \text{ during } [t_i, \text{time}] \rightarrow q
\]

\[
C : \{ p_1 \land p_2 \} S_1 \| S_2 \{ q \}
\]
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provided \( t_1 \) and \( t_2 \) are fresh logical variables, and \( dch(C_i, q_i) \subseteq dch(S_i) \), for \( i \in \{1, 2\} \).

**Example 3.4.7** To illustrate the problem with the termination times at parallel composition, consider the following two (valid) formulae:

\[
\begin{aligned}
\text{time} &= 5 : \{\text{time} = 0\} \; \text{delay} \; 5 \; \{\text{time} = 5\}, \text{ and } \\
\text{time} &= 7 : \{\text{time} = 0\} \; \text{delay} \; 7 \; \{\text{time} = 7\}.
\end{aligned}
\]

Then for delay 5 || delay 7 we cannot take the conjunction of commitments and postconditions, but by the rule above we obtain the commitment and postcondition \( \text{time} = 7 \) because \((\exists t_1, t_2 : \text{time} = \text{max}(t_1, t_2) \land t_1 = 5 \land t_2 = 7) \rightarrow (\text{time} = 7) \). \( \square \)

If \( \text{time} \) does not occur in commitments and postconditions of the components \( S_1 \) and \( S_2 \) then we can derive from Rule 3.4.24 the following simple rule:

**Derived Rule 3.4.25 (Simple Parallel Composition)**

\[
\begin{aligned}
C_1 : \{p_1\} \; S_1 \{q_1\}, \quad C_2 : \{p_2\} \; S_2 \{q_2\} \\
C_1 \land C_2 : \{p_1 \land p_2\} \; S_1 \parallel S_2 \{q_1 \land q_2\}
\end{aligned}
\]

provided \( dch(C_i, q_i) \subseteq dch(S_i) \), for \( i \in \{1, 2\} \), and \( \text{time} \) does not occur in \( C_1 \), \( C_2 \), \( q_1 \), and \( q_2 \).

### 3.4.4 Soundness and Completeness

In Appendix C.1 we prove that the proof system is sound with respect to the semantics given in Section 3.2. We give an outline of the proof of relative completeness. Details can be found in Appendix C.2. The proof proceeds along the lines of the completeness proof for the MTL approach from Section 3.3.3. First we define the notion of a characteristic assertion:

**Definition 3.4.26** An assertion \( C \) is characteristic for a program \( S \) with respect to a logical variable \( t_0 \) iff the following points hold:

1. \( \vdash C : \{\text{time} = t_0\} \; S \; \{C \land \text{time} < \infty\} \).
2. For all \( \gamma, \sigma \) and \( \sigma \): if \( \sigma \) is well-formed, \( dch(\sigma) \subseteq dch(S) \), \( \gamma(t_0) = |\sigma| < \infty \) and \( [C]_\gamma \sigma \) then \( \sigma \in \mathcal{M}(S) \).
3. \( dch(C) = dch(S) \) and \( t_0 \) is the only free logical variable of \( C \).

Similar to Lemma 3.3.22 we prove the following lemma:

**Lemma 3.4.27** For any program \( S \) and any logical variable \( t_0 \) there exists an assertion \( C \) such that

1. \( C \) is characteristic for \( S \) w.r.t. \( t_0 \), and
2. \( \vdash C : \{\text{time} = t_0\} \; S \; \{C \land \text{time} < \infty\} \).
Proof: The proof proceeds by induction on the structure of $S$. The main point is the proof for the case $S \equiv \ast G$ (for which we use the $C_0^\infty$ operator in Appendix B.2 for the MTL system). Assume, by the induction hypothesis, that $C_0$ is characteristic for $G$ with respect to $t_0$. Then we define assertion $p$ with free variable $n$ such that, for $k \in \mathbb{N}, k \geq 1$, $p[k/n]$ is characteristic w.r.t. $t_0$ for $k$ successive executions of $G$. Thus $p[k/n]$ should be equivalent to

$$\exists t_1, \ldots, t_{k-1} \forall i \in \mathbb{N}, i < k - 1: t_i \leq t_{i+1} \leq time \land (t_i < \infty \rightarrow C_0[t_i/t_0, t_{i+1}/time]) \land (t_{k-1} < \infty \rightarrow C_0[t_{k-1}/t_0])$$

where $t_i$ represents the termination time of the $i$th execution (we allow $t_i = \infty$, for $i = 1, \ldots, k - 1$. Observe that we cannot define $p$ as $\exists t_1, \ldots, t_{n-1} \ldots$, since then the number of variables $t_1, \ldots, t_{n-1}$ depends on $n$ and this is not allowed in a first-order assertion. However, by coding these finite sequences $t_1, \ldots, t_{n-1}$ into natural numbers we can express $p$ in our assertion language. Since this coding requires the standard arithmetic, this type of completeness has been called arithmetical completeness by Harel in [Har79]. (See also the appendix in [dB80], written by Zucker, on the expressibility of pre- and postconditions.)

Next we show that $\forall t_1 < \infty \exists t_2 > t_1 \exists n : p[t_2/time] \land time = \infty$ is characteristic for $\ast G$ w.r.t. $t_0$. Furthermore, this commitment can be derived by the Iteration Rule using $C \equiv (\exists n : p) \lor (time = t_0 < \infty)$ and $C_{\text{nonterm}} \equiv \forall t_1 < \infty \exists t_2 > t_1 \exists n : p[t_2/time]$. \qed

Then we prove, similar to Lemma 3.3.24, that a characteristic assertion implies a valid commitment (again this requires the addition of predicates to express well-formedness and that no activity takes place on certain channels). Finally, relative completeness follows easily, as in Theorem 3.3.25.
3.4.5 Example Watchdog Timer

Before applying our Hoare-style formalism to the paradigm of the watchdog timer, we give a few lemmas concerning the use of $WellForm_{c,e}$. 

Lemma 3.4.28 For all $t_0, t_1$, 
\[
\text{wait to } c? \text{ during } (t_0, t_1) \land WellForm_{\{c,e,c\}} \rightarrow \text{no } \{c!, c\} \text{ during } (t_0, t_1)
\]

Proof:
\[
\begin{align*}
\text{wait to } c? \text{ during } (t_0, t_1) \land MW_{\{c,e,c\}} \land Excl_{\{c,e,c\}} \\
\Rightarrow \text{definition } (\forall t_2, t_0 < t_2 < t_1 : \text{wait to } c? \text{ at } t_2) \land \\
(\forall t_2 : \neg(\text{wait to } c? \text{ at } t_2 \land \text{wait to } c! \text{ at } t_2)) \land \\
(\forall t_2 : \neg(\text{wait to } c? \text{ at } t_2 \land \text{comm via } c \text{ at } t_2)) \\
\Rightarrow \text{calculus } (\forall t_2, t_0 < t_2 < t_1 : \text{wait to } c? \text{ at } t_2) \land \\
(\forall t_2 : \text{wait to } c? \text{ at } t_2 \rightarrow \neg\text{wait to } c! \text{ at } t_2) \land \\
(\forall t_2 : \text{wait to } c? \text{ at } t_2 \rightarrow \neg\text{comm via } c \text{ at } t_2) \\
\Rightarrow \text{calculus } \forall t_2, t_0 < t_2 < t_1 : \neg\text{wait to } c! \text{ at } t_2 \land \neg\text{comm via } c \text{ at } t_2 \\
\Rightarrow \text{definition } \text{no } \{c!, c\} \text{ during } (t_0, t_1)
\end{align*}
\]

Similarly, we can prove

Lemma 3.4.29 For all $t_0$,
\[
\text{wait to } c! \text{ at } t_0 \text{ until comm } \land WellForm_{\{c,e,c\}} \rightarrow \forall t_1, t_0 < t_1 < t_0 + K_c : \neg \text{wait to } c? \text{ at } t_1
\]

Lemma 3.4.30 For all channels $c$, and for all $t_0, t_1$ with $t_0 \leq t_1$:
\[
\text{wait to } c? \text{ at } t_0 \text{ until comm } \land \text{wait to } c! \text{ at } t_1 \text{ until comm } \land \text{no comm via } c \text{ during } (t_0, t_1) \land WellForm_{\{c,e,c\}} \rightarrow \text{comm via } c \text{ during } [t_1, t_1 + K_c)
\]

Proof: We give the main steps to prove Lemma 3.4.30. First observe that $t_0 \leq t_1$ together with $\text{wait to } c! \text{ at } t_0 \text{ until comm}$ and $\text{no comm via } c \text{ during } (t_0, t_1)$ implies $\text{wait to } c! \text{ at } t_1 \text{ until comm}$. From $\text{wait to } c? \text{ at } t_1 \text{ until comm}$ we can derive, using $MW_{\{c,e,c\}}$ and $Excl_{\{c,e,c\}}$, that waiting to communicate via $c$ is not allowed after $t_1$. Hence a communication via $c$ must start at $t_1$.

Watchdog Timer

Our formalism is illustrated by an example of a watchdog timer. It is similar to the example given in Section 3.3; the only difference is that in this section we have generalized the waiting period. Consider again the network pictured in Fig. 3.2. Process $W$ is a "watchdog" process: its job is to send an alarm signal on channel $al$ if one of the
processes $P_1, \ldots, P_n$ does not send a reset signal in time. Here we assume that each $P_i$ indicates that it is functioning by sending a reset-signal on channel $re_i$ at least every $v_i$ time units, for some constant $v_i$. As soon as $W$ has to wait for a reset signal on a particular channel $re_k$ during $v_k$ time units, then, within $K$ time units, $W$ is ready to send (or sending) a warning along channel $al$.

In this section we first give a formal specification for process $W$. Then, given specifications for the $P_i$, we prove that $P_1 \cdots P_n \parallel W$ is ready to send (or sending) on channel $al$ iff one of the $P_i$ is not functioning correctly. This is verified using our proof system without knowing the implementations of $P_1, \ldots, P_n$ and $W$. To demonstrate program design from a specification, $W$ is implemented as a parallel composition $W_1 \parallel \cdots \parallel W_n \parallel A$, and we derive the specification of $W$ using specifications for $W_i$ and $A$. Next $W_i$ and $A$ are, independently, implemented, and we prove that these programs satisfy the corresponding specifications.

**Specification of the Watchdog Timer**

We give a formal specification for the watchdog timer $W$ and derive properties from it, using certain specifications for the processes $P_i$. In the specification of $W$ we express that if there is a waiting period of $v_k$ time units to receive input via $re_k$ then, for some constant $K$, $W$ starts waiting to send on channel $al$ within $K$ until the actual communication takes place. Furthermore, $W$ tries to communicate via channel $al$ at a certain point of time only if, for some $k$, there was a previous period of at least $v_k$ time units during which $W$ is waiting to receive input via $re_k$. Let

$$C_0^W \equiv \forall t_0 < \infty : \text{wait to } re_k? \text{ during } (t_0, t_0 + v_k) \rightarrow (\exists t \leq t_0 + v_k + K : \text{wait to } al! \text{ at } t \text{ until comm})$$

$$C_1^W \equiv \forall t_1 < \infty : \text{wait to al! at } t_1 \text{ until comm} \rightarrow (\exists k \exists t_2 \leq t_1 : \text{wait to } re_k? \text{ during } (t_2, t_2 + v_k))$$

Then we specify $W$ by $C_0^W \land C_1^W : \{\text{time = 0}\} W \{\text{true}\}$.

We prove that $W$ tries to send a message via $al$ iff there is an error in one of the processes $P_i$. Therefore we assume given a specification for $P_i$ in which we use a predicate $error_i$ representing some erroneous behaviour of $P_i$. Thus assume that, for all $i$, we have $C_{P_i} : \{\text{time = 0}\} P_i \{\text{true}\}$, where

$$C_{P_i} \equiv error_i \leftrightarrow (\exists t_0 < \infty : \text{no } \{re_i, re_j\} \text{ during } (t_0, t_0 + v_i))$$

This asserts that there is an error in $P_i$ iff there exists a period of $v_i$ time units during which $P_i$ is not communicating via $re_i$ and not waiting to communicate via $re_i$. Given our specifications for $P_1, \ldots, P_n$ and $W$, we try to prove that $P_1 \cdots P_n \parallel W$ satisfies the commitment $(\exists k : error_k) \leftrightarrow (\exists t < \infty : \text{wait to al! at } t \text{ until comm})$. Applying
the Simple Parallel Composition Rule \(n\) times we obtain
\[
C^n_W \land C^n_I \land \bigwedge_{i=1}^n C^P_i : \{\text{time} = 0\} \parallel P_1 \parallel \cdots \parallel P_n \parallel W \{\text{true}\}.
\]

By the Well-Formedness Axiom and the Consequence Rule we can derive
\[
WellForm_{\text{res}_{k}\text{, res}_{k}!\text{, res}_{k}?|k=1,\ldots,n} : \{\text{true}\} \parallel P_1 \parallel \cdots \parallel P_n \parallel W \{\text{true}\}.
\]

Using the Conjunction Rule we obtain the following commitment:
\[
C^n_W \land C^n_I \land \bigwedge_{i=1}^n C^P_i \land WellForm_{\text{res}_{k}\text{, res}_{k}!\text{, res}_{k}?|k=1,\ldots,n}.
\]

First we prove that this commitment implies
\[
(\exists t < \infty : \text{wait to all at } t \text{ until comm}) \rightarrow (\exists k : \text{error}_k).
\]

Next we try to prove \((\exists k : \text{error}_k) \rightarrow (\exists t < \infty : \text{wait to all at } t \text{ until comm})\).

From \(\exists k : \text{error}_k\) we obtain, by \(C^{P_k}\), \(\exists k \exists t_0 < \infty : \text{no}\ \{\text{res}_{k}!, \text{res}_{k}\} \text{ during } (t_0, t_0 + v_k)\), and thus \(\exists k \exists t_0 < \infty : \text{no comm via res}_{k} \text{ during } (t_0, t_0 + v_k)\). With the current specification of \(W\), however, nothing can be derived from this. The specification of \(W\) only expresses how \(W\) should behave if it does something on any of the channels. But then \(W\) need not do anything; even the simple program \text{skip} would satisfy its specification.

Therefore we modify the specification for \(W\) as follows:
\[
C^n_W \land C^n_J^W : \{\text{time} = 0\} \parallel W \{\text{true}\}, \text{ with}
\]

\[
C^n_W \equiv \forall t_1 < \infty : \text{wait to all at } t_1 \text{ until comm} \rightarrow
\exists k \exists t_2 \leq t_1 : \text{wait to res}_{k} \text{ during } (t_2, t_2 + v_k)
\]

\[
C^n_J^W \equiv \forall t_3 < \infty : \text{no comm via res}_{k} \text{ during } (t_3, t_3 + v_k) \rightarrow
\exists t_4 \leq t_3 + v_k + K : \text{wait to all at } t_4 \text{ until comm}
\]

Note that \(C^n_W\) follows from \(C^n_J^W\), because \(\text{wait to res}_{k} \text{ during } (t_0, t_0 + v_k)\) implies by Lemma 3.4.28, \(\text{no}\ \{\text{res}_{k}!, \text{res}_{k}\} \text{ during } (t_0, t_0 + v_k)\), and hence \(\text{no comm via res}_{k} \text{ during } (t_0, t_0 + v_k)\). Now the proof proceeds as follows, for all \(k\),

\[
(\exists k : \text{error}_k)
\]

\[
\rightarrow \\{C^{P_k}\} \ \exists k \exists t_0 < \infty : \text{no}\ \{\text{res}_{k}!,\text{res}_{k}\} \text{ during } (t_0, t_0 + v_k)
\]

\[
\rightarrow \\{\text{definition}\} \ \exists k \exists t_0 < \infty : \text{no comm via res}_{k} \text{ during } (t_0, t_0 + v_k)
\]

\[
\rightarrow \\{C^n_J^W\} \ \exists k \exists t_0 < \infty \exists t_4 \leq t_0 + v_k + K : \text{wait to all at } t_4 \text{ until comm}
\]

\[
\rightarrow \\{\text{calculus}\} \ \exists t_4 < \infty : \text{wait to all at } t_4 \text{ until comm}
\]
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Implementing the Watchdog Timer

Since $W$ has to watch all processes $P_1, \ldots, P_n$ simultaneously, we implement process $W$ as a parallel composition, $W \equiv W_1 || \cdots || W_n || A$, where each $W_i$ is a watchdog timer for process $P_i$. $W_i$ signals process $A$ via channel $a_i$ as soon as there is no communication on $re_i$ for at least $v_i$ time units. Process $A$ waits for a signal on any of the $a_i$'s; after receipt of a signal it tries to send a message on $a_l$ (see Fig. 3.3). We give specifications for $W_i$ and $A$ and prove that they are sufficient to derive the specification of $W$. The specification for $W_i$ expresses that $W_i$ tries to communicate via $a_i$ only if it has been waiting to communicate via $re_i$ during a period of $v_i$ time units. On the other hand, if there is a period of $v_i$ time units during which no communication via $re_i$ occurs, then $W_i$ will try to communicate via $a_i$ within a certain time bound $K_i$. Define

$$C^{W_i}_1 \equiv \forall t_1 < \infty : \text{wait to } a_i! \text{ at } t_1 \text{ until comm} \rightarrow$$
$$\exists t_2 \leq t_1 : \text{wait to } re_i? \text{ during } (t_2, t_2 + v_i)$$

$$C^{W_i}_2 \equiv \forall t_1 < \infty : \text{no comm via } re_i \text{ during } (t_3, t_3 + v_i) \rightarrow$$
$$\exists t_4 \leq t_3 + v_i + K_i : \text{wait to } a_i! \text{ at } t_4 \text{ until comm}$$

Then $W_i$ is specified by $C^{W_i}_1 \land C^{W_i}_2 : \{\text{time } = 0\} W_i \{\text{true}\}$.

The specification for $A$ asserts that it tries to send a message via $a_l$ only if there was a preceding communication via one of the $a_k$. If $A$ is not waiting to communicate via one of the $a_k$ at a certain point of time, then within, say, $K_A$ time units it will wait to communicate via $a_l$ until the actual communication can be performed. Define

$$C^A_1 \equiv \forall t_1 < \infty : \text{wait to } a_l! \text{ at } t_1 \text{ until comm} \rightarrow$$
$$\exists k \exists t_2 \leq t_1 : \text{comm via } a_k \text{ during } (t_2, t_2 + K_c)$$

$$C^A_2 \equiv \forall t_3 < \infty : \neg \text{ wait to } a_k? \text{ at } t_3 \rightarrow$$
$$\exists t_4 < t_3 + K_a : \text{wait to } a_l! \text{ at } t_4 \text{ until comm}$$

Then $C^A_1 \land C^A_2 : \{\text{time } = 0\} A \{\text{true}\}$.

We show that $W_1 || \cdots || W_n || A$ satisfies the specification of $W$ (using the specifications of $W_1, \ldots, W_n$, and $A$ only). By the repeated application of the Simple Parallel Composition Rule, we obtain the conjunction of the commitments of the processes:

$$\land_{i=1}^n (C^{W_i}_1 \land C^{W_i}_2) \land C^A_1 \land C^A_2.$$

By the Well-Formedness Axiom and the Conjunction Rule we can add $\text{WellForm}_{\{a_k, a_l, a_k? [k=1, \ldots, n]}$, leading to the following commitment:

$$\land_{i=1}^n (C^{W_i}_1 \land C^{W_i}_2) \land C^A_1 \land C^A_2 \land \text{WellForm}_{\{a_k, a_l, a_k? [k=1, \ldots, n]}.$$

This implies $C^W_1$ as follows, for all $t_1 < \infty$,

$$\text{wait to } a_l! \text{ at } t_1 \text{ until comm} \rightarrow \{C^A_1\} \exists k \exists t_2 \leq t_1 : \text{comm via } a_k \text{ during } (t_2, t_2 + K_c)$$

$$\Rightarrow \{\text{definition}\} \exists k \exists t_2 \leq t_1 : \text{wait to } a_k! \text{ at } t_2 \text{ until comm}$$
Next we prove \( \{ C^W_k \} \) \( \exists k \exists t_2 \leq t_1 \exists t_3 \leq t_2 : \text{wait to } r e_k? \text{ during } (t_3, t_3 + v_k) \)

\( \implies \{ t_3 \leq t_2 \leq t_1 \} \) \( \exists k \exists t_3 \leq t_1 : \text{wait to } r e_k? \text{ during } (t_3, t_3 + v_k) \)

Hence the specification of \( W \) can be derived provided \( K_k + K_A \leq K \), for all \( k \).

**Final Implementations**

Finally, we give implementations for the processes \( A \) and \( W_i \), and we show that these programs meet the required specifications.

**Implementation of \( A \)** First we show that \( A \) can be implemented as \( [\exists i \leq 1 a_i? \rightarrow \text{all}] \).

We have to prove \( \{ C^A_i \} \land \{ C^A_i \} : \{ \text{time} = 0 \} \) \( [\exists i \leq 1 a_i? \rightarrow \text{all}] \) \{true\}.

Define, for \( A \equiv [\exists i \leq 1 a_i? \rightarrow \text{all}] \) and \( i \in \{1, \ldots , n\} \),

\( C^A_i \equiv \text{wait in } A \text{ during } [t_0, t) \land \text{comm via } a_i \text{ during } [t, t + K_c) \), and

\( C^A_i \equiv \text{wait to all at } t + K_c \text{ until comm} \).

We apply the Rule for Guarded Command without Delay using

\begin{align*}
C_i &\equiv \exists t, t_0 \leq t < \infty : C^A_i \land C^A_i, \\
C_{\text{nonterm}} &\equiv \text{wait in } A \text{ during } [t_0, \infty), \\
p_i &\equiv \exists t, t_0 \leq t < \infty : C^A_i \land \text{time} = t + K_c, \text{ and } q_i \equiv \text{true}. \\
\end{align*}

Then

1. \( \text{wait in } A \text{ during } [t_0, \infty) \land \text{time} = \infty \rightarrow C_{\text{nonterm}} \).

2. \( \exists t, t_0 \leq t < \infty : \text{wait in } A \text{ during } [t_0, t) \land \text{comm via } a_i \text{ during } [t, t + K_c) \land \text{time} = t + K_c \rightarrow p_i, \text{ for } i \in \{1, \ldots , n\} \).

3. \( C_i : \{ p_i \} \text{ all } \{ q_i \}, \text{ for } i \in \{1, \ldots , n\} \) can be derived as follows.

By the Send Axiom and the Consequence Rule,

\( \text{wait to all at } t_1 \text{ until comm} : \{ \text{time} = t_1 \} \text{ all } \{\text{true}\} \).

Applying the Adaptation Rule, with \( \text{exp} \equiv t_1 + K_c \), we obtain

\begin{align*}
(p_i[t_1 + K_c/\text{time}] \land \text{wait to all at } t_1 + K_c \text{ until comm}) : \\
\{ p_i[t_1 + K_c/\text{time}] \land \text{time} = t_1 + K_c \} \text{ all } \{\text{true}\}.
\end{align*}

Since \( (p_i[t_1 + K_c/\text{time}] \land \text{wait to all at } t_1 + K_c \text{ until comm}) \rightarrow \\
(\exists t, t_0 \leq t < \infty : C^A_i \land t_1 + K_c = t + K_c \land \text{wait to all at } t_1 + K_c \text{ until comm}) \rightarrow \\
(\exists t, t_0 \leq t < \infty : C^A_i \land C^A_i) \), the Consequence Rule leads to
\[ C_i : \{ p_i[t_1 + K_c/time] \land time = t_1 + K_c \} all \{ true \}. \]

By the Quantification Rule we obtain
\[ C_i : \{ \exists t_1 : p_i[t_1 + K_c/time] \land time = t_1 + K_c \} all \{ true \}. \]

Since \( p_i \rightarrow \exists t_1 : p_i[t_1 + K_c/time] \land time = t_1 + K_c \), by the Consequence Rule,
\[ C_i : \{ p_i \} all \{ q_i \}. \]

Then by the Rule for Guarded Command without Delay we obtain
\[ C_{\text{nonterm}} \lor \bigvee_{i=1}^{n} C_i : \{ time = t_0 \} \{ \exists t_1 : p_i[t_1 + K_c/time] \land time = t_1 + K_c \} all \{ true \}. \]

By the Substitution Rule, using \( \exp \equiv 0 \),
\[ C_{\text{nonterm}}[0/t_0] \lor \bigvee_{i=1}^{n} C_i[0/t_0] : \{ time = 0 \} \{ \exists t_1 : p_i[t_1 + K_c/time] \land time = t_1 + K_c \} all \{ true \}. \]

We prove that this commitment implies \( C^A_1 \land C^A_2 \).

• First prove \( C^A_1 \equiv \forall t_1 < \infty : \text{wait to all} \text{ at } t_1 \text{ until comm} \rightarrow \exists t_2 \leq t_1 : \text{wait to } a_k \text{ during } [t_2, t_2 + K_c] \)

  By the definition of \( \text{wait in } A \text{ during } [0, \infty) \), \( C_{\text{nonterm}}[0/t_0] \) leads to no \( \{ \text{all}, \text{all} \} \) during \([0, \infty)\), and thus
  \( \forall t_1 < \infty : \neg \text{wait to all} \text{ at } t_1 \text{ until comm} \).

  • From \( C_{\text{nonterm}}[0/t_0] \), we obtain \( \forall i \in \{ 1, \ldots, n \} : \text{wait to } a_i \text{ during } [0, \infty) \),
    and hence \( \forall t_3 < \infty \forall k \in \{ 1, \ldots, n \} : \text{wait to } a_k \text{ at } t_3 \).

  • Assume \( \neg \text{wait to } a_k \text{ at } t_3 \), for \( t_3 < \infty \). By \( C_k[0/t_0] \), there exists a \( t < \infty \) such that \( \text{wait to } a_k \text{ during } [0, t) \) and \( \text{wait to all} \text{ at } t + K_c \text{ until comm} \).
    Then \( t \leq t_3 \), thus \( t + K_c \leq t_3 + K_c \), and hence
    \( \exists t_4 \leq t_3 + K_A : \text{wait to all} \text{ at } t_4 \text{ until comm} \).
    This leads to \( C^A_2 \), provided \( K_c < K_A \).

Implementation of \( W_i \)

Next we implement \( W_i \) by \( *[r e_i ? \rightarrow \text{skip} \lbrack \text{delay } v_i \rightarrow a_i ! \rbrack \) and show that, under certain restrictions, this program satisfies the required specification \( C^W_1 \land C^W_2 : \{ time = 0 \} W_i \{ true \} \). Define

\[
C_1(t_1) \equiv \text{wait to } a_i ! \text{ at } t_1 \text{ until comm} \rightarrow \\
\exists t_2 \leq t_1 : \text{wait to } re_i ? \text{ during } (t_2, t_2 + v_i) \\
C_2(t_3) \equiv \text{no comm via } r e_i \text{ during } (t_3, t_3 + v_i) \rightarrow \\
\exists t_4 \leq t_3 + v_i + K_i : \text{wait to } a_i ! \text{ at } t_4 \text{ until comm} \]
Then $C_1^{W_i} \equiv \forall t_1 < \infty : C_1(t_1)$ and $C_2^{W_i} \equiv \forall t_3 < \infty : C_2(t_3)$.

We apply the Iteration Rule with $C_{\text{nonterm}} \equiv C_1^{W_i} \land C_2^{W_i}$, and $C \equiv \forall t_1 < \text{time} : C_1(t_1) \land \forall t_3 < \text{time} : C_2(t_3)$. If the assumptions for the Iteration Rule are fulfilled—which is shown below—we obtain $C_{\text{nonterm}} \land \text{time} = \infty : \{C\} \star [\text{re}_i? \rightarrow \text{skip}]\| \text{delay} \ \text{v}_i \rightarrow a_i!] \{\text{false}\}$.

Since $C_{\text{nonterm}} \land \text{time} = \infty \rightarrow C_1^{W_i} \land C_2^{W_i}$, time = 0 $\rightarrow$ $C$, and $\text{false} \rightarrow \text{true}$, the Consequence Rule leads to $C_1^{W_i} \land C_2^{W_i} : \{\text{time} = 0\} W_i \{\text{true}\}$.

To apply the Iteration Rule we have to prove

$$
\forall t < \infty \exists t_0 > t : C[t_0/\text{time}] \rightarrow C_{\text{nonterm}}
$$

(3.5)

$$
C : \{C\} [\text{re}_i? \rightarrow \text{skip}]\| \text{delay} \ \text{v}_i \rightarrow a_i!] \{C\}
$$

(3.6)

**Proof of (3.5):** Observe that $(\forall t < \infty \exists t_0 > t : C[t_0/\text{time}]) \equiv$

$(\forall t < \infty \exists t_0 > t : (\forall t_1 < t_0 : C_1(t_1) \land \forall t_3 < t_0 : C_2(t_3)))$ $\rightarrow$

$(\forall t_1 < \infty : (C_1(t_1) \land \forall t_3 < \infty : C_2(t_3)) \equiv C_{\text{nonterm}}$, and hence (3.5) holds.

**Proof of (3.6):** Consider $C^\alpha \equiv \forall t_1 < t_5 : C_1(t_1) \land \forall t_3 < t_5 : C_2(t_3)$, and $C^\beta \equiv \forall t_1, t_5 \leq t_1 < \text{time} : C_1(t_1) \land \forall t_3, t_5 \leq t_3 < \text{time} : C_2(t_3)$. Then $C \leftrightarrow C^\alpha \land C^\beta$.

Below we derive $C^\beta : \{\text{time} = t_5\} [\text{re}_i? \rightarrow \text{skip}]\| \text{delay} \ \text{v}_i \rightarrow a_i!] \{C^\beta\}$ (3.7)

From (3.7) we obtain by the Adaptation Rule, with $p \equiv C^\alpha$ and $\exp \equiv t_5$,

$C^\alpha \land C^\beta : \{C^\alpha \land \text{time} = t_5\} [\text{re}_i? \rightarrow \text{skip}]\| \text{delay} \ \text{v}_i \rightarrow a_i!] \{C^\alpha \land C^\beta\}$

Using $C \leftrightarrow (C^\alpha \land C^\beta)$, by the Consequence Rule,

$C : \{C^\alpha \land \text{time} = t_5\} [\text{re}_i? \rightarrow \text{skip}]\| \text{delay} \ \text{v}_i \rightarrow a_i!] \{C\}$. Since $C \rightarrow (\exists t_5 : C[t_5/\text{time}] \land \text{time} = t_5) \rightarrow (\exists t_5 : C^\alpha \land \text{time} = t_5)$, the Quantification Rule and the Consequence Rule lead to (3.6).

**Proof of (3.7):** Let $G \equiv [\text{re}_i? \rightarrow \text{skip}]\| \text{delay} \ \text{v}_i \rightarrow a_i!]$.

Apply the Rule for Guarded Command with Delay, using $p_1 \equiv \exists t_5, t_5 \leq t < t_5 + v_i : \text{wait to} \ \text{re}_i$ during $[t_5, t) \land \text{comm via re}_i$ during $[t, t + K_c) \land$ no $\{a_i, a_i!\}$ during $[t_5, t + K_c) \land \text{time} = t + K_c$.

Then $\exists t_5, t_5 \leq t < t_5 + v_i : \text{wait in } G \text{ during } [t_5, t) \land \text{comm re}_i \text{ in } G \text{ from } t \rightarrow p_1$, thus we can derive (3.7), provided

$C^\beta : \{p_1\} \text{ skip } \{C^\beta\}$ (3.8)

$C^\beta : \{\text{wait in } G \text{ during } [t_5, t_5 + v_i) \land \text{time} = t_5 + v_i\} a_i! \{C^\beta\}$ (3.9)

**Proof of (3.8):** Derive by the Skip Axiom $\text{time} = t_0 : \{\text{time} = t_0\} \text{ skip } \{\text{time} = t_0\}$.

Then by the Adaptation Rule, with $\exp \equiv t + K_c$ and $p \equiv t_5 \leq t < t_5 + v_i \land \text{wait to} \ \text{re}_i$ during $[t_5, t) \land \text{comm via re}_i$ during $[t, t + K_c) \land$ no $\{a_i, a_i!\}$ during $[t_5, t + K_c)$.}
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we obtain \( p \land \text{time} = t + K_c : \{p \land \text{time} = t + K_c \} \) skip \( \{p \land \text{time} = t + K_c \} \).

By the Consequence Rule and the Quantification Rule we obtain \( p_1 : \{p_1 \} \) skip \( \{p_1 \} \).

Observe that

\[
\begin{align*}
p_1 & \Rightarrow \forall t_1, t_5 \leq t_1 < \text{time} : \neg \text{wait to a}_i! \text{ at } t_1 \land \neg \text{comm via a}_i \text{ at } t_1 \\
& \Rightarrow \forall t_1, t_5 \leq t_1 < \text{time} : \neg \text{wait to a}_i! \text{ at } t_1 \text{ until comm} \\
& \Rightarrow \forall t_1, t_5 \leq t_1 < \text{time} : C_i(t_1)
\end{align*}
\]

and

\[
\begin{align*}
p_1 & \Rightarrow \exists t, t_5 \leq t < t_5 + v_i : \text{comm via re}_i \text{ during } [t, t + K_c] \land \text{time} = t + K_c \\
& \Rightarrow \forall t_3, t_5 \leq t_3 < \text{time} \exists t, t_5 \leq t < t_3 + v_i : \text{comm via re}_i \text{ at } t \\
& \Rightarrow \forall t_3, t_5 \leq t_3 < \text{time} : \neg \text{no comm via re}_i \text{ during } (t_3, t_3 + v_i) \\
& \Rightarrow \forall t_3, t_5 \leq t_3 < \text{time} : C_2(t_3)
\end{align*}
\]

Hence \( p_1 \rightarrow C^b \), and thus the Consequence Rule leads to (3.8).

**Proof of (3.9):** Define

\[
C^a \equiv \exists t \geq t_5 + v_i : \text{wait to a}_i! \text{ at } t_5 + v_i \text{ until comm at } t \land \text{time} = t + K_c.
\]

From the Send Rule, the Consequence Rule and the Substitution Rule (replacing \( t_0 \) by \( t_5 + v_i \)) we obtain \( C^a : \{\text{time} = t_5 + v_i\} a_i! \{C^a \land \text{time} < \infty\} \).

Define \( C^b \equiv \text{wait to re}_i? \text{ during } [t_5, t_5 + v_i] \land \neg \{a_i, a_i! \} \text{ during } [t_5, t_5 + v_i] \).

Then by the Adaptation Rule we can derive

\[
C^a \land C^b : \{\text{time} = t_5 + v_i \land C^b\} a_i! \{C^a \land C^b \land \text{time} < \infty\}.
\]

Since \( \text{wait in } G \text{ during } [t_5, t_5 + v_i] \land \text{time} = t_5 + v_i \rightarrow \text{time} = t_5 + v_i \land C^b \), we obtain (3.9) by the Consequence Rule, if \( C^a \land C^b \) implies \( C^b \). Recall that

\[
C^b \equiv (\forall t_1, t_5 \leq t_1 < \text{time} : \text{wait to a}_i! \text{ at } t_1 \text{ until comm} \rightarrow
\begin{align*}
& \exists t_2 \leq t_1 : \text{wait to re}_i? \text{ during } (t_2, t_2 + v_i))\land \\
& (\forall t_3, t_5 \leq t_3 < \text{time} : \neg \text{no comm via re}_i \text{ during } (t_3, t_3 + v_i) \rightarrow \\
& \exists t_4 \leq t_3 + v_i + K_i : \text{wait to a}_i! \text{ at } t_4 \text{ until comm}).
\end{align*}
\]

It remains to prove \( C^a \land C^b \rightarrow C^b \):

- For all \( t_1, t_5 \leq t_1 < \text{time} \): if \( \text{wait to a}_i! \text{ at } t_1 \text{ until comm} \), then, from \( C^a \land C^b \), \( t_1 \geq t_5 + v_i \). Hence, from \( C^b \), there exists a \( t_2 < t_1 \text{ (viz., } t_5) \) such that \( \text{wait to re}_i? \text{ during } (t_2, t_2 + v_i) \), provided \( v_i > 0 \).

- Assume, for all \( t_3, t_5 \leq t_3 < \text{time} \): \( \neg \text{no comm via re}_i \text{ during } (t_3, t_3 + v_i) \). From \( C^a \) we obtain \( \text{wait to a}_i! \text{ at } t_5 + v_i \text{ until comm} \). Hence, there exists a \( t_4 \leq t_3 + v_i + K_i \) such that \( \text{wait to a}_i! \text{ at } t_4 \text{ until comm} \) if \( t_5 + v_i \leq t_3 + v_i + K_i \). Since \( t_5 \leq t_3 \), this holds provided \( K_i \geq 0 \).

**Conclusion** By giving programs that implement \( A \) and \( W_i \), we have obtained an implementation that satisfies the top-level specification for a watchdog timer as given in Section 3.4.5. To conclude this example, we analyze the requirements which have
been imposed upon the constants $K$, $K_i$, $K_A$ and $v_i$ to prove the correctness of our implementation. To justify the refinement step from the previous section, we required $K_i + K_A \leq K$, for all $i = 1, ..., n$. The implementation given in this section has been proved to satisfy the specification for all $K_A$ and $K_i$ such that $K_c < K_A$ and $K_i \geq 0$, and provided $v_i > 0$, for all $i = 1, ..., n$. Observe that if $K > K_c$ then for $K_A = K$ and $K_i = 0$ we have $K_c < K_A$ and $K_i \geq 0$, and also $K_i + K_A = K \leq K$. Hence, if $v_i > 0$ for all $i = 1, ..., n$, and $K > K_c$, i.e., the constant in the specification must be greater than the duration of a communication, then our implementation meets the top-level specification for $W$. 


Chapter 4

Adding Program Variables

In this chapter we extend the simple real-time programming language of the previous chapter (Section 3.1) with program variables. First we give the syntax of this extended language. Next we adapt the semantics from Section 3.2 to deal with program variables. Then we show that the two compositional proof systems can also be adapted to this extended language.

4.1 Real-Time Programming Language with Variables

4.1.1 Syntax and Informal Meaning

Similar to Section 2, let \( VAR \) be a nonempty set of program variables, and \( VAL \) be a denumerable domain of values of program variables. The syntax of our real-time programming language is given in Table 4.1, with \( n \in \mathbb{N}, n \geq 1, c, c_1, \ldots, c_n \in CHAN, x, x_1, \ldots, x_n \in VAR, \) and \( \vartheta \in VAL. \)

<table>
<thead>
<tr>
<th>Table 4.1: Syntax Programming Language</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Expression</strong></td>
</tr>
<tr>
<td>( e ::= \vartheta \mid x \mid e_1 + e_2 \mid e_1 - e_2 \mid e_1 \times e_2 )</td>
</tr>
<tr>
<td><strong>Boolean Expression</strong></td>
</tr>
<tr>
<td>( b ::= e_1 = e_2 \mid e_1 &lt; e_2 \mid \neg b \mid b_1 \lor b_2 )</td>
</tr>
<tr>
<td><strong>Statement</strong></td>
</tr>
<tr>
<td>( S ::= \text{skip} \mid x := e \mid \text{delay } e \mid \text{cle } \mid c?x \mid S_1; S_2 \mid G \mid \ast \ast S_1</td>
</tr>
<tr>
<td><strong>Guarded Command</strong></td>
</tr>
<tr>
<td>( G ::= [\bigwedge_{i=1}^{n} b_i \rightarrow S_i] \mid [\bigwedge_{i=1}^{n} b_i; c_i?x_i \rightarrow S_i; \text{delay } e \rightarrow S] )</td>
</tr>
</tbody>
</table>

We give the informal meaning of the new or modified statements.

Atomic statements

- \text{delay } e \) suspends execution for (the value of) \( e \) time units. If \( e \) yields a negative value then \text{delay } e is equivalent to \text{skip.}
Compound statements

- Guarded command \([\llbracket \ bracket_{i=1}^{n} b; c_i?x_i \rightarrow S_i \rrbracket ; b; \text{delay } e \rightarrow S]\). A guard is open if the boolean part evaluates to true. If none of the guards is open, the guarded command terminates after evaluation of the booleans. Otherwise, wait until an io-statement of the open io-guards can be executed and continue with the corresponding \(S_i\). If the delay guard is open (\(b\) evaluates to true) and no io-guard can be taken within \(e\) time units (after the evaluation of the booleans), then \(S\) is executed. If \(b\) evaluates to true and \(e\) yields 0 or a negative value then \(S\) is executed immediately after the evaluation of the booleans.

Example 4.1.1 Observe that delay-values can be arbitrary expressions which may, for instance, use an earlier received value as in the following program:
\[
d?x; [d?y \rightarrow S_1 \ || c?x \rightarrow S_2 \ || \text{delay } (x + 6) \rightarrow S_3]
\]
For a guarded command \([\llbracket \ bracket_{i=1}^{n} b; c_i?x_i \rightarrow S_i \rrbracket ; b; \text{delay } e \rightarrow S]\), we write \([\llbracket \ bracket_{i=1}^{n} b; c_i?x_i \rightarrow S_i]\) if \(b \equiv \text{false}\). An io-guard \(b; c_i?x_i\) is written as \(c_i?x_i\) if \(b; \equiv \text{true}\), and, similarly, a delay-guard \(b; \text{delay } e\) is abbreviated as \(\text{delay } e\) if \(b \equiv \text{true}\).

Define \(\text{var}(S)\) as the set of variables occurring in \(S\). \(\text{dch}(S)\) is defined as in the previous chapter.

4.1.2 Syntactic Restrictions

We have the following syntactic restrictions:

- For \(S_1; S_2\) we require that, for all \(c \in \text{CHAN}, c! \in \text{dch}(S_1)\) implies \(c? \notin \text{dch}(S_2)\), and \(c? \in \text{dch}(S_1)\) implies \(c! \notin \text{dch}(S_2)\).

- For a guarded command \([\llbracket \ bracket_{i=1}^{n} b; c_i?x_i \rightarrow S_i \rrbracket ; b; \text{delay } e \rightarrow S_0]\) we require for all \(i,j \in \{0,1,\ldots,n\}, i \neq j,\) and \(c \in \text{CHAN}\) that \(c! \in \text{dch}(S_i)\) implies \(c? \notin \text{dch}(S_j)\), and \(c? \in \text{dch}(S_i)\) implies \(c! \notin \text{dch}(S_j)\).

- For a guarded command \(G \equiv [\llbracket \ bracket_{i=1}^{n} b; c_i?x_i \rightarrow S_i \rrbracket ; b; \text{delay } e \rightarrow S]\) we require for all \(i \in \{1,\ldots,n\}\) that \(c_i! \notin \text{dch}(G)\).

- For \(S_1||S_2\) we require \(\text{dch}(S_1) \cap \text{dch}(S_2) \subseteq \text{CHAN}\) and \(\text{var}(S_1) \cap \text{var}(S_2) = \emptyset\).

4.1.3 Basic Timing Assumptions

We assume in this chapter that there is no overhead for composite statements and that a \(\text{delay } e\) statement takes exactly \(e\) time units. Furthermore we assume we are given positive constants \(K_a, K_c\) and \(K_g\) such that all assignments take \(K_a\) time units, each communication takes \(K_c\) time units, and the evaluation of the guards in a guarded command takes \(K_g\) time units.
4.2 Adaptation Denotational Semantics

4.2.1 Computational Model

Again we assume that $TIME = \{ \tau \in \mathbb{Q} \mid \tau \geq 0 \}$, that the standard arithmetical operators $+, -, \times$ are defined on $VAL$, and that $\mathbb{N} \subseteq VAL$. To define the timing behaviour of a statement delay $e$, we have to relate expressions in the programming language to our time domain. Since, for simplicity, we assume that delay $e$ takes $e$ time units (if $e$ is nonnegative), also $\{ \theta \in VAL \mid \theta \geq 0 \} \subseteq TIME$ is assumed. Let the set of states $STATE$ and the variant of a state $(s : x \mapsto \theta)$ be defined as in Section 2.1. Based on the model from Section 3.2.1, we define a set of communication functions $CF$ which assign to points of time a set that may include directed channels, i.e., elements of $DCHAN - CHAN$, and pairs consisting of a channel name and a value, that is, elements of $CHAN \times VAL$. Thus

$$CF = \{ cf \mid cf : [0, \tau_0) \to \phi((DCHAN - CHAN) \cup (CHAN \times VAL)) \},$$

with $\tau_0 \in TIME \cup \{ \infty \}$. Based on the observations from Section 2.3, our model of a real-time computation is defined as follows:

Definition 4.2.1 (Model) A model is a triple $(init, comm, final)$ with $init \in STATE$, $comm \in CF$, and $final \in STATE$.

For a model $\sigma = (init, comm, final)$ we refer to the three fields by $\sigma.init$, $\sigma.comm$, and $\sigma.final$, respectively.

Definition 4.2.2 (Length) For a communication function $cf$ with domain $[0, \tau_0)$ the length of $cf$, denoted $|cf|$, is defined as $|cf| = \tau_0$. For a model $\sigma$ the length of $\sigma$, denoted $|\sigma|$, is defined as $|\sigma| = |\sigma.comm|$.

We say that a model $\sigma$ terminates if $|\sigma| < \infty$. Informally, if $\sigma$ models the computation of a program, then $\sigma.init$ represents the initial state in which the program starts executing. Thus $\sigma.init(x)$ yields the value of variable $x$ at the start of the execution. Similarly, if the program terminates then $\sigma.final$ represents the values of the variables at termination. When the program does not terminate then our semantics will be such that $\sigma.final$ is an arbitrary state. Observe that we do not need a state $\bot$ to indicate non-termination, since this information can be derived from the length of $\sigma.comm$; $|\sigma.comm| = \infty$ iff $\sigma$ represents a non-terminating computation. The main advantage of not having a state $\bot$ will become visible in the next sections when we formulate a proof theory for our programming language. With such a special state, in which the program variables do not have a value, the interpretation of assertions and correctness formulae would be more complicated. We must, however, be careful to avoid the situation that a valid correctness formula can express some property about the final state of a non-terminating computation. Therefore the semantics generates any arbitrary final state for non-terminating computations. Then, as we will see in
the next section, valid correctness formulae can only express tautologies for program variables in the final state of such computations.

The communication function $\sigma.comm$ is almost identical to the model of the previous chapter where no variables were considered. Thus, for every $\tau < \tau_0$, $\sigma.comm(\tau)$ records the communication behaviour of the program. The only difference is that now we also consider the values transmitted on channels, and therefore we use communication records of the form $(c, \vartheta)$ to represent a communication on channel $c$ with value $\vartheta$. Thus, for a channel name $c \in CHAN$, we have three possible elements $(c, \vartheta), c!$ and $c?$ for $\sigma.comm(\tau)$ with the following meaning:

- $(c, \vartheta) \in \sigma.comm(\tau)$ if the value $\vartheta$ is transmitted along channel $c$ at time $\tau$;
- $c! \in \sigma.comm(\tau)$ if a process is waiting to send along channel $c$ at time $\tau$;
- $c? \in \sigma.comm(\tau)$ if a process is waiting to receive along channel $c$ at time $\tau$.

Henceforth, we use the following definitions.

**Definition 4.2.3 (Channels Occurring in a Model)** The set of (directional) channels occurring in a model $\sigma$, notation $dch(\sigma)$, is defined as

$$
dch(\sigma) = \bigcup_{\tau < |\sigma|} \left( \{ c! | c! \in \sigma.comm(\tau) \} \cup \right.
\{ c? | c? \in \sigma.comm(\tau) \} \cup
\{ c | \text{there exists a } \vartheta \text{ such that } (c, \vartheta) \in \sigma.comm(\tau) \} \right)
$$

**Definition 4.2.4 (Projection)** Let $cset \subseteq DCHAN$. Define the projection of a communication function $cf$ onto $cset$, denoted by $[cf]_{cset}$, as follows: $|[cf]_{cset}| = |cf|$, and for all $\tau < |cf|$

$$
[cf]_{cset}(\tau) = \{ c! | c! \in cf(\tau) \land c! \in cset \} \cup
\{ c? | c? \in cf(\tau) \land c? \in cset \} \cup
\{ (c, \vartheta) | (c, \vartheta) \in cf(\tau) \land c \in cset \}
$$

The projection of a model $\sigma$ onto $cset$, denoted by $[\sigma]_{cset}$, is defined as $[\sigma]_{cset}.init = \sigma.init, [\sigma]_{cset}.comm = [\sigma.comm]_{cset}$, and $[\sigma]_{cset}.final = \sigma.final$.

Next the definition of concatenation of two models is adapted. The expected condition that the final state of the first model equals the initial state of the second model will be included in the definition of the operator for sequential composition below (Definition 4.2.6).

**Definition 4.2.5 (Concatenation)** Define the concatenation of two communication functions $cf_1, cf_2 \in CF$, denoted $cf_1 \land cf_2$, by $|cf_1 \land cf_2| = |cf_1| + |cf_2|$, and

$$(cf_1 \land cf_2)(\tau) = \begin{cases} 
   cf_1(\tau) & \text{for all } \tau < |cf_1| \\
   cf_2(\tau - |cf_1|) & \text{for all } |cf_1| \leq \tau < |cf_1| + |cf_2|
\end{cases}$$
Then, the concatenation of two models $\sigma_1$ and $\sigma_2$, denoted $\sigma_1\sigma_2$, is defined as follows:

$$(\sigma_1\sigma_2).init = \sigma_1.init, \quad (\sigma_1\sigma_2).comm = \sigma_1.comm \land \sigma_2.comm,$$

and

$$(\sigma_1\sigma_2).final = \begin{cases} 
\sigma_2.final & \text{if } |\sigma_1| < \infty \\
\sigma_1.final & \text{if } |\sigma_1| = \infty 
\end{cases}$$

Observe that if the first model represents a non-terminating computation then the concatenation has the final state of this model. In this way the property that a non-terminating computation is represented by a set of models with arbitrary final state is preserved by sequential composition. Furthermore, note that, for all models $\sigma_1, \sigma_2,$ and $\sigma_3$,

- if $|\sigma_1| = \infty$ then $\sigma_1\sigma_2 = \sigma_1$, and
- concatenation of models is associative, i.e., $(\sigma_1\sigma_2)\sigma_3 = \sigma_1(\sigma_2\sigma_3)$.

**Definition 4.2.6 (Concatenation of Sets of Models)** For two sets of models $\Sigma_1$ and $\Sigma_2$, we define the concatenation of these sets as follows:

$$SEQV(\Sigma_1, \Sigma_2) = \{\sigma_1 | \sigma_1 \in \Sigma_1 \text{ and } |\sigma_1| = \infty\}$$

$$\cup \{\sigma_1\sigma_2 | \sigma_1 \in \Sigma_1, \sigma_2 \in \Sigma_2, |\sigma_1| < \infty \text{ and } \sigma_1.final = \sigma_2.init\}$$

Obviously, $SEQV$ is associative and without any ambiguity we can use $SEQV(\Sigma_1, \Sigma_2, \Sigma_3)$.

### 4.2.2 Formal semantics

Define the value of an expression $e$ in a state $s$, denoted $\mathcal{E}(e)(s)$, as a function $\mathcal{E}(e): STATE \rightarrow VAL$ given by

- $\mathcal{E}(\emptyset)(s) = \emptyset$,
- $\mathcal{E}(x)(s) = s(x)$,
- $\mathcal{E}(e_1 + e_2)(s) = \mathcal{E}(e_1)(s) + \mathcal{E}(e_2)(s)$,
- $\mathcal{E}(e_1 - e_2)(s) = \mathcal{E}(e_1)(s) - \mathcal{E}(e_2)(s)$, and
- $\mathcal{E}(e_1 \times e_2)(s) = \mathcal{E}(e_1)(s) \times \mathcal{E}(e_2)(s)$.

We define when a boolean expression $b$ holds in a state $s$, denoted by $\mathcal{B}(b)(s)$, as

- $\mathcal{B}(e_1 = e_2)(s)$ iff $\mathcal{E}(e_1)(s) = \mathcal{E}(e_2)(s)$,
- $\mathcal{B}(e_1 < e_2)(s)$ iff $\mathcal{E}(e_1)(s) < \mathcal{E}(e_2)(s)$,
- $\mathcal{B}(\neg b)(s)$ iff not $\mathcal{B}(b)(s)$, and
- $\mathcal{B}(b_1 \lor b_2)(s)$ iff $\mathcal{B}(b_1)(s)$ or $\mathcal{B}(b_2)(s)$.

A compositional semantics for our programming language is defined using the computational model of the previous section. Again, the meaning of a program $S$, denoted by $\mathcal{M}(S)$, is a set of models representing the possible computations of $S$ starting at time 0.
Skip

A skip-statement terminates immediately without any state change, which is expressed by a set of models with length 0.

\[ M(\text{skip}) = \{ \sigma \mid \sigma.\text{final} = \sigma.\text{init} \land |\sigma| = 0 \} \]

Assignment

An assignment \( z := e \) terminates after \( K_a \) time units. The final state equals the initial state, except that the value of \( z \) is replaced by the value of \( e \) in the initial state.

\[ M(z := e) = \{ \sigma \mid \text{for all } \tau < |\sigma|, \sigma.\text{comm}(\tau) = \emptyset, \sigma.\text{final} = (\sigma.\text{init} : z \mapsto E(e)(\sigma.\text{init})), \text{and } |\sigma| = K_a \} \]

Delay

A delay \( e \) terminates after exactly (the value of) \( e \) time units if the value of \( e \) is not negative. Otherwise, delay \( e \) is equivalent to skip and terminates immediately.

\[ M(\text{delay } e) = \{ \sigma \mid \text{for all } \tau < |\sigma|, \sigma.\text{comm}(\tau) = \emptyset, \sigma.\text{final} = \sigma.\text{init} \text{ and } |\sigma| = \max(0, E(e)(\sigma.\text{init})) \} \]

Input and Output

Observe that in the execution of an io-statement there are, in general, two time-periods; first there is a waiting period during which no communication partner is available (recall that communication is synchronous) and, secondly, when such a partner is ready to communicate, there is a period (of \( K_c \) time units) during which the actual communication takes place (for an example, see Figure 4.1). For an output command \( cle \) these

\[ \sigma(\tau) = \{c!\} \]

\[ \sigma(\tau) = \{(c,3)\} \]

\[ 0 \quad \tau_1 \quad \tau_1 + K_c \]

Figure 4.1: A model \( \sigma \) from \( M(c!3) \)

two periods are represented by two sets of models \( \text{WaitSend}(c) \) and \( \text{CommSend}(c, e) \) defined below. Then the semantics of \( cle \) is defined as

\[ M(c!e) = \text{SEQV}(\text{WaitSend}(c), \text{CommSend}(c, e)) \]

with

\[ \text{WaitSend}(c) = \{ \sigma \mid \text{there exists a } \tau \in \text{TIME} \cup \{\infty\} \text{ such that for all } \tau_1 < |\sigma|: \sigma.\text{comm}(\tau_1) = \{c!\}, |\sigma| = \tau, \text{ and if } \tau < \infty \text{ then } \sigma.\text{final} = \sigma.\text{init} \} \]

and
\[ \text{CommSend}(c, e) = \{ \sigma \mid \text{for all } \tau < |\sigma|: \sigma\text{.comm}(\tau) = \{(c, \in(e)(\sigma\text{.init}))\}, |\sigma| = K_c, \text{ and } \sigma\text{.final} = \sigma\text{.init} \} \]

Similarly, we define
\[ M(c?x) = \text{SEQV}(\text{WaitRec}(c), \text{CommRec}(c, x)) \]
where \( \text{WaitRec}(c) \) is defined similar to \( \text{WaitSend}(c) \), and
\[ \text{CommRec}(c, x) = \{ \sigma \mid \text{there exists a value } \theta \text{ such that, for all } \tau < |\sigma|, \]
\[ \sigma\text{.comm}(\tau) = \{(c, \theta)\}, |\sigma| = K_c \text{ and } \sigma\text{.final} = (\sigma\text{.init} : z \mapsto \theta) \} \]

Sequential Composition

Using the \( \text{SEQV} \) operator defined above, sequential composition is straightforward.
\[ \mathcal{M}(S_1; S_2) = \text{SEQV}(\mathcal{M}(S_1), \mathcal{M}(S_2)) \]
Since \( \text{SEQV} \) is associative, also sequential composition is associative.

Guarded Command

For a guarded command \( G \), first define
\[ b_G = \begin{cases} \bigvee_{i=1}^n a_i & \text{if } G \equiv [\[ \bigvee_{i=1}^n b_i \rightarrow S_i \]] \bigvee_{i=1}^n b_i \lor b \text{ if } G \equiv [\[ \bigvee_{i=1}^n b_i ; c_i?x_i \rightarrow S_i ; b \text{ delay } e \rightarrow S \] \]

Consider \( G \equiv [\[ \bigvee_{i=1}^n b_i \rightarrow S_i \]]. \) Then there are two possibilities: either none of the booleans evaluates to true and the command terminates after \( K_g \) time units, or at least one of the booleans yields true and one of the corresponding \( S_i \) statements is executed. Recall that the evaluation of the guards takes \( K_g \) time units. In the semantics below this is represented by statement delay \( K_g \).
\[ \mathcal{M}([\[ \bigvee_{i=1}^n b_i \rightarrow S_i \]]) = \{ \sigma \mid B(\neg b_G)(\sigma\text{.init}), \text{ and } \sigma \in \mathcal{M}\text{.(delay } K_g) \}
\]
\[ \cup \{ \sigma \mid \text{there exists a } k \in \{1, \ldots, n\} \text{ such that } B(b_k)(\sigma\text{.init}), \text{ and } \sigma \in \mathcal{M}\text{.(delay } K_g; S_k) \} \]

Next, consider \( G \equiv [\[ \bigvee_{i=1}^n b_i ; c_i?x_i \rightarrow S_i ; b ; \text{ delay } e \rightarrow S \] \].
Then the semantics is defined by considering the following three possibilities:

- None of the booleans evaluates to true and the guarded command terminates after \( K_g \) time units.
- At least one of the \( c_i?x_i \) for which \( b_i \) evaluates to true can perform the communication, and if \( b \) evaluates to true then this is possible within \( e \) (or 0 if \( e \) is negative) time units after the evaluation of the booleans.
- Boolean \( b \) evaluates to true and none of the open io-guards can perform a communication within \( e \) (or 0 if \( e \) is negative) time units after the evaluation of the booleans; then \( S \) is executed after \( e \) time units (or immediately if \( e \) is negative).
This leads to the following definition:

\[ M([\prod_{i=1}^{n} b_i; c_i?x_i \rightarrow S_i; \text{delay } e \rightarrow S]) = \]
\[ \{ \sigma \mid B(\neg b_G)(\sigma.\text{init}), \text{ and } \sigma \in M(\text{delay } K_g) \} \]
\[ \cup \text{SEQV}(M(\text{delay } K_g), \text{NotLimWait}(G), \text{Comm}(G)) \]
\[ \cup \text{SEQV}(M(\text{delay } K_g), \text{LimitedWait}(G), \text{Comm}(G)) \]
\[ \cup \text{SEQV}(M(\text{delay } K_g), \text{TimeOut}(G), M(S)) \]

where

\[ \text{NotLimWait}(G) = \{ \sigma \mid \sigma \in \text{Wait}(G), B(\neg b)(\sigma.\text{init}) \} \]

\[ \text{LimitedWait}(G) = \{ \sigma \mid \sigma \in \text{Wait}(G), B(b)(\sigma.\text{init}) \text{ and } |\sigma| < \max(0, E(e)(\sigma.\text{init})) \} \],

and

\[ \text{TimeOut}(G) = \{ \sigma \mid \sigma \in \text{Wait}(G), B(b)(\sigma.\text{init}) \text{ and } |\sigma| = \max(0, E(e)(\sigma.\text{init})) \} \]

with

\[ \text{Wait}(G) = \{ \sigma \mid B(b_G)(\sigma.\text{init}), \text{ there exists } r \in \text{TIME} \cup \{ \infty \} \text{ such that } |\sigma| = r, \]
\[ \text{ for all } \tau_1 < r : \sigma.\text{comm}(\tau_1) = \{ c_i? \mid B(b_i)(\sigma.\text{init}), 1 \leq i \leq n \}, \]
\[ \text{ if } r < \infty \text{ then } \sigma.\text{final} = \sigma.\text{init} \}

and \[ \text{Comm}(G) = \{ \sigma \mid \text{there exists a } k \in \{ 1, \ldots, n \} \text{ such that } B(b_k)(\sigma.\text{init}), \text{ and } \]
\[ \sigma \in \text{SEQV}(\text{CommRec}(c_k, x_k), M(S_k)) \} \]

Observe that \( b \equiv \text{false} \) leads to

\[ M([\prod_{i=1}^{n} b_i; c_i?x_i \rightarrow S_i]) = \{ \sigma \mid B(\neg b_G)(\sigma.\text{init}), \text{ and } \sigma \in M(\text{delay } K_g) \} \]
\[ \cup \text{SEQV}(M(\text{delay } K_g), \text{Wait}(G), \text{Comm}(G)) \]

**Iteration**

For a model in the semantics of the iteration construct \( *G \) we have the following possibilities:

- Either it is the concatenation of a finite sequence of models from \( M(G) \) such that
  the last model corresponds to an execution where all boolean guards evaluate to
  false or it represents a non-terminating computation of \( G \).

- Or it is the concatenation of an infinite sequence of models from \( M(G) \) that
  all represent terminating computations in which not all booleans yield the value
  false.

This leads to the following definition:
\[ M(*G) = \{ \sigma \mid \text{there exists a } k \in \mathbb{N}, k \geq 1 \text{ and } \sigma_1, \ldots, \sigma_k \text{ such that } \sigma = \sigma_1 \cdots \sigma_k, \]

for all } i \in \{1, \ldots, k\}: \sigma_i \in M(G), \text{ for all } i \in \{1, \ldots, k-1\}:

\sigma_{i+1}.\text{init} = \sigma_i.\text{final}, |\sigma_i| < \infty, B(b_G)(\sigma_i.\text{init}),

and either |\sigma_k| = \infty \text{ or } B(\lnot b_G)(\sigma_k.\text{init}) \}

\} \cup \{ \sigma \mid \text{there exists an infinite sequence of models } \sigma_1, \sigma_2, \ldots \text{ such that } \sigma = \sigma_1\sigma_2 \cdots, \text{ with for all } i \geq 1: \sigma_i \in M(G), \sigma_{i+1}.\text{init} = \sigma_i.\text{final},

|\sigma_i| < \infty, B(b_G)(\sigma_i.\text{init}) \}

Similar to Lemma 3.2.9 we have the following lemma:

Lemma 4.2.7

\[ M(*G) = \{ \sigma \mid B(\lnot b_G)(\sigma.\text{init}), \text{ and } \sigma \in M(\text{delay } K_g) \}

\cup \{ \sigma \mid B(b_G)(\sigma.\text{init}) \text{ and } \sigma \in SEQV(M(G), M(*G)) \}\]

Hence } M(*G) \text{ is a fixed point of the function } F(X) = (\{ \sigma \mid B(\lnot b_G)(\sigma.\text{init}) \text{ and } \sigma \in M(\text{delay } K_g) \}) \cup \{ \sigma \mid B(b_G)(\sigma.\text{init}) \text{ and } \sigma \in SEQV(M(G), X) \}). \text{ Observe that } \emptyset \text{ is not a fixed point of } F \text{ due to the definition of } SEQV. \text{ From the following lemma it follows that } M(*G) \text{ is the only fixed point of } F.\]

Lemma 4.2.8 The function } F(X) = SEQ(M(G), X) \text{ has at most one fixed point.}

Proof: This lemma can be proved similar to the proof of Lemma 3.2.10. The proof is based on the observation that, for a guarded command } G, |\sigma| \geq K_g > 0 \text{ for all } \sigma \in M(G). \text{ (By this property also an infinite loop in finite time is avoided.) } \]

Parallel Composition

The semantics of parallel composition is obtained by extending the definition from Section 3.2.2 by the requirements for initial and final state from Section 2.2.2.

\[ M(S_i\mid S_2) = \{ \sigma \mid \text{dch}(\sigma) \subseteq \text{dch}(S_i) \cup \text{dch}(S_2), \text{ for } i \in \{1, 2\} \text{ there exist } \sigma_i \in M(S_i)

\text{such that } |\sigma| = \max(|\sigma_1|, |\sigma_2|), \sigma.\text{init} = \sigma_i.\text{init},

[\sigma.\text{comm}]_{\text{dch}(S_i)}(\tau) = \begin{cases} 
\sigma_i.\text{comm}(\tau) & \text{for all } \tau < |\sigma_i| \\
\emptyset & \text{for all } \tau, |\sigma_i| \leq \tau < |\sigma|,
\end{cases}

\text{if } |\sigma| < \infty \text{ then } \sigma.\text{final}(x) = \begin{cases} 
\sigma_i.\text{final}(x) & \text{if } x \in \text{var}(S_i) \\
\sigma.\text{init}(x) & \text{if } x \notin \text{var}(S_i\mid S_2)
\end{cases}

\forall c \not\in \sigma.\text{comm}(\tau) \lor c \not\in \sigma.\text{comm}(\tau), \text{ for all } \tau < |\sigma| \}

As in the previous chapter we can prove that parallel composition is commutative and associative.

Properties of the Semantics

We modify the definition of well-formedness (see Definition 3.2.13) as follows.
Definition 4.2.9 (Well-Formedness) A communication function $cf \in CF$ is well-formed iff for all $c \in CHAN$, for all $\varnothing, \varnothing_1, \varnothing_2 \in VAL$, and for all $\tau < |cf|$: 

1. $\neg(c! \in cf(\tau) \land c? \in cf(\tau))$.
   
   *(Minimal waiting: It is not possible to be simultaneously waiting to send and waiting to receive on a particular channel.)*

2. $\neg((c, \varnothing) \in cf(\tau) \land c! \in cf(\tau))$ and $\neg((c, \varnothing) \in cf(\tau) \land c? \in cf(\tau))$.
   
   *(Exclusion: It is not possible to be simultaneously communicating and waiting to communicate on a given channel.)*

3. $(c, \varnothing_1) \in cf(\tau) \land (c, \varnothing_2) \in cf(\tau) \rightarrow \varnothing_1 = \varnothing_2$.
   
   *(Communication: at any point of time at most one value is transmitted on a particular channel.)*

A model $\sigma$ is well-formed iff $\sigma.comm$ is well-formed.

Compared with Definition 3.2.13 we have replaced communication records $c$ by $(c, \varnothing)$ and added the third point. Then we have the following lemma, expressing some properties of our semantic model.

Lemma 4.2.10 For any program $S$, we have $M(S) \neq \emptyset$ and, for any $\sigma \in M(S)$:

1. $dch(\sigma) \subseteq dch(S)$,

2. $\sigma$ is well-formed, and

3. if $|\sigma| = \infty$ then, for all $s \in STATE$, $(\sigma.init, \sigma.comm, s) \in M(S)$.

The last property expresses that for a non-terminating computation the semantics of a statement contains a model for any possible final state. This simplifies the extension of the MTL-formalism to program variables. Recall that in the definition of $S sat \varphi$ the MTL-assertion $\varphi$ is interpreted in all models of $M(S)$, including the non-terminating ones. Hence we should be careful with the interpretation of variables in the final state. In our solution no special treatment of undefined values is required and only tautologies will hold for variables referring to the final state of a model representing a non-terminating computation.
4.3 Adaptation of the Proof System based on Metric Temporal Logic

4.3.1 Specifications

To formulate a proof system for our extended programming language, the assertion language MTL, defined in Section 3.3.1, is extended. A class of expressions is added to denote values of program variables. We use \( x \) to denote the value of the program variable \( x \) in the initial state of a model and \( \text{fin}(x) \) to express the value of \( x \) in the final state. A new primitive \( \text{comm}(c, \text{exp}) \) expresses a communication with value \( \text{exp} \) along channel \( c \). Further, the bounds of the MTL operators may now use expressions, the strong until operator is introduced as a primitive operator, and we add a new chop operator \( \varphi_1 C^* \varphi_2 \) which expresses that there exists a finite number of intervals on which \( \varphi_1 \) holds and thereafter \( \varphi_2 \) holds. The syntax of this extended logic is given in Table 4.2, with \( z \in \text{VAR}, \theta \in \text{VAL}, \) and \( c \in \text{CHAN} \).

**Table 4.2: Syntax of Extended MTL**

| Expression \( \text{exp} \) ::= | \( \emptyset \ | x \ | \text{fin}(x) \ | \text{exp}_1 + \text{exp}_2 \ | \text{exp}_1 - \text{exp}_2 \ | \text{exp}_1 \times \text{exp}_2 \) |
|-----------------------------|--------------------------------------------------|
| Assertion \( \varphi \) ::= | \( \text{comm}(c, \text{exp}) \ | \text{comm}(c) \ | \text{wait}(c!) \ | \text{wait}(c?) \ | \text{done} \ | \text{exp}_1 = \text{exp}_2 \ | \text{exp}_1 < \text{exp}_2 \ | \varphi_1 \lor \varphi_2 \ | \neg \varphi \ | \varphi_1 \text{U} \varphi_2 \ | \varphi_1 \text{U}_{<e} \varphi_2 \ | \varphi_1 \text{U}_{=} \varphi_2 \ | \varphi_1 \text{C} \varphi_2 \ | \varphi_1 \text{C}^* \varphi_2 \ |

Let \( \text{dch}(\varphi) \) denote the set of all \( c, c!, \) or \( c? \) occurring in \( \varphi \), and \( \text{var}(\varphi) \) denotes the set of all program variables in \( \varphi \).

The semantics of MTL assertions is defined using the computational model of Section 4.2.1. First we define the value of expression \( \text{exp} \) in model \( \sigma \), denoted \( \text{Val}(\text{exp})\sigma \), as follows:

- \( \text{Val}(\emptyset)\sigma = \emptyset \)
- \( \text{Val}(x)\sigma = \sigma.\text{init}(x) \)
- \( \text{Val}(\text{fin}(x))\sigma = \sigma.\text{final}(x) \)
- \( \text{Val}(\text{exp}_1 + \text{exp}_2)\sigma = \text{Val}(\text{exp}_1)\sigma + \text{Val}(\text{exp}_2)\sigma \)
- \( \text{Val}(\text{exp}_1 - \text{exp}_2)\sigma = \text{Val}(\text{exp}_1)\sigma - \text{Val}(\text{exp}_2)\sigma \)
- \( \text{Val}(\text{exp}_1 \times \text{exp}_2)\sigma = \text{Val}(\text{exp}_1)\sigma \times \text{Val}(\text{exp}_2)\sigma \)

Next we discuss the interpretation of extended MTL. Observe that an expression \( \text{exp} \) in a temporal operator such as \( \text{U}_{<e} \text{exp} \) or \( \text{U}_{=} \text{exp} \) refers to a point of time. If \( \text{exp} \) yields a non-negative value then we can easily adapt the definition from Section 3.3.1, since we have assumed that \( \{ \emptyset \in \text{VAL} \mid \emptyset \geq 0 \} \subseteq \text{TIME} \) (see Section 4.2.1). If \( \text{exp} \) is negative, however, there are several choices for the semantics of these operators. We could introduce past-time operators in this way by allowing references to previous
points of time. For our semantic definition this would imply that the past of a model must be available, and we have to interpret an assertion in a model and a point of time. (See also the note in Section 3.3.1.) Since we do not need such past-time operators for our axiomatization, we use the simple interpretation from Section 3.3.1 and define the temporal operators such that if \( \text{exp} \) is negative then \( U_{< \text{exp}} \) and \( U_{= \text{exp}} \) are equivalent to, respectively, \( U_{<0} \) and \( U_{=0} \). Thus, as before, we define when an assertion \( \varphi \) holds in a model \( \sigma \), denoted \( \sigma \models \varphi \). Again we use the restriction of a model to the period after a certain point of time. Here only the communication function is restricted to this period and the initial and final states are not changed.

**Definition 4.3.1 (Restriction of Models)** For a model \( \sigma \) and a time \( t \in \text{TIME} \cup \{ \infty \} \) we define the communication part of \( \sigma \) at and after \( t \), denoted \( \sigma \uparrow t \), as follows:

\[
(\sigma \uparrow t).\text{init} = \sigma.\text{init}, \quad (\sigma \uparrow t).\text{final} = \sigma.\text{final}, \quad |\sigma \uparrow t| = \max(|\sigma| - t, 0)
\]

and

\[
(\sigma \uparrow t).\text{comm}(t) = \sigma.\text{comm}(t + \tau), \quad \text{for } t < |\sigma \uparrow t|.
\]

Note that, if \( t > |\sigma| \) then \( |\sigma \uparrow t| = 0 \).

Now we use the interpretation from Section 3.3.1 for \( \text{comm}(\sigma) \), \( \text{wait}(\sigma!) \), \( \text{wait}(\sigma?) \), \( \text{done} \), \( \varphi_1 \lor \varphi_2 \), and \( \neg \varphi \) (with the appropriate replacement of \( \sigma \) by \( \sigma.\text{comm} \)). For the remaining assertions we have the following definitions:

- \( \sigma \models \text{comm}(\sigma, \text{exp}) \) iff \( |\sigma| > 0 \) and \( (\sigma, \text{Val}(\text{exp}) \sigma) \in \sigma.\text{comm}(0). \)
- \( \sigma \models \text{exp}_1 = \text{exp}_2 \) iff \( \text{Val}(\text{exp}_1) \sigma = \text{Val}(\text{exp}_2) \sigma. \)
- \( \sigma \models \text{exp}_1 < \text{exp}_2 \) iff \( \text{Val}(\text{exp}_1) \sigma < \text{Val}(\text{exp}_2) \sigma. \)
- \( \sigma \models \varphi_1 \lor \varphi_2 \) iff there exists a \( t_1 \in \text{TIME} \) such that \( \sigma \uparrow t_1 \models \varphi_2 \), and for all \( t_2, 0 \leq t_2 < t_1: \sigma \uparrow t_2 \models \varphi_1. \)
- \( \sigma \models \varphi_1 U_{< \text{exp}} \varphi_2 \) iff there exists a \( t_1 \in \text{TIME} \) such that \( 0 < t_1 < \text{Val}(\text{exp}) \sigma, \)
  \( \sigma \uparrow t_1 \models \varphi_2, \) and for all \( t_2, 0 \leq t_2 < t_1: \sigma \uparrow t_2 \models \varphi_1. \)
- \( \sigma \models \varphi_1 U_{= \text{exp}} \varphi_2 \) iff \( \sigma \uparrow \max(0, \text{Val}(\text{exp}) \sigma) \models \varphi_2, \) and for all \( t_2, 0 \leq t_2 < \text{Val}(\text{exp}) \sigma: \sigma \uparrow t_2 \models \varphi_1. \)
- \( \sigma \models \varphi \quad \text{C} \varphi_2 \) iff there exist models \( \sigma_1 \) and \( \sigma_2 \) such that \( \sigma = \sigma_1 \sigma_2, \sigma_1 \models \varphi_1, \sigma_2 \models \varphi_2, \) and if \( |\sigma_1| < \infty \) then \( \sigma_1.\text{final} = \sigma_2.\text{init}. \)
- \( \sigma \models \text{C}^\infty \varphi \) iff there exist models \( \sigma_1, \sigma_2, \sigma_3, \ldots \) such that \( \sigma = \sigma_1 \sigma_2 \sigma_3 \ldots \) and,
  for all \( i \geq 1, \sigma_i \models \varphi, \) and if \( |\sigma_i| < \infty \) then \( \sigma_i.\text{final} = \sigma_{i+1}.\text{init}. \)
- \( \sigma \models \varphi \text{C}^n \varphi_2 \) iff there exist an \( n \geq 1 \) and models \( \sigma_1, \ldots, \sigma_n \) such that \( \sigma = \sigma_1 \ldots \sigma_n, \sigma_n \models \varphi_2, \) and for \( i = 1, \ldots, n-1: \sigma_i \models \varphi_1, \sigma_i < \infty, \) and \( \sigma_i.\text{final} = \sigma_{i+1}.\text{init}. \)

In addition to the abbreviations mentioned in Section 3.3.1, the abbreviations from Table 4.3 are used, with \( \text{;set} \subseteq \text{VAR} \) a finite set of program variables. Then va-
Table 4.3: Syntactic Abbreviations

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>true</td>
<td>≡ 0 = 0</td>
</tr>
<tr>
<td>false</td>
<td>≡ ¬true</td>
</tr>
<tr>
<td>◯&lt;exp&gt;φ</td>
<td>≡ true U&lt;exp&gt;φ</td>
</tr>
<tr>
<td>◯¬&lt;exp&gt;φ</td>
<td>≡ ¬ ◯&lt;exp&gt;¬φ</td>
</tr>
<tr>
<td>nochange(vset)</td>
<td>≡ (\wedge_{x \in vset} x = \text{fin}(x))</td>
</tr>
</tbody>
</table>

Validity of the assertions and correctness formulae is defined as in Section 3.3.1 (see, respectively, Definition 3.3.2 and Definition 3.3.3). Since a non-terminating computation is represented in the semantics by a set of models with arbitrary final state (see Lemma 4.2.10), any non-terminating program satisfies only tautologies concerning the primitives \(\text{fin}(x)\). For instance, \(*[true \rightarrow \text{skip}] sat \text{fin}(x) = \text{fin}(x)\).

### 4.3.2 Proof System

The proof system for our extended language includes the Communication Invariance Axiom, the Conjunction Rule, and the Consequence Rule from Section 3.3.2. The Well-Formedness Axiom is slightly extended. Let \(cset\) be a finite subset of \(DCHAN\), and \(exp_1, exp_2\) be expressions.

**Axiom 4.3.2 (Well-Formedness)** \(S sat \ WF_{cset,exp_1,exp_2}\)

where \(WF_{cset,exp_1,exp_2} \equiv \square (\text{MinWait}_{cset} \land \text{Exclusion}_{cset} \land \text{CommVal}_{cset,exp_1,exp_2})\). \(\text{MinWait}_{cset}\) and \(\text{Exclusion}_{cset}\) are defined as in Section 3.3.2.

\(\text{CommVal}_{cset,exp_1,exp_2}\) is defined as follows:

\[
\text{CommVal}_{cset,exp_1,exp_2} \equiv \bigwedge_{c \in cset} \text{comm}(c, exp_1) \land \text{comm}(c, exp_2) \rightarrow exp_1 = exp_2
\]

Similar to the Communication Invariance Axiom, the proof system contains an axiom to express that certain variables are not changed by a program. Let \(wvar(S)\) be the set of all write-variables of \(S\), that is, the set of variables occurring in the left-hand side of an assignment in \(S\) or as a variable in an input statement inside \(S\). (Clearly, \(wvar(S) \subseteq \text{var}(S)\).) Then the Variable Invariance Axiom expresses that if \(x \notin wvar(S)\) then for any terminating computation of \(S\) the final value of \(x\) equals its initial value. For any finite set of variables \(vset \subseteq \text{VAR}\), we have the following axiom:

**Axiom 4.3.3 (Variable Invariance)** \(S sat (\Diamond \text{done}) \rightarrow \text{nochange}(vset)\)

provided \(vset \cap wvar(S) = \emptyset\).

Next we give axioms for the five atomic statements. We have the same skip axiom as in the previous chapter.

**Axiom 4.3.4 (Skip)** \(\text{skip sat done}\)

The assignment axiom expresses that \(x := e\) terminates after \(K_a\) time units and that the final value of \(x\), denoted by \(\text{fin}(x)\), equals the value of \(e\) in the initial state, which is denoted by \(e\).
Axiom 4.3.5 (Assignment) \[ x := e \text{ sat } fin(x) = e \land \Diamond_{=K_a} done \]

Example 4.3.1 With this axiom we can derive, for instance,
\[ x := x + 1 \text{ sat } fin(x) = x + 1 \land \Diamond_{=K_a} done. \]
As another example, we show that we can derive in the proof system
\[ x := y + 5 \text{ sat } y = 3 \rightarrow fin(x) = 8 \land fin(y) = 3 \land \Diamond_{=K_a} done. \]
By the Assignment Axiom we obtain
\[ x := y + 5 \text{ sat } fin(x) = y + 5 \land \Diamond_{=K_a} done. \]
Since \( y \notin \text{ var}(x := y + 5) \), the Variable Invariance Axiom leads to
\[ x := y + 5 \text{ sat } (\Diamond \text{ done}) \rightarrow y = fin(y). \]
By the Conjunction Rule and the Consequence Rule,
\[ x := y + 5 \text{ sat } fin(x) = y + 5 \land fin(y) = y \land \Diamond_{=K_a} done. \]
Finally, the desired formula can be derived by the Consequence Rule.

Axiom 4.3.6 (Delay) \[ \text{ delay } e \text{ sat } \Diamond_{=e} \text{ done} \]

Observe that, by our interpretation of assertions, \( \Diamond_{=e} \text{ done} \) is equivalent to \( \text{ done} \) if \( e \) yields a negative value.

The axiom for output statements is a straightforward extension of the axiom from the previous chapter.

Axiom 4.3.7 (Output) \[ c!e \text{ sat } wait(c!) \cup [\text{comm}(c, e) \cup =K_e \text{ done}] \]

In the axiom for an input statement the value that will be received is not known. Hence we can only express that this value equals the final value of \( x \).

Axiom 4.3.8 (Input) \[ c?x \text{ sat } wait(c?) \cup [\text{comm}(c, fin(x)) \cup =K_e \text{ done}] \]

The inference rule for sequential composition is not changed, although the definition of the chop-operator has been adapted.

Rule 4.3.9 (Sequential Composition Rule) \[
\frac{S_1 \text{ sat } \varphi_1, S_2 \text{ sat } \varphi_2}{S_1; S_2 \text{ sat } \varphi_1 \lor \varphi_2}
\]

Example 4.3.2 Note that the main work in this rule is done by the chop-operator. Consider, for instance, the program \( x := x + 3 ; x := x + 2. \)
By the Assignment Axiom we can derive
\[ x := x + 2 \text{ sat } fin(x) = x + 2 \land \Diamond_{=K_a} done \text{ and } \]
\[ x := x + 3 \text{ sat } fin(x) = x + 3 \land \Diamond_{=K_a} done. \]
Then the Sequential Composition Rule leads to
\[ x := x + 3; x := x + 2 \text{ sat } (fin(x) = x + 2 \land \Diamond_{=K_a} done) \lor (fin(x) = x + 3 \land \Diamond_{=K_a} done). \]
Now observe that, by the definition of \( \lor \), the last assertion implies
\[ fin(x) = x + 5 \land \Diamond_{=2 \times K_a} done. \]
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Now consider guarded commands. Let $b_G$ be defined as in Section 4.2.2. First we give an axiom which expresses that no observable action takes place during the first $K_\phi$ time units (when the booleans are evaluated), and if $b_G$ evaluates to the value false then $G$ terminates. Furthermore we express that there is no activity on the channels of $G$ and that no variable of $G$ is changed during this evaluation period.

**Rule 4.3.10 (Guarded Command Evaluation)**

$$G \text{ sat } \text{noact}(dch(G)) U = K_\phi [-b_G \rightarrow (\text{done } \land \text{nochange}(\text{var}(G)))]$$

Note that it would be sufficient to use $wvar(G)$ instead of $\text{var}(G)$, since invariance of variables outside $wvar(G)$ follows from the Variable Invariance Axiom. Furthermore, this axiom implies $G \text{ sat } \text{noact}(dch(G)) U = K_\phi \text{true}$, and hence this general property of guarded commands is omitted in the following two rules.

For a guarded command with purely boolean guards we give the following rule:

**Rule 4.3.11 (Guarded Command with Purely Boolean Guards)**

$$S_i \text{ sat } \varphi_i, \text{ for } i = 1, \ldots, n$$

$$[[\prod_{i=1}^{n} b_i \rightarrow S_i]] \text{ sat } \Diamond = K_\phi (b_G \rightarrow \bigvee_{i=1}^{n} (b_i \land \varphi_i))$$

Next we formulate a rule for $G \equiv [[\prod_{i=1}^{n} b_i; c_i?x_i \rightarrow S_i] \parallel b; \text{delay } e \rightarrow S]$. Define $\text{wait}(G) \equiv \bigwedge_{i=1}^{n} (b_i \leftrightarrow \text{wait}(c_i?)) \land \text{noact}(dch(G) - \{c_1, \ldots, c_n\})$.

**Rule 4.3.12 (Guarded Command with IO-guards)**

$$c_i?x_i; S_i \text{ sat } \varphi_i, \text{ for } i = 1, \ldots, n, S \text{ sat }$$

$$[[\prod_{i=1}^{n} b_i; c_i?x_i \rightarrow S_i] \parallel b; \text{delay } e \rightarrow S] \text{ sat }$$

$$\Diamond = K_\phi ((b_G \land \neg b \rightarrow \text{wait}(G) U \bigvee_{i=1}^{n} (b_i \land \varphi_i \land \text{comm}(c_i))) \land (b_G \land b \rightarrow [\text{wait}(G) U < e \land \bigvee_{i=1}^{n} (b_i \land \varphi_i \land \text{comm}(c_i))) \lor [\text{wait}(G) U = e])$$

Observe that by our interpretation of the MTL operators, $(e \leq 0 \land \varphi_1 U < e \varphi_2) \leftrightarrow \text{false}$ and $(e \leq 0 \land \varphi_1 U = e \varphi_2) \leftrightarrow \varphi_2$. Hence, if $e$ is not positive then the assertion below the line in Rule 4.3.12 reduces to $\Diamond = K_\phi ((b_G \land \neg b \rightarrow \text{wait}(G) U \bigvee_{i=1}^{n} (b_i \land \varphi_i \land \text{comm}(c_i))) \land (b_G \land b \rightarrow \varphi_2))$.

The inference rule for an iterated guarded command is

**Rule 4.3.13 (Iteration)**

$$G \text{ sat } \varphi$$

$$*G \text{ sat } [C^\infty(b_G \land \varphi)] \lor [(b_G \land \varphi) C^* (\neg b_G \land \varphi)]$$

**Example 4.3.3** We illustrate the use of the chop-operators in the Iteration Rule by the program $* [x > 0 \rightarrow x := x - 1]$. By Rule 4.3.10 and the Consequence Rule (observe that $\text{true } U = K_\phi (x \leq 0 \rightarrow \text{done})$ implies $x \leq 0 \rightarrow \Diamond = K_\phi \text{done}$) we obtain

$$[x > 0 \rightarrow x := x - 1] \text{ sat } x \leq 0 \rightarrow \Diamond = K_\phi \text{done}.$$ 

Since $x := x - 1 \text{ sat } \text{fin}(x) = x - 1 \land \Diamond = K_\phi \text{done}$, the Rule for a Guarded Command with Purely Boolean Guards and the Consequence Rule lead to
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\[ x > 0 \rightarrow z := x - 1 \] sat \( z > 0 \rightarrow ^{K_y}(\text{fin}(z) = x - 1 \wedge ^{K_y}\text{done}). \)

Hence, using the Conjunction Rule and the Consequence Rule, we obtain
\[ [x > 0 \rightarrow z := x - 1] \text{ sat} \]
\[ (x \leq 0 \wedge ^{K_y}\text{done}) \vee (x > 0 \wedge \text{fin}(x) = x - 1 \wedge ^{K_y+K_y}\text{done}). \]

Let \( K = K_y + K_a \). Then the Iteration Rule leads to
\[ \star [x > 0 \rightarrow z := x - 1] \text{ sat} \]
\[ [C^\infty(x > 0 \wedge \text{fin}(x) = x - 1 \wedge ^{K_y}\text{done})] \vee \]
\[ [(x > 0 \wedge \text{fin}(x) = x - 1 \wedge ^{K_y}\text{done}) \ C^* (x \leq 0 \wedge ^{K_y}\text{done})]. \]

From the interpretation of the \( C^\infty \) operator we obtain
\[ C^\infty(x > 0 \wedge \text{fin}(x) = x - 1 \wedge ^{K_y}\text{done}) \rightarrow \text{false}. \]

Further, \( (x > 0 \wedge \text{fin}(x) = x - 1 \wedge ^{K_y}\text{done}) C^* (x \leq 0 \wedge ^{K_y}\text{done}) \) and \( x \in \text{IN} \) imply
\[ \text{fin}(x) = 0 \wedge ^{K_y+K_y}\text{done}. \]

Hence the Consequence Rule leads to
\[ \star [x > 0 \rightarrow z := x - 1] \text{ sat} z \in \text{IN} \rightarrow \text{fin}(x) = 0 \wedge ^{K_y+K_y}\text{done}. \]

Observe, however, that we did not formally prove the implication
\[ [C^\infty(x > 0 \wedge \text{fin}(x) = x - 1 \wedge ^{K_y}\text{done})] \vee \]
\[ [(x > 0 \wedge \text{fin}(x) = x - 1 \wedge ^{K_y}\text{done}) \ C^* (x \leq 0 \wedge ^{K_y}\text{done})] \]
\[ \rightarrow (x \in \text{IN} \rightarrow \text{fin}(x) = 0 \wedge ^{K_y+K_y}\text{done}) \]

which is required for the Consequence Rule. Since we do not have a proof system for the assertion language, this implication has to be proved by considering the interpretation of the \( C^* \) operator.

Next, consider the parallel composition of statements \( S_1 \) and \( S_2 \). The rule for parallel composition from the previous chapter is slightly modified to express that variables of the process which terminates first are not changed after termination of the first process up to the termination of the second process. Then we have the following rule:

**Rule 4.3.14 (Parallel Composition)**

\[ S_1 \text{ sat } \varphi_1, \ S_2 \text{ sat } \varphi_2 \]
\[ \frac{}{S_1 \parallel S_2 \text{ sat } (\varphi_1 \land (\varphi_2 \ C (\text{noact}(dch(S_2) \cup [\text{done} \land \text{nochange} (\text{var}(S_2))]))) \vee (\varphi_2 \land (\varphi_1 \ C (\text{noact}(dch(S_1) \cup [\text{done} \land \text{nochange} (\text{var}(S_1))]))) \}}

provided \( dch(\varphi_1) \subseteq dch(S_1) \) and \( \text{var}(\varphi_1) \subseteq \text{var}(S_1) \), for \( i = 1, 2 \).

The soundness of our proof system is shown in Appendix D.
4.4 Adaptation of the Proof System for Extended Hoare Triples

4.4.1 Specifications

Similar to Section 2.2.3 we have two types of logical variables. We use a set $VVAR$ of logical variables ranging over $VAL$. Furthermore, we have the logical time-variables from Section 3.4.2. Let $TVAR$ be a set of logical variables ranging over $TIME \cup \{\infty\}$. We assume that the sets $VVAR$, $TVAR$, and $VAR$ are disjunct. To express which values are communicated, we replace in the language from Section 3.4.2 the primitive $\text{comm via } c \text{ at } exp$ by $\text{comm via } c \text{ at } exp_1 \text{ value } exp_2$. This leads to the syntax given in Table 4.4, with $\tau \in TIME \cup \{\infty\}$, $\psi \in VAL$, $t \in TVAR$, $v \in VVAR$, $c \in CHAN$, and $x \in VAR$.

<table>
<thead>
<tr>
<th>Expression exp ::=</th>
<th>$\tau$</th>
<th>$\emptyset$</th>
<th>$t$</th>
<th>$v$</th>
<th>time</th>
<th>$x$</th>
<th>$exp_1 + exp_2$</th>
<th>$exp_1 - exp_2$</th>
<th>$exp_1 \times exp_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assertion p ::=</td>
<td>$\text{comm via } c \text{ at } exp_1 \text{ value } exp_2$</td>
<td>$\text{wait to } c! \text{ at } exp$</td>
<td>$\text{wait to } c? \text{ at } exp$</td>
<td>$exp_1 = exp_2$</td>
<td>$exp_1 &lt; exp_2$</td>
<td>$exp \in IN$</td>
<td>$\neg p$</td>
<td>$p_1 \lor p_2$</td>
<td>$\exists t : p$</td>
</tr>
</tbody>
</table>

Let $\text{var}(p)$ denote the set of program variables occurring in assertion $p$. As before, $dch(p)$ denotes the set of (directed) channels occurring in assertion $p$.

To interpret logical variables we use a logical variable environment $\gamma$, that is, a mapping which assigns a value from $TIME \cup \{\infty\}$ to each logical variable in $TVAR$, and a value from $VAL$ to each variable in $VVAR$. The variant of an environment $\gamma$ with respect to a logical variable and a value is defined as in previous chapters.

First we define the value of expression $exp$ in an environment $\gamma$, a state $s$ and a communication function $cf$, denoted $\mathcal{V}(exp)(\gamma,s,cf)$, yielding a value from $VAL \cup TIME \cup \{\infty\}$.

- $\mathcal{V}(\tau)(\gamma,s,cf) = \tau$
- $\mathcal{V}(\emptyset)(\gamma,s,cf) = \emptyset$
- $\mathcal{V}(t)(\gamma,s,cf) = \gamma(t)$
- $\mathcal{V}(v)(\gamma,s,cf) = \gamma(v)$
- $\mathcal{V}(\text{time})(\gamma,s,cf) = |cf|$
- $\mathcal{V}(x)(\gamma,s,cf) = s(x)$
- $\mathcal{V}(exp_1 + exp_2)(\gamma,s,cf) = \mathcal{V}(exp_1)(\gamma,s,cf) + \mathcal{V}(exp_2)(\gamma,s,cf)$
- $\mathcal{V}(exp_1 - exp_2)(\gamma,s,cf) = \mathcal{V}(exp_1)(\gamma,s,cf) - \mathcal{V}(exp_2)(\gamma,s,cf)$
- $\mathcal{V}(exp_1 \times exp_2)(\gamma,s,cf) = \mathcal{V}(exp_1)(\gamma,s,cf) \times \mathcal{V}(exp_2)(\gamma,s,cf)$
Next we define inductively the value of an assertion \( p \) in an environment \( \gamma \), a state \( s \), and a communication function \( cf \), denoted by \([p]\gamma(s,cf)\). Similar to Section 3.4.2 we use a three-valued interpretation of assertions, thus \([p]\gamma(s,cf) \in \{true, false, \bot\}.

- \([\text{comm via } c \text{ at } \text{exp}_1 \text{ value } \text{exp}_2]\gamma(s,cf) =\)
  \[
  \begin{cases}
  \text{true} & \text{if } 0 \leq \mathcal{V}(\text{exp}_1)(\gamma, s, cf) < |cf| \text{ and } \\
  (c, \mathcal{V}(\text{exp}_1)(\gamma, s, cf)) \in \mathcal{cf}(\mathcal{V}(\text{exp}_1)(\gamma, s, cf)) \\
  \text{false} & \text{if } 0 \leq \mathcal{V}(\text{exp}_1)(\gamma, s, cf) < |cf| \text{ and } \\
  (c, \mathcal{V}(\text{exp}_1)(\gamma, s, cf)) \notin \mathcal{cf}(\mathcal{V}(\text{exp}_1)(\gamma, s, cf)) \\
  \bot & \text{if } \mathcal{V}(\text{exp}_1)(\gamma, s, cf) \geq |\sigma|
  \end{cases}
  \]

- \([\text{wait to } c! \text{ at } \text{exp}]\gamma(s,cf) =\)
  \[
  \begin{cases}
  \text{true} & \text{if } 0 \leq \mathcal{V}(\text{exp})(\gamma, s, cf) < |cf| \text{ and } c! \in \mathcal{cf}(\mathcal{V}(\text{exp})(\gamma, s, cf)) \\
  \text{false} & \text{if } 0 \leq \mathcal{V}(\text{exp})(\gamma, s, cf) < |cf| \text{ and } c! \notin \mathcal{cf}(\mathcal{V}(\text{exp})(\gamma, s, cf)) \\
  \bot & \text{if } \mathcal{V}(\text{exp})(\gamma, s, cf) \geq |\sigma|
  \end{cases}
  \]

- \([\text{wait to } c? \text{ at } \text{exp}]\gamma(s,cf) =\)
  \[
  \begin{cases}
  \text{true} & \text{if } 0 \leq \mathcal{V}(\text{exp})(\gamma, s, cf) < |cf| \text{ and } c? \in \mathcal{cf}(\mathcal{V}(\text{exp})(\gamma, s, cf)) \\
  \text{false} & \text{if } 0 \leq \mathcal{V}(\text{exp})(\gamma, s, cf) < |cf| \text{ and } c? \notin \mathcal{cf}(\mathcal{V}(\text{exp})(\gamma, s, cf)) \\
  \bot & \text{if } \mathcal{V}(\text{exp})(\gamma, s, cf) \geq |\sigma|
  \end{cases}
  \]

The remainder of the interpretation can be easily obtained from the definition in Section 3.4.2 by replacing \( \sigma \) by \( \gamma(s,cf) \) and, for any expression \( \text{exp} \), replacing \( \mathcal{V}(\text{exp})(\gamma, \sigma) \) by \( \mathcal{V}(\text{exp})(\gamma, s, cf) \). In addition to the abbreviations mentioned in the previous chapter, we use the following abbreviations.

- \( \text{comm via } c \text{ at } t_0 = \exists v: \text{comm via } c \text{ at } t_0 \text{ value } v \)
- \( \text{comm via } c \text{ during } [t_0, t_1) \text{ value } \text{exp} = \)
  \[
  \forall t_2, t_0 \leq t_2 < t_1: \text{comm via } c \text{ at } t_2 \text{ value } \text{exp}
  \]

Recall that for a finite set \( \text{cset} \subseteq DCHAN \) we have defined

- \( \text{no cset during } [t_0, t_1) = \forall t, t_0 \leq t < t_1: \bigwedge_{c \in \text{cset}} \neg \text{wait to } c! \text{ at } t \wedge \\
  \bigwedge_{c \in \text{cset}} \neg \text{wait to } c? \text{ at } t \wedge \bigwedge_{c \in \text{cset}} \neg \text{comm via } c \text{ at } t \)

An assertion \( p \) holds in \( \gamma, s \) and \( cf \) if \( [p]\gamma(s,cf) = true \). Henceforth \([p]\gamma(s,cf)\) is used as an abbreviation of \( [p]\gamma(s,cf) = true \).

**Definition 4.4.1 (Validity Assertions)** An assertion \( p \) is valid, denoted \( \models p \), iff \([p]\gamma(s,cf)\) holds for all \( \gamma, s \) and \( cf \).

Next we define when a correctness formula \( C : \{p\} S \{q\} \) is valid.

**Definition 4.4.2 (Validity of a Correctness Formula)** For a program \( S \) and assertions \( C, p \) and \( q \), a correctness formula \( C : \{p\} S \{q\} \) is valid, denoted by \( \models C : \{p\} S \{q\} \), iff

\[
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1. $\text{var}(C) = \emptyset$, and

2. for any $\gamma$, $s_0 \in \text{STATE}$, and any well-formed $c_{f_0} \in CF$ with $|c_{f_0}| < \infty$:
   if $[p] \gamma(s_0, c_{f_0})$, then for all $(s_0, c_{f_1}, s_1) \in \mathcal{M}(S)$:
   
   (a) $[C] \gamma(s_1, c_{f_0} \wedge c_{f_1})$, and
   
   (b) if $|c_{f_1}| < \infty$ then $[q] \gamma(s_1, c_{f_0} \wedge c_{f_1})$.

### 4.4.2 Proof System

#### General Part

The general part of our proof system includes the Consequence Rule, the Channel Invariance Axiom, and the Conjunction Rule from Section 3.4.3. Also the Quantification Rule and the Substitution Rule are used, here for logical variables from $\text{TVAR} \cup \text{VVAR}$. To be able to split a precondition in several cases, (see the rules for guarded commands below) we add the following disjunction rule:

**Rule 4.4.3 (Disjunction)**

\[
\frac{C_1 : \{p_1\} S \{q_1\}, C_2 : \{p_2\} S \{q_2\}}{C_1 \lor C_2 : \{p_1 \lor p_2\} S \{q_1 \lor q_2\}}
\]

The Well-Formedness Axiom is adapted as follows, with $\text{ceset} \subseteq \text{DCCHAN}$,

**Axiom 4.4.4 (Well-Formedness)**

$\text{WellForm}_{\text{ceset}} : \{\text{true}\} S \{\text{WellForm}_{\text{ceset}}\}$

where $\text{WellForm}_{\text{ceset}} \equiv \forall t < \text{time} : \text{MW}_{\text{ceset}}(t) \land \text{Excl}_{\text{ceset}}(t) \land \text{Comm}_{\text{ceset}}(t)$, with $\text{MW}_{\text{ceset}}(t)$ and $\text{Excl}_{\text{ceset}}(t)$ defined as in Section 3.4.3 and

\[
\text{Comm}_{\text{ceset}}(t) \equiv \bigwedge_{c \in \text{ceset}} \text{comm via } c \text{ at } t \text{ value } v_1 \land \text{comm via } c \text{ at } t \text{ value } v_2 \rightarrow v_1 = v_2
\]

Finally, we give a modified version of the Initial Invariance Axiom.

**Axiom 4.4.5 (Initial Invariance)**

$C : \{p \wedge C\} S \{p\}$

provided time does not occur in $p$ or $C$, and $\text{var}(S) \cap \text{var}(p) = \emptyset$.

In general, we require for all rules and axioms that that no program variables occur in any commitment. Further, we assume that all logical variables which are introduced in the rules are fresh.

#### Program Part

In Section 3.4.3 we have defined axioms and rules for the atomic statements of the programming language with precondition $\text{time} = t_0$. By adaptation and invariance rules a general precondition can be obtained. In this section we use an other style which starts from an arbitrary postcondition and then formulates the necessary precondition (the weakest precondition) to establish this post-condition. Such a formulation has already been used the axiomatization of Chapter 2 for assignments and io-statements.

**Axiom 4.4.6 (Skip)**

$C : \{p \wedge C\} \text{ skip } \{p\}$
Note: from this axiom we can derive \( \text{time} = t_0 : \{ \text{time} = t_0 \} \text{ skip} \{ \text{time} = t_0 \} \).

**Rule 4.4.7 (Assignment)** \[ C : \{(q \land C)[\text{time} + K_a/\text{time}, e/x]\} \ x := e \ \{ q \} \]

Note that by this rule, and the Consequence rule, we can derive
\[ \text{time} = t_0 + K_a : \{ \text{time} = t_0 \land e = v \} \ x := e \ \{ \text{time} = t_0 + K_a \land x = v \}, \]
since \( \text{time} = t_0 \land e = v \rightarrow (\text{time} = t_0 + K_a \land x = v) \text{[time} + K_a/\text{time}, e/x] \).

**Axiom 4.4.8 (Delay)** \[ C : \{(q \land C)[\text{time} + \max(0, e)/\text{time}]\} \text{ delay} \ e \ \{ q \} \]

Note: with this axiom we can also derive
\[ \text{time} = t_0 + \max(0, e) : \{ \text{time} = t_0 \} \text{ delay} \ e \ \{ \text{time} = t_0 + \max(0, e) \}. \]

**Example 4.4.1** With the Delay Axiom we can derive the formula
\[ \text{time} = 5 : \{ x = 3 \land \text{time} = 2 \} \text{ delay} \ x \ \{ x = 3 \land \text{time} = 5 \}, \]
because \( (x = 3 \land \text{time} = 5)[\text{time} + \max(0, x)/\text{time}] \equiv (x = 3 \land \text{time} + \max(0, x) = 5)\) is equivalent to \( x = 3 \land \text{time} = 2 \).

To formulate a rule for an output statement, observe that the postcondition can express terminating computations consisting of a waiting period (during which no communication partner is available) followed by an interval during which the actual communication takes place. In addition, the commitment can express non-terminating computations where the io-statement waits forever to communicate. Define
\[ \text{wait to } c! \text{ at } t_0 \text{ and comm value } e \equiv \exists t \geq t_0 : \text{wait to } c! \text{ during } [t_0, t) \land \text{comm via } c \text{ during } [t, t + K_c) \text{ value } e \land \text{time} = t + K_c. \]

Observe that if \( t = \infty \) then \( (\text{comm via } c \text{ during } [t, t + K_c) \text{ value } e \land \text{time} = t + K_c) \leftrightarrow (\text{true} \land \text{time} = \infty + K_c) \leftrightarrow (\text{time} = \infty) \).

**Rule 4.4.9 (Output)**

\[
\text{p}[t_0/\text{time}] \land \text{wait to } c! \text{ at } t_0 \text{ and comm value } e \rightarrow (q \land C)
\]
\[ C : \{ p \} \ c! e \ \{ q \land \text{time} < \infty \} \]
provided \( t_0 \) is a fresh logical variable, i.e., not occurring free in \( p, q \) or \( C \).

**Example 4.4.2** With the Output Rule we can derive
\[ (\text{wait to } c! \text{ during } [1, \infty) \lor \text{wait to } c! \text{ at } 1 \text{ and comm value } 5) : \]
\[ \{ \text{time} = 1 \land x = 3 \} c!(x + 2) \ \{ \text{wait to } c! \text{ at } 1 \text{ and comm value } 5 \} \]
since, for the postcondition, \( t_0 = 1 \land x = 3 \land \text{wait to } c! \text{ at } t_0 \text{ and comm value } (x + 2) \rightarrow \text{wait to } c! \text{ at } 1 \text{ and comm value } 5 \). Similarly the commitment can be proved.

For the Input Rule, define
\[ \text{wait to } c? \text{ at } t_0 \text{ and comm value } v \equiv \exists t \geq t_0 : \text{wait to } c? \text{ during } [t_0, t) \land \text{comm via } c \text{ during } [t, t + K_c) \text{ value } v \land \text{time} = t + K_c. \]
Rule 4.4.10 (Input)

\[ p[t_0/time] \land \text{wait to } c? \text{ at } t_0 \text{ and comm value } v \rightarrow (q[v/x] \land C) \]

\[ C \ni \{ p \} c?x \{ q \land \text{time } < \infty \} \]

provided \( v \) and \( t_0 \) are a fresh logical variables, i.e., not occurring free in \( C, p, \) or \( q \).

Example 4.4.3 With the Input Rule we can derive

\( (\text{wait to } c? \text{ during } [4, \infty) \lor \exists v_1 : \text{wait to } c? \text{ at } 4 \text{ and comm value } v_1) : \)

\( \{ \text{time } = 4 \} c?x \{ q \equiv \text{wait to } c? \text{ at } 4 \text{ and comm value } x \} \)

since, for the postcondition \( q \) we have \( t_0 = 4 \land \text{wait to } c? \text{ at } t_0 \text{ and comm value } v \rightarrow \text{wait to } c? \text{ at } 1 \text{ and comm value } v \equiv q[v/x] \). Similarly the commitment can be proved. \( \square \)

For sequential composition we include the rule from Section 3.4.3.

Rule 4.4.11 (Sequential Composition)

\[
\frac{C_1 : \{ p \} S_1 \{ r \}, \ C_2 : \{ r \} S_2 \{ q \}}{C_1 \land \text{time } = \infty \lor C_2 : \{ p \} S_1; S_2 \{ q \}}
\]

For guarded commands, we start with a simple rule for the case that none of the guards is open.

Rule 4.4.12 (Guarded Command Termination)

\[
\frac{C : \{ p \land -b_G \} \text{ delay } K_g \{ q \}}{C : \{ p \land -b_G \} G \{ q \}}
\]

Next consider \( G \equiv [|\prod_{i=1}^{n} b_i \rightarrow S_i] |. \)

Rule 4.4.13 (Guarded Command with Purely Boolean Guards)

\[
\frac{C_i : \{ p \land b_i \} \text{ delay } K_g \{ q_i \}, \text{ for all } i \in \{ 1, \ldots, n \}}{\bigwedge_{i=1}^{n} C_i : \{ p \land b_G \} \prod_{i=1}^{n} b_i \rightarrow S_i \{ \prod_{i=1}^{n} q_i \}}
\]

Now let \( G \equiv [|\prod_{i=1}^{n} b_i; c_i ? x_i \rightarrow S_i | b; \text{ delay } e \rightarrow S] \). Define

- \( \text{wait in } G \text{ during } [t_0, t] \equiv \)
  \[ \Lambda_{i=1}^{n} \forall t_1 \in [t_0, t) : (b_i \leftrightarrow \text{wait to } c_i? \text{ at } t_1) \land \]
  \[ \text{no } (dch(G) - \{ c_1?, \ldots, c_n? \}) \text{ during } [t_0, t), \text{ and} \]

- \( \text{comm } c_i \text{ in } G \text{ from } t \text{ value } v \equiv \)
  \[ \text{comm via } c_i \text{ during } [t, t + K_c) \text{ value } v \land \text{no } (dch(G) - \{ c_i \}) \text{ during } [t, t + K_c) \land \]
  \[ \text{time } = t + K_c \]

First we formulate a rule for the case that \( b \) evaluates to false, expressed by \( -b \) in the precondition.
Rule 4.4.14 (Guarded Command without Delay)

\[
p[t_0/time] \land \neg (dch(G)) \text{ during } [t_0, t_0 + K_g) \land \\
\text{wait in } G \text{ during } [t_0 + K_g, \infty) \land \text{time } = \infty \rightarrow C_{\text{nonterm}}
\]

\[
p[t_0/time] \land b_i \land \exists t, t_0 + K_g \leq t < \infty : \neg (dch(G)) \text{ during } [t_0, t_0 + K_g) \land \\
\text{wait in } G \text{ during } [t_0 + K_g, t) \land \text{comm } c_i \text{ in } G \text{ from } t \text{ value } v \\
\rightarrow p_i[v/x_i], \text{ for } i = 1, \ldots, n
\]

\[
C_i : \{p_i\} \ S_i \ \{q_i\}, \text{ for } i = 1, \ldots, n
\]

\[
C_{\text{nonterm}} \lor \bigvee_{i=1}^n C_i : \{p \land b G \land \neg b\} \ [\prod_{i=1}^n b_i \land c_i?x_i \rightarrow S_i][b; \text{delay } e \rightarrow S] \ \{\bigvee_{i=1}^n q_i\}
\]

provided \( v \) and \( t_0 \) are fresh logical variables.

For the case that \( b \) evaluates to true, we have the following rule:

Rule 4.4.15 (Guarded Command with Delay)

\[
p[t_0/time] \land b_i \land \exists t, t_0 + K_g \leq t < \max(0, e) : \neg (dch(G)) \text{ during } [t_0, t_0 + K_g) \land \\
\text{wait in } G \text{ during } [t_0 + K_g, t) \land \text{comm } c_i \text{ in } G \text{ from } t \text{ value } v \\
\rightarrow p_i[v/x_i], \text{ for } i = 1, \ldots, n
\]

\[
C_i : \{p_i\} \ S_i \ \{q_i\}, \text{ for } i = 1, \ldots, n
\]

\[
p[t_0/time] \land \neg (dch(G)) \text{ during } [t_0, t_0 + K_g) \land \\
\text{wait in } G \text{ during } [t_0 + K_g, t_0 + K_g + \max(0, e)) \land \text{time } = t_0 + K_g + \max(0, e) \\
\rightarrow \hat{p}
\]

\[
C : \{p\} \ S \ \{q\}
\]

\[
\bigvee_{i=1}^n C_i \lor C : \{p \land b\} \ [\prod_{i=1}^n b_i \land c_i?x_i \rightarrow S_i][b; \text{delay } e \rightarrow S] \ \{\bigvee_{i=1}^n q_i \lor q\}
\]

provided \( v \) and \( t_0 \) are fresh logical variables.

The rule for the iteration construct is an extension of the rule from the previous chapter.

Rule 4.4.16 (Iteration)

\[
C : \{p \land b G\} \ G \ \{p\}
\]

\[
C_{\text{term}} : \{p \land \neg b G\} \ G \ \{q\}
\]

\[
(\forall t_1 < \infty \exists t_2 > t_1 : C[t_2/time]) \rightarrow C_{\text{nonterm}}
\]

\[
(C_{\text{nonterm}} \land \text{time } = \infty) \lor C_{\text{term}} : \{p\} \ * G \ \{q\}
\]

where \( t_1 \) and \( t_2 \) are fresh logical variables.

The soundness of this rule is proved in Appendix D. Informally, the proof proceeds as follows:

For a computation of \(*G\), starting in a state satisfying \( p \), there are three possibilities:

- It is a terminating computation, obtained from a finite number of terminating computations from \( G \). For all these computations of \( G \), except for the last one, \( b_G \) is true initially. From the first condition of the rule we can then prove by induction also that \( p \) is true in the initial state of these computations. Since for the last computation \( \neg b_G \) must be true, the second condition of the rule then leads to \( C_{\text{term}} \) and \( q \) for this computation.
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It is a non-terminating computation obtained from a non-terminating computation of \( G \). Then, as in the previous point, we have \( p \land b_0 \) in the initial state of this computation. Thus, using the first condition and the fact that it is a non-terminating computation, \( C \land time = \infty \) holds for this computation. Hence, \( \forall t_1 < \infty \exists t_2 > t_1 : C[t_2/time] \), and then the third condition leads to \( C_{\text{nonterm}} \).

It is a non-terminating computation obtained from an infinite sequence of terminating computations of \( G \). Then, similar to the first point, the first condition leads by induction to \( C \) for all these computations. Since each computation of \( G \) takes at least \( K_g \) time units, this infinite sequence leads to \( C \) after any point of time. Thus, \( \forall t_1 < \infty \exists t_2 > t_1 : C[t_2/time] \), and then by third condition we obtain \( C_{\text{nonterm}} \).

Example 4.4.4 Let \( K \equiv K_g + K_a \). We prove

\[
\text{time} = K_g + v \times K : \{\text{time} = 0 \land z = v \land v \in IN\} \star [z > 0 \rightarrow z := z - 1] \{z = 0\}.
\]

Define \( C_{\text{term}} \equiv \text{time} = K_g + v \times K, p_0 \equiv \text{time} = 0 \land z = v \land v \in IN, \) and \( q \equiv z = 0 \).

Then we have to prove \( C_{\text{term}} : \{p_0\} \star [z > 0 \rightarrow z := z - 1] \{q\} \). We apply the Iteration Rule with \( p \equiv \text{time} = (v - z) \times K < \infty \land z \in IN, C \equiv \text{time} \leq v \times K \), and \( C_{\text{nonterm}} \equiv \text{false} \). Observe that the three conditions of the rule are fulfilled:

1. \( C : \{p \land z > 0\} [z > 0 \rightarrow z := z - 1] \{p\} \) can be proved as follows.
   Let \( r \equiv \text{time} = (v - z) \times K + K_g < \infty \land z \in IN \land z > 0 \). By the Delay Axiom we obtain
   
   \[
   \text{time} < \infty : \{p \land z > 0\} \text{delay} K_g \{r\},
   \]
   since \( p \land z > 0 \) implies, using \( K_g > 0 \), that \( \text{time} + K_g < \infty \land \text{time} + K_g = (v - z) \times K + K_g < \infty \land z \in IN \land z > 0 \), which is equivalent to
   
   \[
   (\text{time} < \infty \land r)[\text{time} + K_g/time].
   \]
   From the Assignment Axiom,
   
   \[
   \text{time} \leq v \times K : \{r\} z := z - 1 \{p\},
   \]
   since \( r \rightarrow \text{time} \leq (v - 1) \times K + K_g \land \text{time} + K_a = (v - z + 1) \times K < \infty \land (z - 1) \in IN \rightarrow (\text{time} + K_a \leq v \times K \land \text{time} + K_a = (v - (z - 1)) \times K < \infty \land (z - 1) \in IN) \equiv (\text{time} \leq v \times K \land p)[\text{time} + K_a/time, z - 1/z].
   \]
   Then the Sequential Composition Rule leads to
   
   \[
   (\text{time} < \infty \land \text{time} = \infty) \lor (\text{time} \leq v \times K) : \{p \land z > 0\} \text{delay} K_g; z := z - 1 \{p\},
   \]
   and thus \( \text{time} \leq v \times K : \{p \land z > 0\} \text{delay} K_g; z := z - 1 \{p\}. \)
   Hence by Rule 4.4.13 we obtain \( C : \{p \land z > 0\} [z > 0 \rightarrow z := z - 1] \{p\} \).

2. \( C_{\text{term}} : \{p \land z \leq 0\} [z > 0 \rightarrow z := z - 1] \{q\} \), can be derived from Rule 4.4.12; observe that

\[
C_{\text{term}} : \{p \land z \leq 0\} \text{delay} K_g \{q\} \)
\]
follows from the Delay Axiom since

\[
(p \land z \leq 0) \rightarrow (\text{time} = v \times K \land z = 0) \rightarrow (\text{time} + K_g = K_g + v \times K \land z = 0)
\]
\[
\equiv (C_{\text{nonterm}} \land q)[\text{time} + K_g/time].
\]

122
3. \( \forall t_1 < \infty \exists t_2 > t_1 : C[t_2 \text{/time}] \equiv \forall t_1 < \infty \exists t_2 > t_1 : t_2 \leq v \times K \text{ implies } false, \)

i.e., \( C_{\text{nonterm}}. \)

Then by the Iteration Rule we obtain

\[
(C_{\text{nonterm}} \land \text{time} = \infty) \lor C_{\text{term}} : \{p\} \star [x > 0 \rightarrow x := x - 1] \{q\}.
\]

Since \( C_{\text{nonterm}} \land \text{time} = \infty \rightarrow false \) and \( p_0 \rightarrow p \), the Consequence Rule leads to

\[
C_{\text{term}} : \{p_0\} \star [x > 0 \rightarrow x := x - 1] \{q\}.
\]

As already mentioned in the introduction, we can also prove termination of the iteration \( \star [x > 0 \rightarrow x := x - 1] \), which is expressed by the formula

\[
\text{time} < \infty : \{x \in \mathbb{N}\} \star [x > 0 \rightarrow x := x - 1] \{true\}.
\]

Therefore first prove, similar to the example above,

\[
\text{time} = t_0 + K_x + v \times K < \infty : \{\text{time} = t_0 < \infty \land x = v \land x \in \mathbb{N}\} \star [x > 0 \rightarrow x := x - 1] \{true\}.
\]

Then the Consequence Rule leads to

\[
\text{time} < \infty : \{\text{time} = t_0 < \infty \land x = v \land x \in \mathbb{N}\} \star [x > 0 \rightarrow x := x - 1] \{true\}.
\]

By the Quantification Rule (twice) we obtain

\[
\text{time} < \infty : \{\exists t_0 \exists v : \text{time} = t_0 < \infty \land x = v \land x \in \mathbb{N}\} \star [x > 0 \rightarrow x := x - 1] \{true\}.
\]

Since \( (x \in \mathbb{N} \land \text{time} < \infty) \rightarrow (\exists t_0 \exists v : \text{time} = t_0 < \infty \land x = v \land x \in \mathbb{N}) \), we obtain by the Consequence Rule (observe that this rule includes \( \text{time} < \infty \))

\[
\text{time} < \infty : \{x \in \mathbb{N}\} \star [x > 0 \rightarrow x := x - 1] \{true\}.
\]

In general, to prove termination with the iteration rule we have to show

\[
\neg(\forall t_1 < \infty \exists t_2 > t_1 : C[t_2 \text{/time}]) \text{ which is equivalent to } \exists t_1 < \infty \forall t_2 > t_1 : \neg C[t_2 \text{/time}].
\]

This can be done by proving \( \exists t_1 < \infty : (C \rightarrow \text{time} \leq t_1) \), that is, showing that there exists an upper bound on the termination time of repeated execution of the guarded command.

For parallel composition the proof system contains the rule from Section 3.4.3 with an additional requirement on the program variables occurring in assertions (similar to the condition in Section 2.2.4 for parallel composition).

Rule 4.4.17 (Parallel Composition)

\[
C_1 : \{p_i\} S_i \{q_i\}, \ i = 1, 2
\]

\( \exists t_1, t_2 : \text{time} = \text{max}(t_1, t_2) \land \bigwedge_{i=1}^2 C_i[t_i \text{/time}] \land \text{no dch}(S_i) \text{ during } [t_i, \text{time}) \rightarrow C \)

\( \exists t_1, t_2 : \text{time} = \text{max}(t_1, t_2) \land \bigwedge_{i=1}^2 q_i[t_i \text{/time}] \land \text{no dch}(S_i) \text{ during } [t_i, \text{time}) \rightarrow q \)

\[ C : \{p_1 \land p_2\} S_1 || S_2 \{q\} \]

provided \( t_1 \) and \( t_2 \) are fresh logical variables, \( \text{dch}(C_i, q_i) \subseteq \text{dch}(S_i) \), and \( \text{var}(q_i) \subseteq \text{var}(S_i) \), for \( i = 1, 2 \).

In Appendix D we prove that the proof system is sound with respect to the semantics given in Section 4.2.2.
Chapter 5

Shared Processors

In the previous two chapters we have used the maximal parallelism assumption, representing the situation in which each process has its own processor. In the current chapter this framework is generalized to multiprogramming where several processes may share a processor and statements are scheduled according to dynamic priorities.

First we define in Section 5.1 an extension of our programming language in which we can express that multiple processes are executed on a single processor. To answer a number of questions about the informal meaning of programs, Section 5.2 contains an operational description of the execution of programs which motivates the informal meaning of statements. In Section 5.3 we remove the program variables from the programming language. A formal denotational semantics for this language is defined in Section 5.4. Finally we demonstrate in Section 5.5 and Section 5.6 that both proof systems can be adapted to deal with shared processors.

5.1 Programming Language for Multiprogramming

As a first study of uniprocessor implementations, we consider in this chapter a programming language with a construct to express that (part of) a program, possibly containing parallel processes, is executed on a single processor. By means of this construct we can distinguish between parallel processes executing on a single processor and concurrent processes each executing on their own processor. Parallelism on one processor is in general modelled by an arbitrary interleaving of atomic actions. This interleaving can be restricted by assigning priorities to statements. The informal meaning of programs is discussed, leading to a number of open questions about the precise execution model. To answer these questions, we describe an implementation of the language in Section 5.2.

Using the syntax of the previous chapters, the program $S_1 \| S_2 \| S_3$ expresses that each of the processes $S_1$, $S_2$ and $S_3$ has its own processor. In this chapter we introduce the brackets $<$ and $>$ in the syntax to express that (parallel) statements inside these brackets are executed on a single processor. For instance, in the program $< S_{11} \| S_{12} >$
the processes $S_{11}$ and $S_{12}$ are executed on one processor and $S_{21}, S_{22}$ and $S_{23}$ also share a single processor. Execution on a single processor is, in principle, an interleaving of the atomic actions of the processes assigned to it. This interleaving can be restricted by the programmer by assigning priorities to statements. The execution model is such that a processor only starts the execution of a statement when no other statement with a higher priority is ready to execute.

5.1.1 Syntax and Informal Meaning

Let $e$ be an expression, and $b_i$, for $i = 1, \ldots, n$, be boolean expressions, according to the syntax of Table 4.1. Then the syntax of our extended programming language is given in Table 5.1, with $n \in \mathbb{N}$, $n \geq 1$, $c, c_1, \ldots, c_n \in \text{CHAN}$, and $x, x_1, \ldots, x_n \in \text{VAR}$.

<table>
<thead>
<tr>
<th>Statement</th>
<th>$S ::= \text{skip} \mid x := e \mid \text{delay } e \mid c \cdot e \mid c?x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1; S_2 \mid G \mid \ast G \mid \text{prio } e (S) \mid S_1 \parallel S_2$</td>
<td></td>
</tr>
<tr>
<td>Guarded Command</td>
<td>$G ::= \langle \bigwedge_{i=1}^{n} b_i \rightarrow S_1 \rangle \mid \langle \bigwedge_{i=1}^{n} b_i; c_i; x_i \rightarrow S_i; \bigwedge b; \text{delay } e \rightarrow S \rangle$</td>
</tr>
<tr>
<td>Network</td>
<td>$N ::= \langle S \rangle \mid N_1 \parallel N_2$</td>
</tr>
<tr>
<td>Program</td>
<td>$P ::= S \mid N$</td>
</tr>
</tbody>
</table>

There are only two new statements, with the following informal meaning:

- $\text{prio } e (S)$ assigns priority $e$ to statement $S$. Statements without such an explicit priority assignment obtain priority 0. A higher number corresponds to a higher priority.

- $\langle S \rangle$ is called processor closure; it expresses that program $S$ has its own processor and no process outside $S$ executes on this processor.

Observe that we only have one symbol for parallel composition. If $P_1 \parallel P_2$ occurs inside the brackets $\langle$ and $\rangle$ of processor closure, then it expresses uniprocessor parallelism and the statements $P_1$ and $P_2$ are executed on the same processor. Otherwise, the networks $P_1$ and $P_2$ are executed concurrently on disjoint sets of processors.

We use the syntactic restrictions from the previous chapter. To achieve a uniform framework, parallel processes that are executed on a single processor only communicate by synchronous message passing. An implementation of this communication mechanism could, however, make use of shared variables. Further, we require for $\text{prio } e (S)$ that $S$ does not contain any parallel composition operator.

5.1.2 Examples and Questions

In this section we give a number of examples to illustrate our programming language and to show that there are several open questions about the informal meaning of programs.
Example 5.1.1 To show what is possible in our syntax, consider the program
\[ S_0; [x = 0 \rightarrow (S_1 || S_2) \| x \neq 0 \rightarrow \text{prio 5} (S_3)] \| d?y; \text{prio y} (S_4; \text{prio 2} (S_5); S_6) \|\]
\[ \equiv [c?x \rightarrow \text{prio} x (S_7) \| \text{delay 9} \rightarrow \text{prio 6} (S_8)] \|\].

Observe the following:

- There is a fixed assignment of processes to processors; it is not possible to change the allocation of a process during the execution.

- Parallelism can be nested, the number of processes can change dynamically and might, for instance, depend on the value of a variable.

- Priorities need not be static, but are evaluated dynamically. For instance, the priority of a statement might depend on a value received earlier.

- Priorities can be nested, raising the question of how the priority is determined.

Example 5.1.2 Observe the difference between \( \langle x := 5 \| y := 6 \rangle \), expressing an interleaved execution of the two assignments, and \( \langle x := 5 \rangle \| \langle y := 6 \rangle \), expressing true concurrency.

Although we have given an informal explanation of programs, there are a number of open questions about the precise meaning of programs. For instance:

- When and how are statements interrupted to allow the execution of statements with a higher priority?

- How are communications performed? By the main processor or by special IO-devices?

- Is there any distinction between internal communications (within a single processor) and external communications that connect two processors?

- What is the priority of internal communications?

Example 5.1.3 Consider \( \langle \text{prio 1 (c!0)} \| \text{prio 2} (x := 2) \| \text{prio 3} (c?y) \rangle \). Should the priority of the c-communication be the maximum of the priorities of the two partners, or should it be the minimum—first executing the assignment?

- What is the priority of external communications? What is the relation between priorities on different processors?

Example 5.1.4 Consider the following program
\[ \langle \text{prio 1 (c!0)} \| \text{prio 5} (d?x) \| \langle \text{prio 4} (c?y) \| \text{prio 3} (d!1) \rangle \rangle.\]

In which order are the two communications executed, or are they performed concurrently? Or maybe this program leads to deadlock? Is it significant that
the maximum of the priorities of the statements for the $d$-communication is higher than the priorities of the statements for the $c$-communication?

Compare this program with the following one:

\[ \langle \text{prio 1 (c!0)} || \text{prio 2 (d?x)} \rangle || \langle \text{prio 2 (c?y)} || \text{prio 1 (d!1)} \rangle. \]

Is there any difference between the execution of the two programs above?

Consider also the program

\[ \langle \text{prio 1 (c!0)} || \text{prio 2 (x := 4)} \rangle || \langle \text{prio 3 (c?y)} || \text{prio 2 (z := 5)} \rangle. \]

Is the $c$-communication performed before or after the assignments?

- What is the precise meaning of delay-guards and delay-statements?

**Example 5.1.5** Consider the following program:

\[ \langle \text{prio 1 ([c?z -> S1 [delay 4 -> S2]]) || prio 3 (y := 1; *{y < 6 \rightarrow y := y + 1})} \rangle || \langle \text{c!0} \rangle. \]

Note that the first process contains a time-out of 4 time units. When does this time-out period exactly start? Is $S_2$ always executed, assuming that the second process (which has a higher priority) takes more than 4 time units?

Compare it with the following program where the high-priority process contains a delay-statement.

\[ \langle \text{prio 1 ([c?x -> S1 [delay 4 -> S2]]) || prio 3 (y := 1; *{y < 6 \rightarrow y := y + 1; delay 1})} \rangle || \langle \text{c!0} \rangle. \]

Will the second process, with priority 3, release the processor by the delay-statement, thus allowing the execution of statements with a lower priority?

- Similar to the classical interleaving semantics there are questions about fairness assumptions.

**Example 5.1.6** Consider \( *{true \rightarrow c?z} || d?y \). Is it possible to execute the first loop forever, neglecting the $d$-communication forever?
5.2 Operational Behaviour

To answer the questions from the previous section about the informal meaning of programs, we give an operational description of program execution. This operational interpretation of programs also motivates the assumptions made in our formal denotational semantics. Our operational model is inspired by the implementation of Occam on transputers. Therefore we briefly describe the main ideas behind this implementation in Section 5.2.1. The execution model is then given in Section 5.2.2. Based on this operational description, the questions from Section 5.1.2 are answered in Section 5.2.3.

5.2.1 Occam Implementation on Transputers

In this section we describe an Occam implementation on transputers (see, for instance, [Occ88a]) as far as it is relevant for our operational semantics. A transputer is a processor with internal memory and (four) communication links for connection with other transputers. Each link implements two channels (in opposite direction). Communication links are connected to the main processor via link interfaces. These interfaces can, independently, manage the communications of the link, including direct access to memory. As a result of this architecture, a transputer can simultaneously communicate on all links (in both directions) and execute an internal statement. Much of the power of the transputer comes from this facility.

On transputers there is a clear distinction between the implementation of internal channels, which are within a single transputer, and external ones that must be mapped onto links. Assume each statement has a unique identification number (id). Internal channels are implemented by a single word of storage. Initially, this memory location is loaded with a special value nil (distinct from any id). The first process that is ready to communicate finds this value nil, places its id in the location and becomes suspended. The second process that is ready to communicate finds the id of the first process and performs the communication. External channels are implemented as follows. When a process on the main processor tries to communicate on an external channel its execution becomes suspended and the main processor delegates responsibility to the autonomous link interface. If the interfaces on both processors are ready to communicate, the message is transferred and both processes involved become executable. A process can be in one of the following states:

- Suspended: it is waiting for an input or output action to be completed on a channel, or it is delayed, waiting until the delay-time expires. There is a queue of delayed processes.
- Executing. For each transputer there will be at most one executing process.
- Executable. There is a queue of processes that are able to execute.
5.2.2 Execution Model

We describe an execution model for our programming language which will be based on ideas from the previous section, but differs in many respects from the Occam implementation on transputers. For instance, on transputers there are only two levels of priority which are statically assigned to processes, whereas we use dynamically changing priorities ranging over the value domain of program variables. Further, we do not distinguish between internal and external channels. Conceptually the mechanism of external channels is used, assuming that all communications are performed by special link interfaces.

We describe the execution of \( \langle S \rangle \), i.e., the execution of program \( S \) on a single processor. First, all skip-statements are removed from \( S \), and all priority assignments are distributed such that for each statement there is an expression that determines its priority. The priority of a statement is derived from the closest surrounding priority assignment that yields a positive value. If the statement is not embedded in a priority assignment then the priority is 0. These transformations lead to a program \( P \).

Execution of a program is defined in terms of basic statements, that is, assignments, delay-statements, input- and output-statements (io-statements), and guarded commands. Assume that for a given program \( P \) each occurrence of a basic statement in \( P \) has a unique identification number (id). We use \( s, \delta, s_0, s_1, \ldots \) to denote such a number, and \( id(S) \) to denote the identification number of \( S \). Henceforth we will often identify an id and the corresponding statement.

Let \( s \) be a basic statement in \( P \). During execution of \( P \) we can determine the priority of basic statement \( s \) in the current state, denoted by \( Prio(s) \). Similarly, we can determine the set of basic statements that can be executed in the current state immediately after the execution of \( s \). Let \( Follow(s) \) denote the set of id's of these statements. For instance, for a guarded command this set is defined to consist of the statements that are ready to be executed when all the boolean guards evaluate to false. For a statement \( S \) in \( P \) (\( S \) need not be a basic statement), we define \( First(S) \) as the set of the id's of the first basic statements from \( P \) that can be executed in the current state when control is immediately before \( S \).

Example 5.2.1 Let \( P \equiv (x := 5; c!x) \parallel (d?y; y < 10 \rightarrow y := y + 1; c?y) \).

Then \( First(P) = \{id(x := 5), id(d?y)\} \) and \( First(y := y + 1) = \{id(y := y + 1)\} \).

If \( y < 10 \) holds in the current state then \( First(*[y < 10 \rightarrow y := y + 1]) = \{id(y := y + 1)\} \), and otherwise \( First(*[y < 10 \rightarrow y := y + 1]) = \{id(c?y)\} \).

(Note that \( P \) and the current state are global parameters of \( First \) and \( Follow \).)

Furthermore, we have \( Follow(id(x := 5)) = \{id(c!x)\} \) and \( Follow(id(c!x)) = \emptyset \).

If \( y < 10 \) holds in the current state then \( Follow(id([y < 10 \rightarrow y := y + 1])) = \{id([y < 10 \rightarrow y := y + 1])\} \), and \( Follow(id([y < 10 \rightarrow y := y + 1])) = \{id(c?y)\} \), otherwise. \( \square \)
Let \( \text{Value}(e) \) and \( \text{Value}(b) \) yield the value of expressions \( e \) and \( b \), respectively, in the current state. Assume that the current time can be read using the variable \( \text{current.time} \). On each processor we have

- A set \( \text{requesting} \) of pairs \((s, p)\), where \( s \) is an id and \( p \) is a priority. This set represents the executable statements that request processor-time.

- A set \( \text{delayed} \) of pairs \((s, \text{exp.time})\) and triples \((s_1, s_2, \text{exp.time})\) where \( s \), \( s_1 \), and \( s_2 \) are id's and \( \text{exp.time} \) is the expiration time of the statement; a triple \((s_1, s_2, \text{exp.time})\) corresponds to a delay-statement \( s_2 \) in a guarded command \( s_1 \).

- For each output channel \( c \) there is a special variable \( \text{send}(c) \) which is either \text{nil} or some id.

- For each input channel \( c \) there is a special variable \( \text{rec}(c) \) which is either \text{nil}, or some id \( s \), or a pair of id's \((s_1, s_2)\). Here \((s_1, s_2)\) corresponds to an input guard \( s_2 \) in a guarded command \( s_1 \).

Note that if a delay-guard \( s_2 \) in a guarded command \( s_1 \) expires, which corresponds to a triple \((s_1, s_2, \text{exp.time})\) in \( \text{delayed} \) with \( \text{exp.time} \leq \text{current.time} \), then all input attempts of guarded command \( s_1 \) must be removed. That is, all variables \( \text{rec}(c) \) which have a value \((s_1, s_3)\) must be set to \text{nil}. By means of \( \text{Follow}(s_2) \) the next executable statements are determined. Similarly, when a communication along channel \( c \) is performed and \( \text{rec}(c) = (\delta, s_2) \), then all other input attempts of guarded command \( \delta \) are discarded and any triple \((\delta, s_4, \text{exp.time})\) in \( \text{delayed} \) must be removed. Hence the main processor and the link interfaces may all change the variables \( \text{rec}(c) \) and the set \( \text{delayed} \). To guarantee that the decision by a link interface to perform a communication and the updating of the \( \text{rec} \) variables and \( \text{delayed} \) are performed atomically, we use statements \( \text{LOCK} \) and \( \text{RELEASE} \) to obtain exclusive read/write access to these \( \text{rec} \) variables and the set \( \text{delayed} \).

The execution of the program \( P \) is described by the following algorithm:

\[
\begin{align*}
\text{requesting} & := \{(s, \text{Prio}(s)) \mid s \in \text{First}(\delta)\}; \\
\text{delayed} & := \emptyset; \\
\text{For all output channels} \: c, \: \text{send}(c) & := \text{nil}; \\
\text{For all input channels} \: c, \: \text{rec}(c) & := \text{nil}; \\
\text{REPEAT} \\
\text{IF} \: \text{requesting} \neq \emptyset \: \text{THEN} \\
\text{non-deterministically select a pair} \: (s, p) \in \text{requesting} \: \text{such that} \\
P & = \max(\{p_0 \mid (s_0, p_0) \in \text{requesting}\}); \\
\text{requesting} & := \text{requesting} - \{(s, p)\}; \\
\text{CASE} \: \: s \: \text{corresponds to the following statement:}
\end{align*}
\]
• $x := e$ DO execute $x := e$
  requesting := requesting $\cup \{(s_0, \text{Prio}(s_0)) \mid s_0 \in \text{Follow}(s)\}$
• delay $e$ DO delayed := delayed $\cup \{(s, \text{current.time} + \text{value}(e))\}$
• $c!x$ DO send($c$) := $s$
• $c?x$ DO LOCK rec($c$) := $s$ RELEASE
• $[[\overset{\text{?a}}{b_i} \rightarrow S_i]]$ DO
  IF for all $i \in \{1, \ldots, n\}$, $\text{Value}(b_i) = false$
  THEN requesting := requesting $\cup \{(s_0, \text{Prio}(s_0)) \mid s_0 \in \text{Follow}(s)\}$
  ELSE non-deterministically select an $i$ such that $\text{Value}(b_i) = true$
    requesting := requesting $\cup \{(s_0, \text{Prio}(s_0)) \mid s_0 \in \text{First}(S_i)\}$
• $[[\overset{\text{?a}}{b_i}; c!x_i \rightarrow S_i; \text{delay } e \rightarrow S_0]]$ DO
  IF for all $i \in \{1, \ldots, n\}$, $\text{Value}(b_i) = false$ and $\text{Value}(b) = false$
  THEN requesting := requesting $\cup \{(s_0, \text{Prio}(s_0)) \mid s_0 \in \text{Follow}(s)\}$
  ELSE for all $i \in \{1, \ldots, n\}$,
    LOCK
    IF $\text{Value}(b_i) = true$ THEN rec($c_i$) := $(s, \text{id}(c_i?x_i))$
    IF $\text{Value}(b) = true$ THEN delayed := delayed $\cup$
      $\{(s, \text{id}(\text{delay } e), \text{current.time} + \text{value}(e))\}$
    RELEASE
ENDCASE

For each $(s, \text{exp.time}) \in \text{delayed}$ with $\text{exp.time} \leq \text{current.time}$:
  requesting := requesting $\cup \{(s_0, \text{Prio}(s_0)) \mid s_0 \in \text{Follow}(s)\}$
  delayed := delayed $\setminus \{(s, \text{exp.time})\}$
LOCK
For each $(s_1, s_2, \text{exp.time}) \in \text{delayed}$ with $\text{exp.time} \leq \text{current.time}$:
  for all $c$, IF rec($c$) = $(s_1, s_3)$, for some $s_3$ THEN rec($c$) := nil;
  requesting := requesting $\cup \{(s_0, \text{Prio}(s_0)) \mid s_0 \in \text{Follow}(s_2)\}$
  delayed := delayed $\setminus \{(s_1, s_2, \text{exp.time})\}$
RELEASE
UNTIL requesting = $\emptyset$ and delayed = $\emptyset$ and for all $c$: send($c$) = rec($c$) = $\emptyset$

In parallel with this algorithm on the main processor, the link interfaces perform a communication as soon as both partners are ready, i.e. have set their send and rec variables. Let $P_k.\text{send}(c)$, $P_k.\text{rec}(c)$, $P_k.\text{requesting}$ and $P_k.\text{delayed}$ be the variables on processor $P_k$, then the interfaces establish the following:
LOCK

IF $P_i.send(c) = s_1 \neq \text{nil}$ and either $P_j.rec(c) = s_2 \neq \text{nil}$ or $P_j.rec(c) = (\delta, s_2)$
THEN IF $P_j.rec(c) = (\delta, s_2)$ THEN for all channels $d$:

\[
\text{IF } P_j.rec(d) = (\delta, s_3), \text{ for some } s_3 \text{ THEN } P_j.rec(d) := \text{nil};
\]

\[
P_j.delayed := P_j.delayed - \{(\delta, s_4, \text{exp.time})\} \text{ for all } s_4 \text{ and } \text{exp.time};
\]

\[
P_i.send(c) := \text{nil}; \quad P_j.rec(c) := \text{nil}
\]

RELEASE

The communication along $c$ is performed;

\[
P_i.requesting := P_i.requesting \cup \{(s_0, \text{Prio}(s_0)) \mid s_0 \in \text{Follow}(s_1)\}
\]

\[
P_j.requesting := P_j.requesting \cup \{(s_0, \text{Prio}(s_0)) \mid s_0 \in \text{Follow}(s_2)\}
\]

ELSE RELEASE

Note that, for uniformity, we allow $i = j$ although such an internal communication might be implemented more efficiently.

5.2.3 Answers to Questions

Using the execution model from the previous section, we can now give a more precise description of the informal meaning of programs and the questions from Section 5.1.2 can be answered. Observe that priorities are only taken into account at the start and termination of the execution of basic statements; then a statement can only execute if there are no other statements with a higher priority on the same processor which request processor-time. The execution of an assignment, a delay-statement, or an io-statement cannot be interrupted. After the execution of an io-statement there are two possibilities: either it waits for a partner or it starts the communication if a partner is available. In both cases other statements can be executed simultaneously. Moreover, the operational description from the previous section leads to the following observations:

- The priority of an internal communication is the minimum of the priorities of both communication statements, since both partners must have been executed before the communication takes place.

**Example 5.2.2** Consider again $\ll \text{prio } 1 (c!0) || \text{prio } 2 (x := 2) || \text{prio } 3 (c?y) \gg$. According to the algorithm above, first the input statement is executed because it has the highest priority. It will update the variable $rec(c)$. Next the assignment has the highest priority and is executed. Finally, the output statement is the only requesting statement and after its execution the communication along channel $c$ takes place.

- In case of equal priorities a nondeterministic choice is made (to abstract from specific scheduling policies). So with equal priorities we obtain all possible interleavings. No fairness assumptions are made.
Example 5.2.3 In the program \( \ll \star [\text{true} \rightarrow c ? z] \| d ? y \gg \) it is possible that the input statement \( d ? y \) is never executed.

- The priorities of statements on different processors are incomparable. Only the relative ordering of priorities on a single processor determines the execution order on that processor.

Example 5.2.4 Consider
\[
\ll \text{prio 1 (c!0)} \| \text{prio 5 (d?x)} \gg \| \ll \text{prio 4 (c?y)} \| \text{prio 3 (d!1)} \gg .
\]
Then first the two input statements are executed on each processor. Next the two output statements are executed and, assuming that the execution times of statements on both processors are equal, the two communications are performed simultaneously. The program above has exactly the same behaviour as the following program:
\[
\ll \text{prio 1 (c!0)} \| \text{prio 2 (d?x)} \gg \| \ll \text{prio 2 (c?y)} \| \text{prio 1 (d!1)} \gg .
\]
Compare this with
\[
\ll \text{prio 1 (c!0)} \| \text{prio 2 (x := 4)} \gg \| \ll \text{prio 3 (c?y)} \| \text{prio 2 (z := 5)} \gg
\]
where first the assignment to \( x \) is performed concurrently with the execution of the input statement. As soon as the assignment to \( x \) has terminated the output statement is executed, and then—when the input statement has terminated—the communication takes place. Note that, depending on the execution times, the \( c \)-communication might overlap in time with the assignment to \( z \).
5.3 Programming Language for Shared Processors

To highlight the essential new points when dealing with shared processors, we remove the variables from the programming language. Techniques to deal with program variables have been treated extensively in the previous chapter, and our semantics can be extended easily with states that give the values of the variables. Similar to Section 3, we use \( c! \) for an output action and \( c? \) for input. Instead of assignments, we use a statement \( \text{atomic}(d) \) that represents an atomic action with an execution time of \( d \) time units. Let \( \text{PRIO} \) be a set of priority values. The syntax of our programming language is given in Table 5.2, where \( n \in \mathbb{N}, n \geq 1, c, c_1, \ldots, c_n \in \text{CHAN}, p \in \text{PRIO}, d \in \text{TIME}, \) and \( d_0 \in \text{TIME} \cup \{\infty\}, d_0 > 0. \)

<table>
<thead>
<tr>
<th>Statement</th>
<th>( S ::= ) skip</th>
<th>( \text{atomic}(d) )</th>
<th>( \text{delay} ) ( d )</th>
<th>( c! )</th>
<th>( c? )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_1; S_2 )</td>
<td>( G ) does not take any execution time, priority assignments do not take any execution time, ( \text{atomic}(d) ) takes exactly ( d ) time units, a process that has executed a ( \text{delay} ) ( d ) statement starts requesting processor-time for the next statement after exactly ( d ) time units.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: Syntax Programming Language

5.3.1 Syntactic Restrictions

The syntactic restrictions mentioned in Section 3.1.2 are used. In addition, for \( N_1||N_2 \) we also require \( \text{dch}(N_1) \cap \text{dch}(N_2) \subseteq \text{CHAN} \). Furthermore, observe that the meaning of \( S_1; S_2 \) will depend on the priorities of the statements occurring in \( S_1 \) and \( S_2 \). Hence, redefining these priorities, for instance, by \( \text{prio} \ 3 \ (S_1||S_2) \), will lead to problems in our compositional framework. Therefore we have the following restriction:

- For \( \text{prio} \ p \ (S) \) we require that statement \( S \) does not contain any parallel composition operator.

5.3.2 Basic Timing Assumptions

In this chapter we make the following assumptions:

- \( \text{skip} \) does not take any execution time,
- priority assignments do not take any execution time,
- \( \text{atomic}(d) \) takes exactly \( d \) time units,
- a process that has executed a \( \text{delay} \) \( d \) statement starts requesting processor-time for the next statement after exactly \( d \) time units.

Assume given constants \( K_e > 0 \) and \( K_c > 0 \) such that
• the execution of io-statements and delay-statements requires $K_e$ time units,
• the overhead for a guarded command is $K_e$, there is no overhead for other compound statements,
• the actual communication (i.e., without waiting) takes $K_e$ time units.

Note that these assumptions do not correspond to our operational model from Section 5.2.2, for instance, because the execution of a statement may have to be postponed to guarantee mutual exclusion. As described in Section 3.2.3, we can easily adapt the semantics for the case that the execution times are be given by lower and upper time bounds.

Moreover, bounds must be given on how long a process is allowed to wait with the execution of a primitive statement when a processor is available, and with the execution of an io-statement when a communication partner is available. Based on the operational description from Section 5.2, we assume maximal progress which means that a process never waits unnecessarily; if execution can proceed it will do so immediately. Note that there are two possible reasons for a process to wait:

• Wait to execute an io-statement because no communication partner is available. Since we assume that for each channel special link interfaces are available, we have maximal progress for communications. Hence two statements $c!$ and $c?$ are not allowed to wait simultaneously. As soon as both partners are available the communication must take place. Thus maximal progress implies minimal waiting for communications.

• Wait to execute an atomic statement because the processor is not available. The maximal progress constraint implies that if a processor is idle (that is, no statement is executing) then also no statement on that processor requests execution time. Hence we also have minimal waiting for processor-time.
5.4 Denotational Semantics

To be able to describe all potential computations of a statement and to select the correct executions at composition, it is often needed to add, so called, non-observable entities to the denotations. For instance, in the maximal parallelism model we must be able to express when a program is waiting for a communication. In general, any influence of the environment on the behaviour of a program must be made explicit in the semantics of that program. The introduction of shared processors and priorities strongly increases the dependency of a program on its environment. E.g., certain statements that are ready to execute will not be executed, since they have a low priority and at most one statement can be executed at a time on a uniprocessor. Modelling the timing behaviour of such statements requires that the semantics contains primitives to state explicitly when a statement is executing, when it is requesting processor-time, and with what priority. By adding this information, we achieve in this chapter a denotational real-time semantics for our programming language.

5.4.1 Computational Model

Our formal model of real-time communication behaviour consists of a mapping from points of time to sets of channel names, indicating the channels along which messages are being transmitted at that time, and directed channel names to record information about those processes waiting to send or waiting to receive messages on these channels. Using this information, the formalism enforces minimal waiting for communications by requiring that no pair of processes is ever simultaneously waiting to send and waiting to receive on the same channel. In addition to this information, which is also present in maximal parallelism models, we now also record at each point of time whether or not a process is executing with a certain priority and, moreover, the priorities of processes that request execution time. Again we use the special symbol $\infty$ with the conventional properties. Further, assume that $0 \in \text{Prio}$.

A model of a real-time computation is defined as follows:

Definition 5.4.1 (Model) Let $\tau_0 \in \text{TIME} \cup \{\infty\}$. A model is a mapping

$$\sigma : [0, \tau_0) \rightarrow \mathcal{P}(\text{DCHAN}) \times \mathcal{P}(\text{Prio}) \times \mathcal{P}(\text{Prio} \cup \{\infty\})$$

Thus, for all $\tau \in \text{TIME}$, $\tau < \tau_0$, we have that $\sigma(\tau) = (\text{comm}, \text{req}, \text{exec})$ with $\text{comm} \subseteq \text{DCHAN}$, $\text{req} \subseteq \text{Prio}$ and $\text{exec} \subseteq \text{Prio} \cup \{\infty\}$. Henceforth, we refer to the three fields of $\sigma(\tau)$ by $\sigma(\tau).\text{comm}$, $\sigma(\tau).\text{req}$, and $\sigma(\tau).\text{exec}$, respectively. For a point of time $\tau$, the fields of $\sigma(\tau)$ have the following meaning in the semantics of program $S$:

- The records $c$, $c!$ and $c?$ in $\sigma(\tau).\text{comm}$ have exactly the same meaning as in Section 3.2.1.
- $\sigma(\tau).\text{exec}$ is either the empty set (when $S$ is not executing at $\tau$) or a singleton, containing the priority of the currently executing statement from $S$ at time $\tau$. 
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At the start of the execution this will be the priority assigned to the statement, and during execution—when the execution cannot be interrupted—we use priority $\infty$.

- $\sigma(\tau).req$ is the set of priorities from all statements in $S$ which are requesting to be executed at time $\tau$.

The length of a model, $|\sigma|$, the concatenation of two models, $\sigma_1\sigma_2$, and the operator $SEQ$ for sets of models, are defined as in Section 3.2.1. Similar to Section 3.2.1, $dch(\sigma) = \bigcup_{\tau < |\sigma|} \sigma(\tau).comm$, and the projection of a model $\sigma$ onto $cset \subseteq DCHAN$, denoted by $[\sigma]_{cset}$, is defined as follows: $|[\sigma]_{cset}| = |\sigma|$ and, for all $\tau < |\sigma|$, $[\sigma]_{cset}(\tau).comm = \sigma(\tau).comm \cap cset$, $[\sigma]_{cset}(\tau).req = \sigma(\tau).req$, and $[\sigma]_{cset}(\tau).req = \sigma(\tau).req$.

### 5.4.2 Formal Semantics

For sequential composition and iteration we use the definitions from Section 3.2.2. Similarly for a skip-statement, since this statement does not require any execution time. The meaning of the remaining constructs is defined as follows.

#### Atomic

To formulate the semantics of an atomic($d$) statement, we observe that there are in general two periods (see Figure 5.1): first the statement is requesting processor-time (with default priority 0), and then the statement is executed for a certain period. At the start of this execution period, we denote the claim that the statement has the highest priority by placing this priority in the exec-field. When composing processes in parallel, we require that there is no statement requesting processor-time with a higher priority at that point of time. Once the execution has been started, it cannot be interrupted—not even by a requesting statement with a higher priority. This is modelled by using the special priority value $\infty$, which is higher than any other priority, in the exec-field. Formally, using Request and Execute($d$) defined below;

$\mathcal{M}(\text{atomic}(d)) = SEQ(\text{Request}, \text{Execute}(d))$

where $\text{Request} = \{ \sigma \mid$ there exists a $\tau_1 \in \text{TIME} \cup \{\infty\}$, such that $|\sigma| = \tau_1$, for all $\tau < |\sigma|$: $\sigma(\tau).req = \{0\}$ and $\sigma(\tau).comm = \sigma(\tau).exec = \emptyset\}$. 

Figure 5.1: A model $\sigma$ from of $\mathcal{M}(\text{atomic}(d))$
and $\text{Execute}(d) = \{ \sigma \mid \sigma(0).\text{exec} = \{0\}, \text{for all } \tau, 0 < \tau < d: \sigma(\tau).\text{exec} = \{\infty\},$
\[\text{for all } \tau < d: \sigma(\tau).\text{comm} = \sigma(\tau).\text{req} = \emptyset, \text{ and } |\sigma| = d \}$

Note that models from $\text{Request}$ need not terminate, and hence the statement is allowed to wait forever. At processor closure, however, we require that no statement is waiting to be executed when the processor is idle.

**Delay**

A delay $d$ statement first requests processor-time. If processor-time is available, this statement is executed during $K_e$ time units. After this execution period there is a delay period of exactly $d$ time units.

$$M(\text{delay } d) = \text{SEQ}(\text{Request}, \text{Execute}(K_e), \text{Delay}(d))$$

where

$$\text{Delay}(d) = \{ \sigma \mid \text{for all } \tau < d: \sigma(\tau).\text{comm} = \sigma(\tau).\text{req} = \sigma(\tau).\text{exec} = \emptyset, \text{ and } |\sigma| = d \}$$

**Input and Output**

For an io-statement we also have the two periods mentioned above, i.e., first it requests processor-time and then it is executed during $K_e$ time units. There are, however, two additional periods (see Figure 5.2): after its execution an io-statement starts to wait for a corresponding partner and when such a partner is available the communication takes place (during $K_c$ time units).

$$\sigma(\tau_1).\text{exec} = \{0\} \quad \text{termination}$$

$$\sigma(\tau).\text{req} = \{0\} \quad \sigma(\tau).\text{exec} = \{\infty\} \quad \sigma(\tau).\text{comm} = \{c!\} \quad \sigma(\tau).\text{comm} = \{c\}$$

$$0 \quad \tau_1 \quad \tau_1 + K_e \quad \tau_2 \quad \tau_2 + K_c$$

**Figure 5.2:** A model $\sigma$ from $M(c!)$

Using $\text{Wait}(c!)$ and $\text{Comm}(c)$ defined below, this leads to the following definition

$$M(c!) = \text{SEQ}(\text{Request}, \text{Execute}(K_e), \text{WaitSend}(c), \text{Comm}(c))$$

where

$\text{WaitSend}(c) = \{ \sigma \mid \text{there exists a } \tau_2 \in \text{TIME} \cup \{\infty\}, \text{ such that } |\sigma| = \tau_2, \text{ and}$
\[\text{for all } \tau < |\sigma|: \sigma(\tau_1).\text{comm} = \{c!\}, \sigma(\tau).\text{req} = \sigma(\tau).\text{exec} = \emptyset \}$

$\text{Comm}(c) = \{ \sigma \mid \text{for all } \tau < |\sigma|: \sigma(\tau).\text{comm} = \{c\}, \sigma(\tau).\text{req} = \sigma(\tau).\text{exec} = \emptyset, \text{ and}$
\[|\sigma| = K_c \}$

Note that $\text{Request}$ and $\text{WaitSend}(c)$ allow non-terminating models which corresponds to a process which is, respectively, continuously waiting to be executed and continuously waiting for a communication partner. Similarly, we define
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\[ M(c?) = \text{SEQ}(\text{Request}, \text{Execute}(K_e), \text{WaitRec}(c), \text{Comm}(c)) \]

where \( \text{WaitRec}(c) \) is defined similar to \( \text{WaitSend}(c) \).

Guarded Command

For a guarded command \( G = [\prod_{i=1}^{n} c_i? \rightarrow S_i\| \text{delay } d \rightarrow S] \) there are two possibilities after the usual requesting and executing periods:

- Either a communication along one of the \( c_i \) can be performed, represented by \( \text{Comm}(G) \) below, before \( d \) time units have elapsed. Then this communication is preceded by a period shorter than \( d \) time units during which \( G \) is ready to communicate on all channels \( c_1, \ldots, c_n \).
- Or there is a time-out, that is, no communication is possible within \( d \) time units. Then there is a waiting period of \( d \) time units, followed by the execution of \( S \).

This leads to the following definition:

\[
\begin{align*}
M(G) &= \text{SEQ}(\text{Request}, \text{Execute}(K_e), \text{LimitedWait}(G), \text{Comm}(G)) \\
&\cup \text{SEQ}(\text{Request}, \text{Execute}(K_e), \text{TimeOut}(G), M(S))
\end{align*}
\]

where \( \text{LimitedWait}(G) = \{ \sigma \mid \sigma \in \text{Wait}(G) \text{ and } |\sigma| < d \} \) and 
\( \text{TimeOut}(G) = \{ \sigma \mid \sigma \in \text{Wait}(G) \text{ and } |\sigma| = d \} \) with  
\( \text{Wait}(G) = \{ \sigma \mid \text{there exists a } \tau \in \text{TIME} \cup \{ \infty \} \text{ such that for all } \tau_1 < |\sigma|: \sigma(\tau).\text{comm} = \{c_1?, \ldots, c_n?\}, \sigma(\tau).\text{req} = \sigma(\tau).\text{exec} = \emptyset \text{ and } |\sigma| = \tau \} \) 
\( \text{Comm}(G) = \{ \sigma \mid \text{there exists a } k \in \{1, \ldots, n\} \text{ such that } \sigma \in \text{SEQ}(\text{Comm}(c_k), M(S_k)) \} \).

Priority Assignment

Let \( \sigma[p/0] \) be the model obtained from \( \sigma \) by substituting \( p \) for each occurrence of priority \( 0 \) in the \( \text{req} \)- and \( \text{exec} \)-fields of \( \sigma \). Formally, \( |\sigma[p/0]| = |\sigma| \) and for all \( \tau < |\sigma|, \)

\[
\begin{align*}
\sigma[p/0](\tau).\text{comm} &= \sigma(\tau).\text{comm} \\
\sigma[p/0](\tau).\text{req} &= \{ p' \mid p' \in \sigma(\tau).\text{req} \wedge p' \neq 0 \} \cup \{ p \mid 0 \in \sigma(\tau).\text{req} \} \\
\sigma[p/0](\tau).\text{exec} &= \{ p' \mid p' \in \sigma(\tau).\text{exec} \wedge p' \neq 0 \} \cup \{ p \mid 0 \in \sigma(\tau).\text{exec} \}
\end{align*}
\]

Then for statement \( \text{prio } p \ (S) \) we have the following definition:

\[
\begin{align*}
M(\text{prio } p \ (S)) &= \{ \sigma[p/0] \mid \sigma \in M(S) \}
\end{align*}
\]

Parallel Composition

We give a definition for the semantics of parallel composition which can be applied to statements as well as to networks. A model \( \sigma \) in the semantics of \( P_1 \parallel P_2 \) can be obtained from two models \( \sigma_1 \in M(P_1) \) and \( \sigma_2 \in M(P_2) \) that satisfy certain conditions. The \( \text{comm} \)-fields of these models are combined as in the previous chapters, including
the maximal parallelism constraint. The req- and exec-fields of σ are the point-wise union of the corresponding fields of σ₁ and σ₂, with the following two conditions for statements executing on a single processor:

1. At most one statement should execute at any point of time.
   Formally, for all \( \tau < |\sigma| \): \( \sigma_1(\tau).exec = \emptyset \lor \sigma_2(\tau).exec = \emptyset \).

2. The priority of an executing statement should be greater than or equal to the priority of any executing statement.
   Formally, for all \( \tau < |\sigma| \): \( p_1 \in \sigma(\tau).exec \land p_2 \in \sigma(\tau).req \rightarrow p_1 \geq p_2 \).

These conditions do not impose any restriction on the parallel composition of networks, since for networks we abstract from the requesting and executing information (see the semantics of processor closure below). For notational convenience, let \( \sigma^+ \) be an extension of \( \sigma \) such that \( |\sigma^+| = \infty \), \( \sigma^+(\tau) = \sigma(\tau) \), for \( \tau < |\sigma| \), and \( \sigma^+(\tau).comm = \sigma^+(\tau).exec = \emptyset \), for \( \tau \geq |\sigma| \). Then we define

\[
M(P_1 \parallel P_2) = \\
\{ \sigma \mid dh(\sigma) \subseteq dh(P_1) \cup dh(P_2) \}, \text{ and for } i = 1, 2 \text{ there exist } \sigma_i \in M(P_i) \text{ such that } |\sigma| = \max(|\sigma_1|, |\sigma_2|) \text{, and for all } \tau < |\sigma|:
\]

\[
[\sigma]_{\text{dh}(P_1)(\tau).\text{comm}} = \sigma^+(\tau).\text{comm}, \quad \forall \sigma(\tau).\text{comm} \lor \forall \sigma(\tau).\text{comm},
\]

\[
\sigma(\tau).\text{req} = \sigma^+(\tau).\text{req} \cup \sigma^+(\tau).\text{req}, \quad \sigma(\tau).\text{exec} = \sigma^+(\tau).\text{exec} \cup \sigma^+(\tau).\text{exec},
\]

\[
\sigma^+(\tau).\text{exec} = \emptyset \lor \sigma^+(\tau).\text{exec} = \emptyset, \text{ and}
\]

\[
\text{if } p_1 \in \sigma(\tau).\text{exec} \text{ and } p_2 \in \sigma(\tau).\text{req} \text{ then } p_1 \geq p_2
\}

Parallel composition is commutative and associative.

**Processor Closure**

In the semantics of processor closure \( \ll S \gg \) we select models \( \sigma_1 \in M(S) \) that satisfy the following requirement: if the processor is idle at time \( \tau \), represented by \( \sigma(\tau).exec = \emptyset \), then no statement is requesting to be executed, i.e., \( \sigma(\tau).req = \emptyset \). After checking this condition we abstract from the information concerning the statements that are executing or waiting to be executed with a certain priority. Hence we only consider the comm-field of a model \( \sigma_1 \) satisfying the conditions mentioned above. It is, however, required that the priority of an executing statement is greater than or equal to the priority of any requesting statement.

\[
M(\ll S \gg) = \{ \sigma \mid \text{there exists } \sigma_1 \in M(S) \text{ such that } |\sigma| = |\sigma_1|, \text{ and}
\]

\[
\text{for all } \tau < |\sigma|: \quad \sigma(\tau).comm = \sigma_1(\tau).comm,
\]

\[
\sigma_1(\tau).exec = \emptyset \rightarrow \sigma_1(\tau).req = \emptyset, \text{ and}
\]

\[
p_1 \in \sigma(\tau).exec \land p_2 \in \sigma(\tau).req \rightarrow p_1 \geq p_2
\}

Observe that for the req- and exec-fields of \( \sigma \) we only have a general requirement, and thus the programs \( \ll \text{prio } 1 \ (c!) \parallel \text{prio } 5 \ (d?) \gg \) and \( \ll \text{prio } 2 \ (c!) \parallel \text{prio } 3 \ (d?) \gg \) obtain the same semantics.
Properties of the Semantics

We extend the definition of a well-formed model with a property about priorities:

**Definition 5.4.2 (Well-Formed Model)** A model $\sigma$ is well-formed iff for all $\tau < |\sigma|$

1. $\neg(c! \in \sigma(\tau).comm \land c? \in \sigma(\tau).comm)$. (Minimal waiting: It is not possible to be simultaneously waiting to send and waiting to receive on a particular channel.)

2. $\neg(c \in \sigma(\tau).comm \land c! \in \sigma(\tau).comm)$ and $\neg(c \in \sigma(\tau).comm \land c? \in \sigma(\tau).comm)$. (Exclusion: It is not possible to be simultaneously communicating and waiting to communicate on a given channel.)

3. For all priorities $p_1$ and $p_2$: if $p_1 \in \sigma(\tau).exec$ and $p_2 \in \sigma(\tau).req$ then $p_1 \geq p_2$. (The priority of an executing statement is always greater or equal than the priority of requesting statements.)

**Lemma 5.4.3** For any program $P$, $\mathcal{M}(P) \neq \emptyset$ and for any $\sigma \in \mathcal{M}(P)$:

1. $\sigma$ is well-formed, and
2. $dch(\sigma) \subseteq dch(P)$.

**Proof:** The main difference with the previous chapter is the third point of well-formedness. For a sequential program $S$ this property is a consequence of the following observation: if $\sigma \in \mathcal{M}(S)$ then, for all $\tau < |\sigma|$, $\sigma(\tau).req \cup \sigma(\tau).exec$ contains at most one element. Furthermore, this third well-formedness property is explicitly required for parallel composition and processor closure.

**Example 5.4.1** Consider the following program:

$$\llbracket \text{prio 1 (c!0)} \rrbracket \parallel \text{prio 2 (atomic(1))} \parallel \text{prio 3 (c?y)} \rrbracket.$$

To show how the behaviour of this program can be derived from the behaviour of the components, this behaviour (as given by the semantics of these components) is listed in a table of the following form:

<table>
<thead>
<tr>
<th>prio 1 (c!0)</th>
<th>prio 2 (atomic(1))</th>
<th>prio 3 (c?y)</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $\in$ req</td>
<td>2 $\in$ req</td>
<td>3 $\in$ req</td>
<td></td>
</tr>
<tr>
<td>1 $\in$ exec</td>
<td>2 $\in$ exec</td>
<td>3 $\in$ exec</td>
<td></td>
</tr>
<tr>
<td>$\infty$ $\in$ exec</td>
<td>$\infty$ $\in$ exec</td>
<td>$\infty$ $\in$ exec</td>
<td></td>
</tr>
<tr>
<td>c! $\in$ comm</td>
<td>term</td>
<td>c? $\in$ comm</td>
<td></td>
</tr>
<tr>
<td>c $\in$ comm</td>
<td></td>
<td>c $\in$ comm</td>
<td></td>
</tr>
<tr>
<td>term</td>
<td></td>
<td>term</td>
<td></td>
</tr>
</tbody>
</table>

In this table the fields in a model from the semantics are listed vertically, representing certain periods during the execution. The duration of these periods are not yet mentioned. Some periods are arbitrary and even allowed to be infinite (if they represent
a request for execution or waiting for a communication), whereas others are fixed as given by the semantics. We use term to denote termination of the process. Now we will determine the length of the periods by using the requirements for parallel composition and processor closure.

By the requirements for processor closure, \(< \cdots >\), not all processes should be requesting processor time and hence at least one must be executing. From the conditions at parallel composition at most one process can execute. Furthermore, the statement with the highest priority must execute, i.e., \(c?y\) with priority 3.

<table>
<thead>
<tr>
<th>prio 1(c!0)</th>
<th>prio 2(atomic(1))</th>
<th>prio 3(c?y)</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ∈ req</td>
<td>2 ∈ req</td>
<td>3 ∈ exec</td>
<td>0</td>
</tr>
<tr>
<td>1 ∈ req</td>
<td>2 ∈ req</td>
<td>∞ ∈ exec</td>
<td>((0, K_e))</td>
</tr>
<tr>
<td>1 ∈ req</td>
<td>2 ∈ req</td>
<td>(c? ∈ comm)</td>
<td></td>
</tr>
<tr>
<td>1 ∈ exec</td>
<td>2 ∈ exec</td>
<td>(c ∈ comm)</td>
<td></td>
</tr>
<tr>
<td>∞ ∈ exec</td>
<td>∞ ∈ exec</td>
<td>term</td>
<td></td>
</tr>
<tr>
<td>(c! ∈ comm)</td>
<td>term</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(c ∈ comm)</td>
<td>term</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Now the process with priority 3 is waiting to receive a value along channel \(c\) and, as above, the process with priority 2 starts executing.

<table>
<thead>
<tr>
<th>prio 1(c!0)</th>
<th>prio 2(atomic(1))</th>
<th>prio 3(c?y)</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ∈ req</td>
<td>2 ∈ req</td>
<td>3 ∈ exec</td>
<td>0</td>
</tr>
<tr>
<td>1 ∈ req</td>
<td>2 ∈ req</td>
<td>∞ ∈ exec</td>
<td>((0, K_e))</td>
</tr>
<tr>
<td>1 ∈ req</td>
<td>2 ∈ exec</td>
<td>(c? ∈ comm)</td>
<td></td>
</tr>
<tr>
<td>1 ∈ req</td>
<td>∞ ∈ exec</td>
<td>(c? ∈ comm)</td>
<td>((K_e, K_e + 1))</td>
</tr>
<tr>
<td>1 ∈ req</td>
<td>term</td>
<td>(c? ∈ comm)</td>
<td>(K_e + 1)</td>
</tr>
<tr>
<td>1 ∈ req</td>
<td></td>
<td>(c? ∈ comm)</td>
<td></td>
</tr>
<tr>
<td>1 ∈ exec</td>
<td></td>
<td>(c ∈ comm)</td>
<td></td>
</tr>
<tr>
<td>∞ ∈ exec</td>
<td></td>
<td>term</td>
<td></td>
</tr>
<tr>
<td>(c! ∈ comm)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(c ∈ comm)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>term</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Thus at time \(K_e + 1\) the second process terminates, and now the first process starts executing.
By the minimal waiting requirement at parallel composition it is not allowed to be simultaneously waiting to send and waiting to receive. Thus the communication starts at time $2 \times K_e + 1$.

<table>
<thead>
<tr>
<th>$\text{prio 1}(c!0)$</th>
<th>$\text{prio 2}(\text{atomic}(1))$</th>
<th>$\text{prio 3}(c?y)$</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \in \text{req}$</td>
<td>$2 \in \text{req}$</td>
<td>$3 \in \text{exec}$</td>
<td>$0$</td>
</tr>
<tr>
<td>$1 \in \text{req}$</td>
<td>$2 \in \text{req}$</td>
<td>$\infty \in \text{exec}$</td>
<td>$(0, K_e)$</td>
</tr>
<tr>
<td>$1 \in \text{req}$</td>
<td>$2 \in \text{exec}$</td>
<td>$c? \in \text{comm}$</td>
<td>$K_e$</td>
</tr>
<tr>
<td>$1 \in \text{req}$</td>
<td>$\infty \in \text{exec}$</td>
<td>$c? \in \text{comm}$</td>
<td>$(K_e, K_e + 1)$</td>
</tr>
<tr>
<td>$1 \in \text{exec}$</td>
<td>$\text{term}$</td>
<td>$c? \in \text{comm}$</td>
<td>$K_e + 1$</td>
</tr>
<tr>
<td>$\infty \in \text{exec}$</td>
<td>$\text{term}$</td>
<td>$c? \in \text{comm}$</td>
<td>$(K_e + 1, 2 \times K_e + 1)$</td>
</tr>
<tr>
<td>$c! \in \text{comm}$</td>
<td>$c! \in \text{comm}$</td>
<td>$c \in \text{comm}$</td>
<td></td>
</tr>
<tr>
<td>$c \in \text{comm}$</td>
<td>$c \in \text{comm}$</td>
<td>$\text{term}$</td>
<td></td>
</tr>
<tr>
<td>$\text{term}$</td>
<td>$\text{term}$</td>
<td>$\text{term}$</td>
<td>$2 \times K_e + 1 + K_c$</td>
</tr>
</tbody>
</table>

Hence the program $\ll \text{prio 1}(c!0) \| \text{prio 2}(\text{atomic}(1)) \| \text{prio 3}(c?y) \gg$ communicates along channel $c$ between $2 \times K_e + 1$ and $2 \times K_e + 1 + K_c$, and it terminates at $2 \times K_e + 1 + K_c$. 

□
5.5 Extension of the Proof System based on Metric Temporal Logic

In this section we give a compositional axiomatization for the language from Section 5.3 by means of metric temporal logic. In Section 5.5.1 we adapt the assertion language from Section 3.3.1. Besides the expected primitives to express requesting and executing information, the main modification concerns the interpretation of the real-time until-operators. In Section 5.5.2 we formulate rules and axioms as far as they are different from the proof system given in Section 3.3.2.

5.5.1 Specifications

In order to axiomatize the semantics given in the previous section in metric temporal logic, we have modify the interpretation of the until-operators slightly. Recall the definition of these operators from Section 3.3:

- \( \sigma \models \varphi_1 U_{<\tau} \varphi_2 \) iff there exists a \( \tau_1 \), \( 0 \leq \tau_1 < \tau \), such that \( \sigma \uparrow \tau_1 \models \varphi_2 \), and for all \( \tau_2 \), \( 0 \leq \tau_2 < \tau_1 \), \( \sigma \uparrow \tau_2 \models \varphi_1 \).

- \( \sigma \models \varphi_1 U_{\geq\tau} \varphi_2 \) iff \( \sigma \uparrow \tau \models \varphi_2 \), and for all \( \tau_1 \), \( 0 \leq \tau_1 < \tau \), \( \sigma \uparrow \tau_1 \models \varphi_1 \).

Observe that with this interpretation we can only specify that the first assertion, \( \varphi_1 \), holds during left-closed right-open intervals of time points. In the semantics from the previous section, however, we have used open intervals for the period during which a statement is executing and cannot be interrupted. Since in the version of metric temporal logic from the previous chapters such open intervals are not expressible, new until-operators are introduced that, by definition, express that the first assertion holds during an open interval. For instance, the first definition above is changed into

- \( \sigma \models \varphi_1 U_{<\tau} \varphi_2 \) iff there exists a \( \tau_1 \), \( 0 \leq \tau_1 < \tau \), such that \( \sigma \uparrow \tau_1 \models \varphi_2 \), and for all \( \tau_2 \), \( 0 < \tau_2 < \tau_1 \), \( \sigma \uparrow \tau_2 \models \varphi_1 \).

These operators are stronger than the earlier versions. In Table 5.4 we show that the old operators can be defined in terms of the new ones.

Note We could make the operators even stronger by also requiring that \( \varphi_2 \) should not hold at time 0, thus making the interval at which \( \varphi_2 \) might hold open;

- \( \sigma \models \varphi_1 U_{<\tau} \varphi_2 \) iff there exists a \( \tau_1 \), \( 0 < \tau_1 < \tau \), such that \( \sigma \uparrow \tau_1 \models \varphi_2 \), and for all \( \tau_2 \), \( 0 < \tau_2 < \tau_1 \), \( \sigma \uparrow \tau_2 \models \varphi_1 \).

It is easy to see that with such operators we can use all other versions as abbreviations. For our purpose, however, it is sufficient to use \( U_{<\tau}^+ \). End Note

To denote the priorities of requesting and executing statements, the assertion language includes expressions that represent sets of priorities. For two sets of priorities \( pset_1 \)
and \( pset_2 \) the notation \( pset_1 < pset_2 \) expresses that every element of \( pset_1 \) is less than any element of \( pset_2 \). Further, in the proof system we need logical variables ranging over sets of priorities. Hence, assume we are given a set of logical variables \( SPVAR \), with typical elements \( r, r_1, e, e_1, \ldots \), ranging over functions from \( TIME \) to \( \varphi(PRIORI \cup \{\infty\}) \). The syntax of the assertion language is given in Table 5.3, with \( c \in CHAN, \tau \in TIME \cup \{\infty\}, \delta \in PRIORI \cup \{\infty\}, \) a finite set \( \Delta \subseteq PRIORI \cup \{\infty\} \), and \( r \in SPVAR \). New abbreviations are given in Table 5.4.

Table 5.3: Syntax of Modified MTL

| Priority Set | \( pset := \) | \( \Delta \mid r \mid req \mid exec \mid pset_1 \cup pset_2 \) |
|-------------|-----------------|
| Assertion   | \( \varphi := \) | \( true \mid \text{comm}(c) \mid \text{wait}(c!) \mid \text{wait}(c?) \mid done \mid pset_1 = pset_2 \mid pset_1 \leq pset_2 \mid \varphi_1 \lor \varphi_2 \mid \neg \varphi \mid \varphi_1 \lor \varphi_2 \mid C_\infty \varphi \mid \varphi_1 \cup_{\leq} \varphi_2 \mid \varphi_1 \cup_{\geq} \varphi_2 \) |

The semantics of MTL specifications is defined using the computational model of Section 5.4.1. Similar to previous chapters, we use an environment \( \gamma \) to interpret logical variables. First we define the restriction of the domain of a model to the points after a certain time \( T \).

**Definition 5.5.1 (Model Restriction)** For a model \( \sigma \) and a time \( T \in TIME \cup \{\infty\} \) we define the part of \( \sigma \) at and after \( T \), denoted \( \sigma \uparrow T \), as follows:

\[ |\sigma \uparrow T| = \max(|\sigma| - T, 0) \text{ and, for all } \tau_1 < |\sigma \uparrow T|: (\sigma \uparrow T)(\tau_1).\text{comm} = \sigma(\tau + \tau_1).\text{comm}, \]

\[ (\sigma \uparrow T)(\tau_1).\text{req} = \sigma(\tau + \tau_1).\text{req}, \text{ and } (\sigma \uparrow T)(\tau_1).\text{exec} = \sigma(\tau + \tau_1).\text{exec} \]

Since for an environment \( \gamma \) and \( r \in SPVAR \), \( \gamma(r) \) is a function with domain \( TIME \), we also define the restriction of \( \gamma \) to a point \( r \).

**Definition 5.5.2 (Logical Environment Restriction)** The part of \( \gamma \) at and after \( T \), denoted \( \gamma \uparrow T \), is defined as follows:

for any \( r \in SPVAR \), \( \tau_1 \in TIME \), \( (\gamma \uparrow T)(\tau_1) = \gamma(r)(\tau + \tau_1) \).

Next we define the value of the priority set expression \( pset \) in model \( \sigma \) and environment \( \gamma \), denoted \( S(\text{exp})(\gamma, \sigma) \), as follows:

- \( S(\Delta)(\gamma, \sigma) = \Delta \)
- \( S(r)(\gamma, \sigma) = \gamma(r)(0) \)
- \( S(\text{req})(\gamma, \sigma) = \begin{cases} \sigma(0).\text{req} & \text{if } |\sigma| > 0 \\ \emptyset & \text{if } |\sigma| = 0 \end{cases} \)
- \( S(\text{exec})(\gamma, \sigma) = \begin{cases} \sigma(0).\text{exec} & \text{if } |\sigma| > 0 \\ \emptyset & \text{if } |\sigma| = 0 \end{cases} \)
Now we can define when an assertion \( \varphi \) holds in a model \( \sigma \) and an environment \( \gamma \), denoted \( \langle \sigma, \gamma \rangle \models \varphi \),

- \( \langle \sigma, \gamma \rangle \models \text{comm}(c) \iff |\sigma| > 0 \) and \( c \in \sigma(0).\text{comm} \)
- \( \langle \sigma, \gamma \rangle \models \text{wait}(c!) \iff |\sigma| > 0 \) and \( c! \in \sigma(0).\text{comm} \)
- \( \langle \sigma, \gamma \rangle \models \text{wait}(c?) \iff |\sigma| > 0 \) and \( c? \in \sigma(0).\text{comm} \)
- \( \langle \sigma, \gamma \rangle \models \text{done} \iff |\sigma| = 0 \)
- \( \langle \sigma, \gamma \rangle \models \text{pset1} = \text{pset2} \iff S(\text{pset1})(\gamma, \sigma) = S(\text{pset2})(\gamma, \sigma) \)
- \( \langle \sigma, \gamma \rangle \models \text{pset1} \leq \text{pset2} \iff \) for all \( \delta_1 \in S(\text{pset1})(\gamma, \sigma) \) and \( \delta_2 \in S(\text{pset2})(\gamma, \sigma) \):
  \( \delta_1 \leq \delta_2 \).
- \( \langle \sigma, \gamma \rangle \models \varphi_1 \lor \varphi_2 \iff \langle \sigma, \gamma \rangle \models \varphi_1 \) or \( \langle \sigma, \gamma \rangle \models \varphi_2 \)
- \( \langle \sigma, \gamma \rangle \models \neg \varphi \iff \) not \( \langle \sigma, \gamma \rangle \models \varphi \)
- \( \langle \sigma, \gamma \rangle \models C^\infty \varphi \iff \) there exist models \( \sigma_1 \) and \( \sigma_2 \) such that \( \sigma = \sigma_1 \sigma_2 \), \( \langle \sigma_1, \gamma \rangle \models \varphi_1 \), and \( \langle \sigma_2, \gamma \rangle \models \varphi_2 \).
- \( \langle \sigma, \gamma \rangle \models C^r \varphi_1 \lor C^r \varphi_2 \iff \) there exists a \( r_1, 0 \leq r_1 < r \), such that
  \( \langle \sigma \uparrow r_1, \gamma \uparrow r_1 \rangle \models \varphi_2 \), and for all \( r_2, 0 < r_2 < r_1, \langle \sigma \uparrow r_2, \gamma \uparrow r_2 \rangle \models \varphi_1 \).
- \( \langle \sigma, \gamma \rangle \models \varphi_1 \mathrel{U}^r \varphi_2 \iff r < \infty, \langle \sigma \uparrow r, \gamma \uparrow r \rangle \models \varphi_2 \), and
  for all \( r_1 < r, \langle \sigma \uparrow r_1, \gamma \uparrow r_1 \rangle \models \varphi_1 \).

### Table 5.4: Syntactic Abbreviations

| \( \varphi_1 \mathrel{U} \varphi_2 \) | \( \equiv \) | \( \varphi_2 \lor (\varphi_1 \mathrel{U}^r \varphi_2) \) |
| \( \varphi_1 \mathrel{U}^r \varphi_2 \) | \( \equiv \) | \( (\varphi_2 \land r > 0) \lor (\varphi_1 \mathrel{U}^r \varphi_2) \) |
| \( \varphi_1 \mathrel{U}^* \varphi_2 \) | \( \equiv \) | \( (\varphi_2 \land r = 0) \lor (\varphi_1 \mathrel{U}^r \varphi_2) \) |
| \( \Diamond \varphi \) | \( \equiv \) | \( \text{true} \lor \varphi \) |

**Definition 5.5.3 (Valid Assertion)** An MTL assertion \( \varphi \) is **valid**, denoted \( \models \varphi \), iff \( \langle \sigma, \gamma \rangle \models \varphi \) for all \( \sigma \) and \( \gamma \).

**Definition 5.5.4 (Satisfaction)** An RT program \( P \) **satisfies** an MTL assertion \( \varphi \), denoted \( P \models \varphi \), iff \( \langle \sigma, \gamma \rangle \models \varphi \) for all \( \sigma \in M(P) \) and for all \( \gamma \).
5.5.2 Proof System

The proof system includes the Invariance Axiom, the Conjunction Rule and the Consequence Rule from Section 3.3.2 for any program P. The Well-Formedness Axiom is extended as follows:

**Axiom 5.5.5 (Well-Formedness)** \( P \) sat \( WF_{cset} \)

where \( WF_{cset} \equiv \Box (MinWait_{cset} \land Exclusion_{cset} \land Priority) \).

\( MinWait_{cset} \) and \( Exclusion_{cset} \) are defined as in Section 3.3.2. \( Priority \) is defined as

\[
Priority \equiv req \leq \text{exec}
\]

For the constructs of the programming language, we can use the Skip Axiom, and the rules for Sequential Composition and Iteration from Section 3.3.2. For the remaining constructs we first define

\[
\text{Request}(cset) \equiv req = \{0\} \land \text{exec} = \emptyset \land \text{noact}(cset),
\]

and

\[
\text{Execute}(cset,d) \equiv [\text{req} = \emptyset \land \text{exec} = \{0\} \land \text{noact}(cset)] \land
\]

\[
[(\text{req} = \emptyset \land \text{exec} = \{\infty\} \land \text{noact}(cset)) \cup_{d \in d} \text{done}].
\]

Observe that here we need the new until operator. With these definitions the rule for the atomic construct is formulated as follows.

**Axiom 5.5.6 (Atomic)** \( \text{atomic } d \) sat \( \text{Request}(\emptyset) \cup \text{Execute}(\emptyset,d) \)

For the delay statement, define \( Delay(d) \equiv (\text{req} = \text{exec} = \emptyset) \cup_{d \in d} \text{done}. \)

**Axiom 5.5.7 (Delay)** \( \text{delay } d \) sat \( \text{Request}(\emptyset) \cup (\text{Execute}(\emptyset,K_e) \cup Delay(d)) \)

In the axiom for the send statement \( c! \) we use the following abbreviation

\[
\text{Send}(c) \equiv [\text{wait}(c!) \cup (\text{comm}(c) \cup \text{K_e} \text{done})] \land \Box (\text{req} = \text{exec} = \emptyset).
\]

**Axiom 5.5.8 (Send)** \( c! \) sat \( \text{Request}([c!, c]) \cup (\text{Execute}([c!, c], K_e) \cup \text{Send}(c)) \)

Similarly, for a receive statement we define

\[
\text{Receive}(c) \equiv [\text{wait}(c?) \cup (\text{comm}(c) \cup \text{K_e} \text{done})] \land \Box (\text{req} = \text{exec} = \emptyset).
\]

**Axiom 5.5.9 (Receive)** \( c? \) sat \( \text{Request}([c?, c]) \cup (\text{Execute}([c?, c], K_e) \cup \text{Receive}(c)) \)

Next consider a guarded command \( G \equiv \{c_1? \rightarrow S_1; \ldots; \text{delay } d \rightarrow S\}. \) Define

\[
\text{wait}_G \equiv \text{req} = \text{exec} = \emptyset \land \bigwedge_{i=1}^n \text{wait}(c_i?) \land \text{noact}(\text{dch}(G) - \{c_1?, \ldots, c_n?\}).
\]

Then we can formulate the following rule:
Rule 5.5.10 (Guarded Command)

\[
c_i; S_i \text{ sat } \varphi_i, \text{ for } i \in \{1, \ldots, n\}, S \text{ sat } \varphi
\]

\[
[[\bigwedge_{i=1}^{n} c_i] \rightarrow S_i \mid \text{ delay } d \rightarrow S] \text{ sat }
\]

\[
[\text{Request}(dch(G)) \cup (\text{Execute}(dch(G), K_e))] \text{C}
\]

\[
[[\text{wait}_G \cup c_{\leq d} \bigvee_{i=1}^{n} (\varphi_i \land \text{comm}(c_i))) \lor (\text{wait}_G \cup c_{= d} \varphi)]
\]

Assume, as a special case of this rule, that \( d = \infty \), and hence \( G \equiv [[\bigwedge_{i=1}^{n} c_i] \rightarrow S_i] \).

Since \( \text{wait}_G \cup c_{= \infty} \varphi \rightarrow false \) and \( (\varphi_1 \cup \varphi_2) \leftrightarrow (\varphi_1 \cup \varphi_2 <_{<\infty} \varphi_2) \), this leads to the following rule.

Derived Rule 5.5.11 (Guarded Command without Delay)

\[
c_i; S_i \text{ sat } \varphi_i, \text{ for } i = 1, \ldots, n
\]

\[
[[\bigwedge_{i=1}^{n} c_i] \rightarrow S_i] \text{ sat }
\]

\[
[\text{Request}(dch(G)) \cup (\text{Execute}(dch(G), K_e))] \text{C} [\text{wait}_G \cup \bigvee_{i=1}^{n} (\varphi_i \land \text{comm}(c_i))]
\]

In the rule for the priority assignment \( \text{prio}_p (S) \) any priority 0 in a specification \( \varphi \) for \( S \) has to be replaced by priority \( p \). This done by substituting logical variables \( r, e \in \text{SPVAR} \) for, respectively, \( \text{req} \) and \( \text{exec} \) in \( \varphi \). Then we relate \( r \) and \( e \) to \( \text{req} \) and \( \text{exec} \) in assertion \( \varphi_1 \) for \( \text{prio}_p (S) \). Since, from the syntactic restrictions, program \( S \) does not contain any parallel composition operator, the \( \text{req} \) and \( \text{exec} \) sets for \( S \) contain at most one element. This leads to the following rule.

Rule 5.5.12 (Priority Assignment)

\[
S \text{ sat } \varphi
\]

\[
\varphi[r/\text{req},e/\text{exec}] \land \Box((r = \{0\} \rightarrow \text{req} = \{p\}) \land (r \neq \{0\} \rightarrow \text{req} = r)) \land
\]

\[
\Box((e = \{0\} \rightarrow \text{exec} = \{p\}) \land (e \neq \{0\} \rightarrow \text{exec} = e)) \rightarrow \varphi_1
\]

\[
\text{prio}_p (S) \text{ sat } \varphi_1
\]

provided \( r \) and \( e \) are fresh logical variables from \( \text{PSVAR} \).

Next, consider parallel composition of statements \( P_1 \) and \( P_2 \). When the assertions for \( P_1 \) and \( P_2 \) do not contain \( \text{done} \), we require that at most one process is executing and we take the union of the \( \text{req} \) and \( \text{exec} \) sets.

Rule 5.5.13 (Simple Parallel Composition)

\[
P_1 \text{ sat } \varphi_1, P_2 \text{ sat } \varphi_2, \text{ neither } \varphi_1 \text{ nor } \varphi_2 \text{ contains } \text{done}
\]

\[
\varphi_1[r_1/\text{req},e_1/\text{exec}] \land \varphi_2[r_2/\text{req},e_2/\text{exec}] \land \Box(e_1 = \emptyset \lor e_2 = \emptyset)
\]

\[
\rightarrow \varphi[r_1 \cup r_2/\text{req},e_1 \cup e_2/\text{exec}]
\]

\[
P_1 \parallel P_2 \text{ sat } \varphi
\]

provided \( dch(\varphi_i) \subseteq dch(P_i) \), for \( i = 1, 2 \), and \( r_1, r_2, e_1 \), and \( e_2 \) are fresh logical variables from \( \text{PSVAR} \).

Similar to previous chapters, in the general rule we have to deal with different termination times.
Rule 5.5.14 (General Parallel Composition)

\[ P_1 \text{ sat } \varphi_1, P_2 \text{ sat } \varphi_2 \]
\[
((\varphi_1[r_1/\text{req}, e_1/\text{exec}] \wedge (\varphi_2[r_2/\text{req}, e_2/\text{exec}] \circ (\text{noact}(dch(P_2)) \land r_2 = e_2 = \emptyset))) \lor
(\varphi_2[r_2/\text{req}, e_2/\text{exec}] \wedge (\varphi_1[r_1/\text{req}, e_1/\text{exec}] \circ (\text{noact}(dch(P_1)) \land r_1 = e_1 = \emptyset))) \land
\square (e_1 = \emptyset \lor e_2 = \emptyset) \rightarrow \varphi[r_1 \cup r_2/\text{req}, e_1 \cup e_2/\text{exec}]\]
\]
\[
P_1 \parallel P_2 \text{ sat } \varphi
\]

provided \( dch(\varphi_i) \subseteq dch(P_i) \), for \( i = 1, 2 \), and \( r_1, r_2, e_1, \) and \( e_2 \) are fresh logical variables from \( PSVAR \).

For processor closure we express that when no statement is executing then no statement is requesting to be executed.

Rule 5.5.15 (Processor Closure)

\[
S \text{ sat } \varphi_1
\]
\[
\varphi_1 \land \square (\text{exec} = \emptyset \rightarrow \text{req} = \emptyset) \rightarrow \varphi_2
\]
\[
\ll S \gg \text{ sat } \varphi_2
\]

provided neither \( \text{req} \) nor \( \text{exec} \) occurs in \( \varphi_2 \).

A soundness proof for the rules and axioms from this section can be found in Appendix E.1.
5.6 Extension of the Proof System for Extended Hoare Triples

To formulate a Hoare-style proof system for our extended programming language, we first adapt the assertion language in Section 5.6.1. The modified rules can be found in Section 5.6.2.

5.6.1 Specifications

The assertion language is extended by primitives \( \text{req}(\text{exp}) \) and \( \text{exec}(\text{exp}) \) to express sets of priorities of, respectively, requesting and executing statements at time \( \text{exp} \). As in the previous section we use \( \text{pset}_1 < \text{pset}_2 \), for sets of priorities \( \text{pset}_1 \) and \( \text{pset}_2 \), to denote that every priority in \( \text{pset}_1 \) is less than any priority in \( \text{pset}_2 \). In addition to logical variables from \( \text{TVAR} \), ranging over \( \text{TIME} \cup \{\infty\} \), we need logical variables ranging over functions from \( (\text{TIME} \cup \{\infty\}) \) to \( \text{p}(\text{PRIO} \cup \{\infty\}) \). Hence, let \( \text{PVAR} \), with typical elements \( r, r_1, c, c_1, \ldots \), be a set of logical variables ranging over \( \{f : (\text{TIME} \cup \{\infty\}) \rightarrow \text{p}(\text{PRIO} \cup \{\infty\})\} \). The syntax of the assertion language is given in Table 5.5, where \( r \in \text{TIME} \cup \{\infty\}, t \in \text{TVAR} \), a finite set \( \Delta \subseteq \text{PRIO} \cup \{\infty\} \), \( r \in \text{FVAR} \), and \( c \in \text{CHAN} \).

| Time Expression \( \text{exp} \) ::= & \( r \mid t \mid \text{time} \mid \text{exp}_1 + \text{exp}_2 \mid \text{exp}_1 \times \text{exp}_2 \)  \\
| Priority Set \( \text{pset} \) ::= & \( \Delta \mid r(\text{exp}) \mid \text{req}(\text{exp}) \mid \text{exec}(\text{exp}) \mid \text{pset}_1 \cup \text{pset}_2 \)  \\
| Assertion \( p \) ::= & \text{comm via } c \text{ at } \text{exp} \mid \text{wait to } c! \text{ at } \text{exp} \mid \text{wait to } c? \text{ at } \text{exp} \mid \text{pset}_1 = \text{pset}_2 \mid \text{pset}_1 \leq \text{pset}_2 \mid \text{exp}_1 = \text{exp}_2 \mid \text{exp}_1 < \text{exp}_2 \mid \text{exp} \in \text{IN} \mid \neg p \mid p_1 \lor p_2 \exists t : p |

To define the meaning of assertions, we use the value of the time-expression \( \sigma \) and \( \gamma \), denoted \( \mathcal{V}(\text{exp})(\gamma, \sigma) \), as defined in Section 3.4.2. Furthermore, we define the value of the priority-set-expression \( \text{pset} \) in \( \sigma \) and \( \gamma \), denoted \( \mathcal{P}(\text{pset})(\gamma, \sigma) \), as follows:

- \( \mathcal{P}(\Delta)(\gamma, \sigma) = \Delta \)
- \( \mathcal{P}(r(\text{exp}))(\gamma, \sigma) = \gamma(r)(\mathcal{V}(\text{exp})(\gamma, \sigma)) \)
- \( \mathcal{P}(\text{req}(\text{exp}))(\gamma, \sigma) = \begin{cases} \sigma(\mathcal{V}(\text{exp})(\gamma, \sigma)).\text{req} & \text{if } \mathcal{V}(\text{exp})(\gamma, \sigma) < |\sigma| \\ \text{undefined} & \text{if } \mathcal{V}(\text{exp})(\gamma, \sigma) \geq |\sigma| \end{cases} \)
- \( \mathcal{P}(\text{exec}(\text{exp}))(\gamma, \sigma) = \begin{cases} \sigma(\mathcal{V}(\text{exp})(\gamma, \sigma)).\text{exec} & \text{if } \mathcal{V}(\text{exp})(\gamma, \sigma) < |\sigma| \\ \text{undefined} & \text{if } \mathcal{V}(\text{exp})(\gamma, \sigma) \geq |\sigma| \end{cases} \)
Similar to Section 3.4.2, we define the value of an assertion \( p \) in an environment \( \gamma \) and a model \( \sigma \), denoted by \([p]_{\gamma \sigma}\) which is an element of \( \{true, false, \bot\} \). For \( exp_1 = exp_2, exp_1 < exp_2, exp \in \mathbb{N}, p_1 \lor p_2, \) and \( \exists : p \) the definition from Section 3.4.2 is used. Similarly, for \( \text{comm via } c \text{ at } exp, \text{ wait to } c! \text{ at } exp, \text{ and wait to } c? \text{ at } exp \) we use the definition from Section 3.4.2 with \( \sigma(V(exp)(\gamma, \sigma)) \) replaced by \( \sigma(V(exp)(\gamma, \sigma)).\text{comm}. \)

For the remaining assertions we define

- \([pset_1 = pset_2]_{\gamma \sigma}\) =
  \[
  \begin{cases} 
  true & \text{if } P(pset_1)(\gamma, \sigma) \text{ and } P(pset_2)(\gamma, \sigma) \text{ are defined and } P(pset_1)(\gamma, \sigma) = P(pset_2)(\gamma, \sigma) \\
  false & \text{otherwise}
  \end{cases}
  \]

- \([pset_1 \leq pset_2]_{\gamma \sigma}\) =
  \[
  \begin{cases} 
  true & \text{if } P(pset_1)(\gamma, \sigma) \text{ and } P(pset_2)(\gamma, \sigma) \text{ are defined and } \forall \delta_1, \delta_2 : \delta_1 \in P(pset_1)(\gamma, \sigma) \text{ and } \delta_2 \in P(pset_2)(\gamma, \sigma): \delta_1 \leq \delta_2 \\
  false & \text{otherwise}
  \end{cases}
  \]

The validity of assertions and the validity of correctness formulae is defined as in Section 3.4.2. In addition to the previously defined abbreviations, the \( \text{req} \) and \( \text{exec} \) functions are extended to intervals of time points (we list the abbreviations for interval \([t_1, t_2]\)); similar abbreviations are used for open intervals:

- \( \text{req}[t_1, t_2] = \) \( pset \equiv \forall t, t_1 \leq t < t_2 : \text{req}(t) = pset \)
- \( \text{exec}[t_1, t_2] = \) \( pset \equiv \forall t, t_1 \leq t < t_2 : \text{exec}(t) = pset \)
- \( \text{request during } [t_1, t_2] \equiv \text{req}[t_1, t_2] = \{0\} \land \text{exec}[t_1, t_2] = \emptyset \)
- \( \text{execute during } [t_1, t_2] \equiv \)
  \[
  (t_1 < \infty \rightarrow \text{exec}(t_1) = \{0\}) \land \text{exec}(t_1, t_2) = \{\infty\} \land \text{req}[t_1, t_2] = \emptyset
  \]
- \( \text{no } \text{ReqExec during } [t_1, t_2] \equiv \text{req}[t_1, t_2] = \emptyset \land \text{exec}[t_1, t_2] = \emptyset \)

Let \( cset \subseteq DCHAN \) be a finite set of (directed) channels. To express that no activity takes place on \( cset \) during request- and execute-periods, define

- \( \text{ReqExec}(t_1, cset, t_2) \equiv \exists t_3 : t_2 = t_3 + K_c \land \text{request during } [t_1, t_3] \land \text{execute during } [t_3, t_2] \land \text{no } cset \) during \([t_1, t_2]\)

For the parallel composition rule, we use the following abbreviation:

- \( \text{not active } cset \) during \([t_1, t_2]\) \( \equiv \) \( \text{no } cset \) during \([t_1, t_2]\) \( \land \) \( \text{no } \text{ReqExec} \) during \([t_1, t_2]\)

5.6.2 Proof System

We show how the proof system of Section 3.4.3 can be adapted to multiprogramming. General Part

For any program \( P \) we can use the Consequence Rule, the Initial Invariance Axiom, the Channel Invariance Axiom, the Conjunction Rule, the Quantification Rule, and
the Substitution Rule from Section 3.4.3. In the Well-Formedness Axiom we add a predicate to express that the priority of a requesting statement is never higher than the priority of an execution statement. Let \( cset \) be a finite subset of \( DCHAN \).

**Axiom 5.6.1 (Well-Formedness)**

\[
\text{WellForm}_{cset} : \{ \text{true} \} P \{ \text{WellForm}_{cset} \}
\]

where \( \text{WellForm}_{cset} \equiv \forall t < \text{time} : MW_{cset}(t) \land \text{Excl}_{cset}(t) \land \text{Prio}(t) \),

with \( MW_{cset}(t) \) and \( \text{Excl}_{cset}(t) \) defined as in Section 3.4.3 and

\[
\text{Prio}(t) \equiv \text{req}(t) \leq \text{exec}(t)
\]

**Program Part**

First we include the Skip Axiom, the Sequential Composition Rule and the Iteration Rule from Section 3.4.3. For \( \text{atomic}(d) \) we have the following rule.

**Rule 5.6.2 (Atomic)**

\[
\exists t \geq t_0 : \text{request during } [t_0, t) \land \text{execute during } [t, t + d) \land \text{time} = t + d \to C
\]

\[
C : \{ \text{time} = t_0 \} \text{atomic}(d) \{ C \land \text{time} < \infty \}
\]

The rule for the delay \( d \) statement is very similar to the rule above. Now there is an additional delay-period during which the processor is released. Observe that we explicitly express that during this period the statement does not request execution time nor executes.

**Rule 5.6.3 (Delay)**

\[
\exists t \geq t_0 : \text{request during } [t_0, t) \land \text{execute during } [t, t + K_e) \land \text{no ReqExec during } [t + K_e, t + K_e + d) \land \text{time} = t + K_e + d \to C
\]

\[
C : \{ \text{time} = t_0 \} \text{delay } d \{ C \land \text{time} < \infty \}
\]

For a send or receive statement we also have request- and execution-periods. Furthermore, the rule expresses that the statement does not request execution time or executes during the waiting- or communication-period.

**Rule 5.6.4 (Send)**

\[
\exists t_1 \geq t_0 : \text{ReqExec}(t_0, \{ c!, c \}, t_1) \land \\
\exists t \geq t_1 : \text{wait to } c! \text{ at } t_1 \text{ until comm at } t \land \\
\text{no ReqExec during } [t_1, t + K_c) \land \text{time} = t + K_c \to C
\]

\[
C : \{ \text{time} = t_0 \} c! \{ C \land \text{time} < \infty \}
\]

Similar to the Send Rule, we have the following rule for a receive statement.

**Rule 5.6.5 (Receive)**

\[
\exists t_1 \geq t_0 : \text{ReqExec}(t_0, \{ c?, c \}, t_1) \land \\
\exists t \geq t_1 : \text{wait to } c? \text{ at } t_1 \text{ until comm at } t \land \\
\text{no ReqExec during } [t_1, t + K_c) \land \text{time} = t + K_c \to C
\]

\[
C : \{ \text{time} = t_0 \} c? \{ C \land \text{time} < \infty \}
\]
Consider a guarded command $G \equiv [\bigwedge_{i=1}^{n} c_i \rightarrow S_i] \parallel \text{delay } d \rightarrow S]$. Define

- $\text{wait in } G \text{ during } [t_1, t) \equiv \bigwedge_{i=1}^{n} \text{ wait to } c_i \text{ during } [t_1, t) \land \\
  \text{no } (\text{dch}(G) - \{c_1, \ldots, c_n\}) \text{ during } [t_1, t) \land \text{no ReqExec during } [t_1, t)$

- $\text{comm } c_i \text{ in } G \text{ from } t \equiv \text{comm via } c_i \text{ during } [t, t + K_c) \land \\\n  \text{no } (\text{dch}(G) - \{c_i\}) \text{ during } [t, t + K_c) \land \text{time } = t + K_c \land \text{no ReqExec during } [t, t + K_c)$

First we give a rule for the case that $d = \infty$, thus for $G \equiv [\bigwedge_{i=1}^{n} c_i \rightarrow S_i]$. This statement either waits forever to perform one of the $c_i$ communications because none of the partners is available, or it eventually communicates via one of the $c_i$ and then executes the corresponding statement $S_i$.

Rule 5.6.6 (Guarded Command without Delay)

$$
\exists t_1 \geq t_0 : \text{ReqExec}(t_0, \{c_1, \ldots, c_n\}, t_1) \land \text{wait in } G \text{ during } [t_1, \infty) \land \text{time } = \infty \rightarrow C_{\text{nonterm}}
$$

$$
\exists t_1 \geq t_0 : \text{ReqExec}(t_0, \{c_1, \ldots, c_n\}, t_1) \land \exists t, t_1 \leq t < \infty : \text{wait in } G \text{ during } [t_1, t) \land \text{comm } c_i \text{ in } G \text{ from } t \rightarrow p_i, \text{ for } i = 1, \ldots, n
$$

$$
C_i : \{p_i\} S_i \{q_i\}, \text{ for } i = 1, \ldots, n
$$

$$
C_{\text{nonterm}} \lor \bigvee_{i=1}^{n} C_i : \{\text{time } = t_0\} \big[\bigwedge_{i=1}^{n} c_i \rightarrow S_i\big] \{\bigvee_{i=1}^{n} q_i\}
$$

Next consider $G \equiv [\bigwedge_{i=1}^{n} c_i \rightarrow S_i] \parallel \text{delay } d \rightarrow S]$ with $d \neq \infty$.

Rule 5.6.7 (Guarded Command with Delay)

$$
\exists t_1 \geq t_0 : \text{ReqExec}(t_0, \{c_1, \ldots, c_n\}, t_1) \land \exists t, t_1 \leq t < t_1 + d : \text{wait in } G \text{ during } [t_1, t) \land \text{comm } c_i \text{ in } G \text{ from } t \rightarrow p_i, \text{ for } i = 1, \ldots, n
$$

$$
C_i : \{p_i\} S_i \{q_i\}, \text{ for all } i = 1, \ldots, n
$$

$$
\exists t_1 \geq t_0 : \text{ReqExec}(t_0, \{c_1, \ldots, c_n\}, t_1) \land \text{wait in } G \text{ during } [t_1, t_1 + d) \land \text{time } = t_1 + d \rightarrow \hat{p}
$$

$$
C : \{\hat{p}\} S \{q\}
$$

$$
\bigvee_{i=1}^{n} C_i \lor C : \{\text{time } = t_0\} \big[\bigwedge_{i=1}^{n} c_i \rightarrow S_i\big] \{\bigvee_{i=1}^{n} q_i \lor q\}
$$

provided $d \neq \infty$.

To formulate a rule for prior $p (S)$, we define the following predicate.

$\text{ReplacePrio}(t_0, p) \equiv \forall t, t_0 \leq t < \text{time} :$

$$(r(t) = \{0\} \rightarrow \text{req}(t) = \{p\}) \land (r(t) \neq \{0\} \rightarrow \text{req}(t) = r(t)) \land \\\n(e(t) = \{0\} \rightarrow \text{exec}(t) = \{p\}) \land (e(t) \neq \{0\} \rightarrow \text{exec}(t) = e(t)).$$

This leads to the following rule:
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Rule 5.6.8 (Priority Assignment)

\[
C : \{\bar{p}\} S \{q\} \\
C[r/\text{req}, e/\text{exec}] \land \text{ReplacePrio}(t_0, p) \rightarrow C_1 \\
q[r/\text{req}, e/\text{exec}] \land \text{ReplacePrio}(t_0, p) \rightarrow q_1 \\
C_1 : \{\bar{p} \land \text{time} = t_0\} \text{prio } p(S) \{q_1\}
\]

In addition to the rule for parallel composition from Section 3.4.3, the rule given here requires that at most one process is executing. Furthermore, we take the union of the \text{req} and \text{exec} sets.

Rule 5.6.9 (Parallel Composition)

\[
C_i : \{p_i\} S_i \{q_i\}, i = 1, 2 \\
\exists t_1, t_2 : \text{time} = \max(t_1, t_2) \land \bigwedge_{i=1}^{2} C_i[t_i/\text{time}, r_i/\text{req}, e_i/\text{exec}] \land \\
\text{not active dch}(P_i) \text{ during } [t_i, \text{time}] \land \forall t, t_0 \leq t < \text{time} : \\
(e_1(t) = \emptyset \lor e_2(t) = \emptyset) \land (\text{req}(t) = r_1(t) \cup r_2(t)) \land (\text{exec}(t) = e_1(t) \cup e_2(t)) \rightarrow C \\
\exists t_1, t_2 : \text{time} = \max(t_1, t_2) \land \bigwedge_{i=1}^{2} q_i[t_i/\text{time}, r_i/\text{req}, e_i/\text{exec}] \land \\
\text{not active dch}(P_i) \text{ during } [t_i, \text{time}] \land \forall t, t_0 \leq t < \text{time} : \\
(e_1(t) = \emptyset \lor e_2(t) = \emptyset) \land (\text{req}(t) = r_1(t) \cup r_2(t)) \land (\text{exec}(t) = e_1(t) \cup e_2(t)) \rightarrow q \\
C : \{p_1 \land p_2 \land \text{time} = t_0\} P_1||P_2 \{q\}
\]

provided \(t_i, r_i,\) and \(e_i\) are a fresh logical variables, and \(\text{dch}(C_i, q_i) \subseteq \text{dch}(P_i),\) for \(i \in \{1, 2\}.

In the rule for processor closure we require that no process is requesting execution time if the processor is idle, i.e., if no process is executing.

Rule 5.6.10 (Processor Closure)

\[
C : \{p\} S \{q\} \\
C \land (\forall t, t_0 \leq t < \text{time} : \text{exec}(t) = \emptyset \rightarrow \text{req}(t) = \emptyset) \rightarrow C_1 \\
q \land (\forall t, t_0 \leq t < \text{time} : \text{exec}(t) = \emptyset \rightarrow \text{req}(t) = \emptyset) \rightarrow q_1 \\
C_1 : \{p \land \text{time} = t_0\} \ll S \gg \{q_1\}
\]

provided \text{req} and \text{exec} do not occur in \(C_1\) and \(q_1\).

The new axioms and rules, given in this section, have been proved sound in Appendix E.2.
Chapter 6

Concluding Remarks

This thesis contains formal frameworks to specify and verify real-time systems. To support hierarchical, structured, program derivation, all our proof systems are compositional. Hence the specification of a compound program can be inferred from specifications of its constituent parts without reference to the internal structure of those parts. Compositionality enables the verification of design steps during the process of program development. The main principles behind the formulation of a compositional proof system have been explained in Chapter 2. First, a denotational, and hence compositional, semantics for the programming language is formulated. Such a semantics must describe the behaviour of a program in any arbitrary environment, characterizing all potential computations. When a program is placed in a particular environment the semantic operators should select the corresponding computations. To formulate a compositional semantics, any influence of the environment on the behaviour of a program must be made explicit and often non-observable primitives have to be added. For instance, to describe the real-time communication behaviour of distributed programs, we introduce in Chapter 3 primitives to express when a process is waiting to communicate. The framework from Chapters 3 and 4, where we assume maximal parallelism, has been generalized in Chapter 5 to programs in which several processes may share a single processor and scheduling takes place on the basis of priorities. In the denotational semantics for such this language we use non-observable primitives to express when a statement is executing and when it is requesting processor-time with a certain priority.

To specify the real-time behaviour of a program $S$, we consider two types of correctness formulae: $S \text{ sat } \varphi$ where $\varphi$ is an assertion expressed in Metric Temporal Logic (MTL), and $C : \{p\} S \{q\}$ where $C$, $p$, and $q$ are expressed in a first-order assertion language with timing primitives. The basic framework can be found in Chapter 3 for a simple Occam-like real-time language. In Chapters 4 and 5 we have shown that this formalism can be extended to deal with program variables and shared processors.
6.1 Comparison

Comparing the two approaches, observe that MTL-assertions use a relative notion of time, that is, timing properties are specified relative to the start of a program. For instance, $S \text{ sat } \diamond_{=5} \text{comm}(c)$ expresses that 5 time units after the start of $S$ there is a communication along channel $c$. The first-order language from the Hoare-style approach allows references to absolute points of time, such as $\text{comm via c at 7}$ to express that a communication via channel $c$ takes place at time 7. In this formalism we can also specify properties relative to the starting time by using logical variables, for instance, $\text{comm via c at } (v + 5) : \{\text{time} = v\} S \{\text{comm via c at } (v + 5)\}$.

In general, MTL provides a concise notation to express real-time specifications. This is partly because we have defined our until operators such that they specify exactly the same type of intervals as have been used in the semantics. In Chapters 3 and 4, these until operators express properties of left-closed right-open intervals. In Chapter 5 the temporal operators have been strengthened to specify open intervals. Thus, a convenient specification of different types of time-intervals requires different modal operators. In the Hoare-style approach we use a more verbose assertion language which should be easy to understand with some knowledge from first-order logic. Since time-intervals are expressed explicitly in this assertion language, all types of intervals can be specified easily.

The correctness formulae $S \text{ sat } \varphi$, with a suitable version of MTL, have been shown to be convenient for a concise, compositional, axiomatization of a real-time programming language. Soundness of such an axiomatization can be proved rather easily due to the simple interpretation of $\text{sat}$-formulae. Also the proof of completeness is not very complicated, mainly because we have powerful chop operators to achieve expressibility of precise specifications. Observe, however, that we prove relative completeness, assuming that any valid MTL-formula can be derived. We do not provide any proof system for MTL, although reasoning in MTL can be difficult, especially with the chop operators. In the Hoare-style approach we use more structured correctness formulae with a less straightforward interpretation, and this complicates the soundness proofs of the proof systems. Since the assertion language does not contain any special operators, the completeness proof is rather complex. Once soundness and completeness have been established, however, the structure of the correctness formulae can be beneficially used for sequential reasoning. For instance, to prove a liveness property for an iteration construct we first formulate a real-time safety property which implies the desired property. Next this real-time safety specification can be proved by means of a suitable invariant for the body of the iteration. Experience with examples suggests the use of a combination of both approaches: the concise MTL-formulae are convenient for top-level specifications and to find a first outline of the design, whereas the Hoare-style formalism is very suitable to perform precise verification.
6.2 Related Work

Our programming language and its semantics are to a large extent influenced by the work presented in [KSR+88] where a denotational real-time semantics is given for the maximal parallelism model. In [HGR87] a fully abstract version of this semantics is developed. These semantic models are based on the linear history semantics of [FLP84]. This approach is extended to communicating shared resources by Gerber and Lee in [GL89]. Their language is related to our generalization of maximal parallelism from Chapter 5. They use two types of parallel composition: one for interleaving on a single resource and one for true concurrency. Priorities are statically assigned to input and output events. Their execution model, although not described explicitly, is different from ours since they do not assume autonomous link interfaces. Unlike our model, the semantic descriptions mentioned above use discrete time and prefix-closed sets of histories. To obtain a convenient compositional framework, we have avoided the choice of a smallest, indivisible, time unit and use a dense time domain. Furthermore, to interpret temporal logic formulae, our models only represent complete computations and not their prefixes.

An alternative, topological, approach can be found in [RR86] where the real-time behaviour of CSP programs is defined by means of complete metric spaces. Similar to the use of prefix-closed sets of histories, infinite behaviours are characterized by their finite approximations. Also process algebras have been adapted to describe and analyze the timing properties of concurrent processes. Baeten and Bergstra [BB90] have incorporated real-time aspects in the process algebra of [BK84] by adding time stamps to atomic actions. In the process algebra of [NRSV90] delay constructs are introduced and the progress of time is modelled by a distinguished time action. Milner's CCS [Mil89] is extended in [MT90, Yi90] with explicit time. To obtain a calculus for shared resources, in [GL90] a priority-based process algebra is presented. The computation model is defined by an operational semantics in which priorities are not taken into account but incorporated afterwards by means of an equivalence. A global, discrete, notion of time is obtained by assuming that all actions take one time unit. The paper [JG88] contains ideas for a general semantic model to represent the execution of concurrent programs with limited resources. A semantic framework to describe the access of asynchronous modules to resources such as channels and variables can be found in [RG90]. In that paper components are timed with respect to separate clocks, and these local clocks are related at parallel composition by a timing relation.

Concerning the specification and verification of real-time systems, there is an early paper of Haase [Haa81] in which time is introduced by a special variable in the weakest precondition calculus. Bernstein [Ber87] discusses several ways of modelling message passing with time-out in the, non-compositional, framework of [LG81]. Zwarico and Lee [ZL85] have adapted Hoare's trace model [Hoa85] to real-time. In [JM86] a real-
time logic to analyze safety properties is defined based on a function which assigns a time value to each occurrence of an event. Real-time properties of sliding window protocols are verified by Shankar and Lam in [SL87] using special state variables, called timers, to measure the passage of time. The compositional proof system from [DS89, Sch90] for Timed CSP supports semantic reasoning in the framework of Reed and Roscoe [RR86]. Furthermore, Schneider [Sch90] defines a notion of time-wise refinement to transfer properties of non-timed CSP programs to their timed version, thus exploiting the hierarchy of timed and untimed models from [Ree89]. In interval temporal logic [SMSV83] formulae are interpreted over intervals of time that are defined by event-expressions. To include real-time in this logic, in [MS87] it is allowed to define events by real-time offsets from other events.

Non-compositional proof methods, based on [MP82], can be found in [Har88, Ost89]. They express real-time properties in Explicit Clock Temporal Logic and give decision procedures for this logic. Logics for reasoning about real-time systems are classified in [AH90] according to their complexity and expressiveness. A tableau-based decision procedure is given for a version of metric temporal logic. To obtain decidability a discrete time domain is used. Moreover, a decidable version of the explicit clock approach is considered (called TPTL) in which there are special variables to represent values of a global clock and a “freezing” quantification that binds a variable to the value of the clock at a certain state. In [HLP90] a decision procedure and a model checking algorithm are given for a suitably restricted version of Explicit Clock Temporal Logic.

The expressibility of this logic is shown to be incomparable with TPTL. Similar to the extension of linear time temporal logic to MTL, branching time temporal logic, also called Computation Tree Logic (CTL), is extended to real-time by adding time bounds to the modal operators. See, for instance, [EMSS89] where algorithms for model checking and satisfiability analysis are presented for a logic with discrete time.

It is shown in [ACD90] that the model checking results can be extended to CTL over a dense time domain. Finally, the logic defined in [HJ89] extends CTL with discrete time and probabilities.

6.3 Future Work

In this thesis we formulate a basic theory to describe the real-time properties of a restricted programming language. Preliminary studies indicate that our framework can be adapted to various extensions of the programming language. For instance, in Occam the value of a physical clock can be assigned to a variable \( x \) by an input statement \( \text{clock?} x \). Since this \( \text{clock} \)-input is different from other communication statements (there is no waiting period and a \( \text{clock} \) channel might be connected to several processes), we would represent this construct by an assignment \( x := \text{clock} \). To describe the behaviour of this statement the value of the physical clock must be related to our
global, conceptual, notion of time. Assuming that each processor has its own local clock, this leads to a relation between the local clock and the global clock for each processor. The formalism can also be adapted to asynchronous communication, where an output statement need not wait for a partner and immediately sends its message. Then only one primitive is required to record that a process is waiting to communicate, but two primitives are used to express communication: one for output and one for input. Then the communication mechanism is specified by a relation between these input and output events. There are several possibilities for this relation, depending on the length of the buffers between input and output, and on the actions taken when a finite buffer is full.

Currently, we are investigating how the theory developed here can be extended to fault-tolerant programming. Therefore the semantics is adapted such that it incorporates the occurrence of failures during program execution. Furthermore, the specification language should include a primitive to express that there is a failure in the execution of a particular process at a certain point of time. The adapted semantics allows arbitrary failures, and hence any assumption about the occurrences of failures must be made explicit in the specification.

We have considered two approaches that use different correctness formulae as well as different assertion languages. It is interesting to compare these approaches with a formalism that uses correctness formulae of the form $S \text{ sat } p$ where $p$ is an assertion from the language used in our extended Hoare triples. A similar framework has been used in [HRdR90] to formulate a compositional axiomatization for the graphical language Statecharts. Another interesting alternative is to use a version of Explicit Clock Temporal Logic instead of MTL. A preliminary study in this direction can be found in [HKZ91].

In the $C : \{p\} S \{q\}$ formalism, assumptions about the environment of $S$ can be made by means of implications inside $C$ and $q$. Such assumptions can be expressed more explicitly by adding a fourth assertion, called assumption, to the specification. The main idea is that suitable assumptions about the environment reduce the immense number of possible computations of complex real-time systems. Although not dealing with real-time, Misra and Chandy [MC81] have used the advantages of assumptions in the hierarchical design and verification of distributed processes with message passing. In [ZREB84] these ideas have been formalized, resulting in a compositional proof system for assumption/commitment based specifications. In [Hoo87,HdR90a,Hoo90] we have already indicated that using such an assumption can be very convenient for the specification and verification of real-time systems. Although the theoretical foundations of such a formalism are rather complicated, future work should lead to a convenient proof system in which the underlying interpretation is hidden for the user.

Finally, our uniprocessor model from Chapter 5, in which several processes may share a single processor, requires further research. We intend to formalize our execution
model by an operational semantics which should be equivalent to our denotational semantics. In our computational model communications are performed by separate link interfaces, and atomic statements cannot be interrupted. Future research should indicate whether our framework can be adapted to allow variations of these assumptions.
Appendix A

Proofs of Lemmas in Chapter 3

Proof of Lemma 3.2.9

Let $F$ be a function on sets of models defined by $F(X) = SEQ(M(G), X)$. We prove $M(*G) \neq \emptyset$ and $F(M(*G)) = M(*G)$. Note that this implies $M(*G) = M(G; *G) = SEQ(M(G), M(*G))$. In the proof we use sets of models $Y_1$ and $Y_2$, given by

$Y_1 = \{ \sigma |$ there exists a $k \in IN, k \geq 1$ and models $\sigma_1, \ldots, \sigma_k$ such that

$\sigma = \sigma_1 \cdot \sigma_k$, with $\sigma_i \in M(G), \text{ for } i \in \{1, \ldots, k\}$,

$|\sigma_i| < \infty$, for $i \in \{1, \ldots, k - 1\}$, and $|\sigma_k| = \infty$, and

$Y_2 = \{ \sigma |$ there exists an infinite sequence of models $\sigma_1, \sigma_2, \ldots$ such that

$\sigma = \sigma_1 \sigma_2 \ldots$, with $\sigma_i \in M(G)$ and $|\sigma_i| < \infty$, for $i \geq 1$\}.

Then, by definition, $M(*G) = Y_1 \cup Y_2$. First we prove that $M(*G) \neq \emptyset$. Observe that $M(G) \neq \emptyset$. Let $\sigma \in M(G)$. If $|\sigma| < \infty$ then $\sigma \sigma \ldots \in Y_2$. If $|\sigma| = \infty$ then $\sigma \in Y_1$.

Next we show that $F(M(*G)) = M(*G)$ by proving $M(*G) \subseteq F(M(*G))$ and $F(M(*G)) \subseteq M(*G)$.

To prove $M(*G) \subseteq F(M(*G))$, consider $\sigma \in M(*G)$.

- If $\sigma \in Y_1$, then $\sigma = \sigma_1 \ldots \sigma_k$.
  
  - If $k = 1$ then $\sigma \in M(G)$ and $|\sigma| = \infty$, thus $\sigma \in SEQ(M(G), M(*G)) = F(M(*G))$.
  
  - If $k > 1$ then $\sigma_1 \ldots \sigma_k \in Y_1 \subseteq M(*G), \sigma_1 \in M(G)$ and $|\sigma| < \infty$, thus
  
  $\sigma = \sigma_1 \sigma_2 \ldots \in SEQ(M(G), M(*G)) = F(M(*G))$.

- If $\sigma \in Y_2$ then $\sigma_2 \sigma_3 \ldots \in Y_2 \subseteq M(*G), \sigma_1 \in M(G)$ and $|\sigma| < \infty$, thus

  $\sigma = \sigma_1 \sigma_2 \sigma_3 \ldots \in SEQ(M(G), M(*G)) = F(M(*G))$.

To prove $F(M(*G)) \subseteq M(*G)$, consider $\sigma \in F(M(*G))$. Then $\sigma$ is well-formed and $\sigma \in SEQ(M(G), M(*G))$. Thus, either

- $\sigma \in M(G)$ and $|\sigma| = \infty$, and thus $\sigma \in Y_1 \subseteq M(*G)$, or

- $\sigma = \sigma_1 \sigma_2$ with $\sigma_1 \in M(G), |\sigma_1| < \infty$, and $\sigma_2 \in M(*G)$. Then $\sigma_1 \sigma_2 \in M(*G)$.  
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Proof of Lemma 3.2.10

Consider \( G \equiv [\mathcal{M}_t]_t \rightarrow S_t[\text{delay } d \rightarrow S] \). We prove that the function \( F(X) = SEQ(\mathcal{M}(G), X) \) has at most one non-empty fixed point. Define for a set of models \( X \) the restriction of \( X \) to time \( \tau \), denoted \( X \downarrow \tau \), as \( X \downarrow \tau = \{ \sigma \downarrow \tau \mid \sigma \in X \} \). Assume there are sets \( X_1 \) and \( X_2 \) with \( X_1 \neq \emptyset \), \( X_2 \neq \emptyset \), \( F(X_1) = X_1 \), and \( F(X_2) = X_2 \). Define a constant \( K = \min(K_c, d) \). Then \( K > 0 \) and if \( \sigma \in \mathcal{M}(G) \) then \( |\sigma| \geq K \). We prove for all \( n \in \mathbb{N} \) and for all \( \tau \leq n \times K \) that \( X_1 \downarrow \tau = X_2 \downarrow \tau \). The proof proceeds by induction on \( n \).

- For \( n = 0 \), observe that \( X_1 \downarrow 0 = X_2 \downarrow 0 \).

- Assume the statement above holds for \( n \). We prove that \( X_1 \downarrow \tau = X_2 \downarrow \tau \), for all \( \tau \leq (n+1) \times K \). Consider \( \tau \leq (n+1) \times K \). Since \( X_1 \) is a fixed point, \( X_1 \downarrow \tau = F(X_1) \downarrow \tau = SEQ(\mathcal{M}(G), X_1) \downarrow \tau \). Using \( X_1 \neq \emptyset \), this implies
  \[
  X_1 \downarrow \tau = \{ \sigma \downarrow \tau \mid \sigma \in \mathcal{M}(G), |\sigma| \geq \tau \}
  \cup \{ \sigma_1 \sigma_2 \mid \sigma_1 \in \mathcal{M}(G), |\sigma_1| < \tau, \sigma_2 \in X_1 \downarrow (\tau - |\sigma_1|) \}.
  \]

Recall that if \( \sigma_1 \in \mathcal{M}(G) \) then \( |\sigma_1| \geq K \). Hence \( \tau - |\sigma_1| \leq \tau - K \). Thus \( \tau \leq (n+1) \times K \) leads to \( \tau - |\sigma_1| \leq (n+1) \times K - K \), and thus \( \tau - |\sigma_1| \leq n \times K \). By the induction hypothesis we obtain \( X_1 \downarrow (\tau - |\sigma_1|) = X_2 \downarrow (\tau - |\sigma_1|) \), and hence

\[
X_1 \downarrow \tau = \{ \sigma \downarrow \tau \mid \sigma \in \mathcal{M}(G), |\sigma| \geq \tau \}
\cup \{ \sigma_1 \sigma_2 \mid \sigma_1 \in \mathcal{M}(G), |\sigma_1| < \tau, \sigma_2 \in X_1 \downarrow (\tau - |\sigma_1|) \} =
\{ \sigma \downarrow \tau \mid \sigma \in \mathcal{M}(G), |\sigma| \geq \tau \}
\cup \{ \sigma_1 \sigma_2 \mid \sigma_1 \in \mathcal{M}(G), |\sigma_1| < \tau, \sigma_2 \in X_2 \downarrow (\tau - |\sigma_1|) \} = X_2 \downarrow \tau
\]

Finally, observe that if for all \( n \in \mathbb{N} \) and for all \( \tau \leq n \times K : X_1 \downarrow \tau = X_2 \downarrow \tau \) then, using \( K > 0 \), \( X_1 = X_2 \).

Proof of Lemma 3.2.12

We prove that parallel composition is commutative and associative, that is, \( \mathcal{M}(S_1 || S_2) = \mathcal{M}(S_2 || S_1) \), and \( \mathcal{M}((S_1 || S_2) || S_3) = \mathcal{M}(S_1 || (S_2 || S_3)) \). Commutativity follows easily from the definition, since \( \text{max} \) is commutative and the other clauses are symmetric. In the proof of associativity we use the following lemma which follows easily from the definitions.

Lemma A.0.1 For all models \( \sigma, \sigma_1, \sigma_2 \), for all \( cset, cset_1, cset_2 \subseteq DCHAN \), and for all \( \tau \in \text{TIME} \),

1. \([\sigma]_{cset_1} |_{cset_2} = [\sigma]_{cset_1 \cap cset_2} \)

2. \( dch([\sigma]_{cset}) \subseteq cset \)

3. \([\sigma]_{cset_1 \cup cset_2}(\tau) = [\sigma]_{cset_1}(\tau) \cup [\sigma]_{cset_2}(\tau) \).
To prove associativity, consider \( \sigma \in \mathcal{M}((S_1 || S_2)||S_3) \).

Then \( dch(\sigma) \subseteq dch(S_1 || S_2) \cup dch(S_3) \), and thus

\[
dch(\sigma) \subseteq dch(S_1) \cup dch(S_2) \cup dch(S_3) \tag{A.1}
\]

Furthermore, there exist \( \sigma_{12} \) and \( \sigma_3 \) such that

\[
\sigma_{12} \in \mathcal{M}(S_1 || S_2) \tag{A.2}
\]

\[
\sigma_3 \in \mathcal{M}(S_3) \tag{A.3}
\]

\[
[\sigma]_{dch(S_1) \cup dch(S_2)}(\tau) = \begin{cases} 
\sigma_{12}(\tau) & \text{for all } \tau < |\sigma_{12}| \\
\emptyset & \text{for all } \tau, |\sigma_{12}| \leq \tau < |\sigma|
\end{cases} \tag{A.4}
\]

\[
[\sigma]_{dch(S_3)}(\tau) = \begin{cases} 
\sigma_3(\tau) & \text{for all } \tau < |\sigma_3| \\
\emptyset & \text{for all } \tau, |\sigma_3| \leq \tau < |\sigma|
\end{cases} \tag{A.5}
\]

\[
|\sigma| = \max(|\sigma_{12}|, |\sigma_3|) \tag{A.6}
\]

\[
c \notin \sigma(\tau) \lor c \notin \sigma(\tau), \text{ for all } \tau < |\sigma| \tag{A.7}
\]

From (A.2) we obtain that there exist \( \sigma_1 \) and \( \sigma_2 \) such that

\[
\sigma_1 \in \mathcal{M}(S_1) \tag{A.8}
\]

\[
\sigma_2 \in \mathcal{M}(S_2) \tag{A.9}
\]

and, for \( i \in \{1, 2\} \),

\[
[\sigma]_{dch(S_i)}(\tau) = \begin{cases} 
\sigma_i(\tau) & \text{for all } \tau < |\sigma_i| \\
\emptyset & \text{for all } \tau, |\sigma_i| \leq \tau < |\sigma|
\end{cases} \tag{A.10}
\]

Further, \( |\sigma_{12}| = \max(|\sigma_1|, |\sigma_2|) \), and thus, by (A.6) and associativity of \( \max \),

\[
|\sigma| = \max(|\sigma_1|, |\sigma_2|, |\sigma_3|) \tag{A.11}
\]

Let \( i \in \{1, 2\} \). From Lemma A.0.1 (point 1), \( [\sigma]_{dch(S_i)}(\tau) = [[\sigma]_{dch(S_1) \cup dch(S_2)}]_{dch(S_i)}(\tau) \).

Then, by (A.4), \( [\sigma]_{dch(S_1)}(\tau) = \begin{cases} 
[\sigma_{12}]_{dch(S_1)}(\tau) & \text{for all } \tau < |\sigma_{12}| \\
\emptyset & \text{for all } \tau, |\sigma_{12}| \leq \tau < |\sigma|
\end{cases} \)

Thus, using (A.10) and (A.5), for \( i \in \{1, 2, 3\} \),

\[
[\sigma]_{dch(S_i)}(\tau) = \begin{cases} 
\sigma_i(\tau) & \text{for all } \tau < |\sigma_i| \\
\emptyset & \text{for all } \tau, |\sigma_i| \leq \tau < |\sigma|
\end{cases} \tag{A.12}
\]

From (A.1), by Lemma 3.2.5, \( \sigma = [\sigma]_{dch(S_1) \cup dch(S_2) \cup dch(S_3)} \).

From (A.7) we obtain, for all \( \tau < |\sigma| \),

\[
c \notin [\sigma]_{dch(S_1) \cup dch(S_2) \cup dch(S_3)}(\tau) \lor c \notin [\sigma]_{dch(S_1) \cup dch(S_2) \cup dch(S_3)}(\tau) \tag{A.13}
\]
Next, let $\sigma_{23}$ be such that

$$\sigma_{23}(\tau) = \begin{cases} [\sigma]_{dch(S_2) \cup dch(S_3)}(\tau) & \text{for all } \tau < |\sigma_{23}| \\ \emptyset & \text{for all } \tau, |\sigma_{23}| \leq \tau < |\sigma| \end{cases}$$  \hfill (A.14)

Then, clearly,

$$dch(\sigma_{23}) \subseteq dch(S_2) \cup dch(S_3)$$  \hfill (A.16)

By (A.13), $c \not\in [\sigma]_{dch(S_2) \cup dch(S_3)}(\tau) \lor c \not\in [\sigma]_{dch(S_2) \cup dch(S_3)}(\tau)$, for all $\tau < |\sigma|$. Since $|\sigma_{23}| \leq |\sigma|$, this leads by (A.15) to

$$c \not\in \sigma_{23}(\tau) \lor c \not\in \sigma_{23}(\tau), \text{ for all } \tau < |\sigma_{23}|$$  \hfill (A.17)

Let $i \in \{2, 3\}$. For $\tau < |\sigma_{23}|$, by (A.15),

$$\sigma_{23}dch(S_i)(\tau) = [\sigma]_{dch(S_i)}dch(S_i)(\tau), \text{ and thus by Lemma A.0.1 (point 1),}$$

$$\sigma_{23}dch(S_i)(\tau) = [\sigma]_{dch(S_i)}(\tau). \text{ Hence, using (A.12) and } |\sigma_{23}| \leq |\sigma|,$$

$$\sigma_{23}dch(S_i)(\tau) = \begin{cases} \sigma_i(\tau) & \text{for all } \tau < |\sigma_i| \\ \emptyset & \text{for all } \tau, |\sigma_i| \leq \tau < |\sigma_{23}| \end{cases}$$

Together with (A.16), (A.9), (A.3), (A.14), and (A.17) this leads to

$$\sigma_{23} \in M(S_2||S_3)$$  \hfill (A.18)

Finally, we show that $\sigma \in M(S_1||S_2||S_3))$. Therefore, observe that from (A.11), by associativity of $\max$,

$$|\sigma| = \max(|\sigma_1|, \max(|\sigma_2|, |\sigma_3|))$$  \hfill (A.19)

Then, from (A.12), $[\sigma]_{dch(S_i)}(\tau) = \begin{cases} \sigma_i(\tau) & \text{for all } \tau < |\sigma_i| \\ \emptyset & \text{for all } \tau, |\sigma_i| \leq \tau < |\sigma| \end{cases}$

By (A.15), for all $\tau < |\sigma_{23}|$, $[\sigma]_{dch(S_2) \cup dch(S_3)}(\tau) = \sigma_{23}(\tau)$. From (A.12), Lemma A.0.1 (point 3), and (A.14), for all $\tau, |\sigma_{23}| \leq \tau < |\sigma|$, $[\sigma]_{dch(S_2) \cup dch(S_3)}(\tau) = \emptyset$. Together with (A.1), (A.8), (A.18), (A.19), and (A.7) this leads to $\sigma \in M(S_1||S_2||S_3))$.

Proof of Lemma 3.2.14

We show that for any program $S$, $M(S) \neq \emptyset$ and that for any $\sigma \in M(S)$:

1. $dch(\sigma) \subseteq dch(S)$, and

2. $\sigma$ is well-formed.

The proof of $M(S) \neq \emptyset$ follows directly, by induction on the structure of $S$, from the definition of the semantics. The other two points of this lemma are proved by induction on the structure of $S$. Consider any $\sigma \in M(S)$. We give the most interesting cases.
• If $S \equiv \text{delay } d$ then, by the definition of $M(\text{delay } d)$, $dch(\sigma) = \emptyset = dch(\text{delay } d)$. Since, for all $\tau < |\sigma|$, $\sigma(\tau) = \emptyset$, $\sigma$ is well-formed.

• Consider a guarded command $G \equiv [\lceil \prod_{i=1}^{\alpha} e_i \rceil \rightarrow S_i] \text{ delay } d \rightarrow S$. Then either $\sigma = \sigma_1\sigma_2\sigma_3$ with $\sigma_1 \in \text{LimitedWait}(G)$, $\sigma_2 \in \text{Comm}(e_k)$, $\sigma_3 \in M(S_k)$, for some $k \in \{1, \ldots, n\}$, or $\sigma = \sigma_4\sigma_5$ with $\sigma_4 \in \text{TimeOut}(G)$, $\sigma_5 \in M(S)$. Further, note that $dch(G) = \bigcup_{\tau=1}^{\alpha} dch(\tau) \cup \bigcup_{\tau=1}^{\alpha} dch(S_i)$.

1. Using the induction hypothesis, $dch(\sigma) \subseteq (dch(\sigma_1) \cup dch(\sigma_2) \cup dch(\sigma_3) \cup dch(\sigma_4) \cup dch(S_1)) \subseteq (\lceil e_i \rceil_{1 \leq i \leq n} \cup \lfloor e_i \rfloor_{1 \leq i \leq n} \cup \bigcup_{\tau=1}^{\alpha} dch(S_i) \cup dch(S)) \subseteq (\bigcup_{\tau=1}^{\alpha} dch(\tau) \cup \bigcup_{\tau=1}^{\alpha} dch(S_i) \cup dch(S)) = dch(G)$.

2. By the induction hypothesis, $\sigma_3$ and $\sigma_5$ are well-formed. From $dch(\sigma_1) \subseteq \{e_i\}_{1 \leq i \leq n}$, $dch(\sigma_2) \subseteq \{e_i\}_{1 \leq i \leq n}$, and $dch(\sigma_4) \subseteq \{e_i\}_{1 \leq i \leq n}$, we obtain that $\sigma_1$, $\sigma_2$, and $\sigma_5$ are well-formed. Hence $\sigma = \sigma_1\sigma_2\sigma_3$ and $\sigma = \sigma_4\sigma_5$ are well-formed.

• Consider $S \equiv S_1 S_2$. By Corollary 3.2.11, $\sigma = \sigma_1\sigma_2 \cdots$ with $\sigma_i \in M(G)$, for $i \geq 1$. Then by the induction hypothesis, $dch(\sigma_i) \subseteq dch(G)$ and $\sigma_i$ well-formed, for $i \geq 1$. Hence $dch(\sigma) = dch(\sigma_1) \cup dch(\sigma_2) \cup \cdots \cup dch(G) = dch(S_1 S_2)$, and $\sigma$ is well-formed.

• For $S \equiv S_1 \parallel S_2$, note that $dch(\sigma) \subseteq dch(S_1 \parallel S_2)$ is explicitly mentioned in the definition of the semantics. We prove that $\sigma$ is well-formed. The minimal waiting requirement follows directly from the definition. It remains to prove exclusion; for all $\tau < |\sigma|$, $-c \in \sigma(\tau) \land c \in \sigma(\tau)$ and $-c \in \sigma(\tau) \land c \in \sigma(\tau)$.

Consider $\tau < |\sigma|$. Assume $c \in \sigma(\tau)$. We prove that $c \notin \sigma(\tau) \land c \notin \sigma(\tau)$.

Note that $c \in dch(\sigma) \subseteq dch(S_1) \cup dch(S_2)$. Suppose $c \in dch(S_1)$. ($c \in dch(S_2)$ is similarly proved.) Then $c \in [\sigma]_{dch(S_1)}(\tau)$.

From the definition of the semantics, for $i \in \{1, 2\}$, there exist $\sigma_i \in M(S_i)$ such that $[\sigma]_{dch(S_i)}(\tau) = \{\sigma_i(\tau) \mid \forall \tau < |\sigma_i|\}$

Thus $c \in \sigma_1(\tau)$. Since, by the induction hypothesis, $\sigma_1$ is well-formed, we obtain $c \notin \sigma_1(\tau) \lor c \notin \sigma_1(\tau)$ (A.20)

Next we prove $c \notin \sigma_2(\tau) \lor c \notin \sigma_2(\tau)$ (A.21)

- If $c \notin dch(S_2)$ then first observe that $c \in dch(S_2)$ iff $c \in dch(S_2)$ or $c \in dch(S_2)$, and thus $dch(S_2) \cap \{c, c!, c?\} = \emptyset$. Since by the induction hypothesis, $dch(\sigma_2) \subseteq dch(S_2)$, we obtain $dch(\sigma_2) \cap \{c, c!, c?\} = \emptyset$. Hence (A.21) holds.

- If $c \in dch(S_2)$ then, using $c \in \sigma(\tau)$, $c \in [\sigma]_{dch(S_2)}(\tau)$. Hence $c \in \sigma_2(\tau)$, and thus (A.21) holds, since, by the induction hypothesis, $\sigma_2$ is well-formed.
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Finally, observe that if \( c! \in \sigma(\tau) \) and \( c! \in \text{dch}(S_1) \) then \( c! \in [\sigma]_{\text{dch}(S_1)}(\tau) \), and thus \( c! \in \sigma_1(\tau) \). Similarly, if \( c! \in \sigma(\tau) \) and \( c! \in \text{dch}(S_2) \) then \( c! \in \sigma_2(\tau) \). Since \( c! \in \sigma(\tau) \) implies \( c! \in \text{dch}(\sigma) \subseteq \text{dch}(S_1) \cup \text{dch}(S_2) \), \( c! \in \sigma(\tau) \) leads to \( c! \in (\sigma_1(\tau) \cup \sigma_2(\tau)) \). Similarly, \( c? \in \sigma(\tau) \) implies \( c? \in (\sigma_1(\tau) \cup \sigma_2(\tau)) \). Hence (A.20) and (A.21) lead to \( c! \notin \sigma(\tau) \land c? \notin \sigma(\tau) \).

Proof of Lemma 3.3.4

We prove that \( \{ \varphi \mid S_1 \text{ sat } \varphi \} = \{ \varphi \mid S_2 \text{ sat } \varphi \} \) iff \( M(S_1) = M(S_2) \).

Note that if \( M(S_1) = M(S_2) \) then clearly \( \{ \varphi \mid S_1 \text{ sat } \varphi \} = \{ \varphi \mid S_2 \text{ sat } \varphi \} \). It remains to prove that \( \{ \varphi \mid S_1 \text{ sat } \varphi \} = \{ \varphi \mid S_2 \text{ sat } \varphi \} \) implies \( M(S_1) = M(S_2) \).

By Lemma 3.3.22 we can derive \( S_i \text{ sat } \psi_i \), where \( \psi_i \) is precise for \( S_i \), \( i \in \{1, 2\} \).

First we give the main steps of the proof, justifying these steps later.

\[
\{ \varphi \mid S_1 \text{ sat } \varphi \text{ is valid } \} = \{ \varphi \mid S_2 \text{ sat } \varphi \text{ is valid } \}
\]
which implies

1. \( \{ \varphi \mid S_1 \text{ sat } \varphi \} = \{ \varphi \mid S_2 \text{ sat } \varphi \} \)

2. \( \{ \varphi \mid S_1 \text{ sat } \varphi \} = \{ \varphi \mid S_2 \text{ sat } \varphi \} \)

3. \( \{ \varphi \mid S_1 \text{ sat } \varphi \} = \{ \varphi \mid S_2 \text{ sat } \varphi \} \)

4. \( \{ \varphi \mid S_1 \text{ sat } \varphi \} = \{ \varphi \mid S_2 \text{ sat } \varphi \} \)

5. \( \{ \varphi \mid S_1 \text{ sat } \varphi \} = \{ \varphi \mid S_2 \text{ sat } \varphi \} \)

6. \( \{ \varphi \mid S_1 \text{ sat } \varphi \} = \{ \varphi \mid S_2 \text{ sat } \varphi \} \)

7. \( \{ \varphi \mid S_1 \text{ sat } \varphi \} = \{ \varphi \mid S_2 \text{ sat } \varphi \} \)

8. \( \{ \varphi \mid S_1 \text{ sat } \varphi \} = \{ \varphi \mid S_2 \text{ sat } \varphi \} \)

9. \( M(S_1) = M(S_2) \).

Each step is justified as follows. Let \( i \in \{1, 2\} \).
1. If \( S; \) sat \( \varphi \) is valid, then by Lemma 3.3.24,
\[
\psi_i \land W F_{dch(\psi_i)} \land (\text{noact}(dch(\varphi) - dch(\psi_i)) \cup \text{done}) \rightarrow \varphi \text{ is valid.}
\]
2. Since \( \models [\psi_i \land W F_{dch(\psi_i)} \land (\text{noact}(dch(\varphi) - dch(\psi_i)) \cup \text{done})] \rightarrow [\psi_i \land W F_{dch(\psi_i)} \land (\text{noact}(dch(\varphi) - dch(\psi_i)) \cup \text{done})] \), we obtain \( \models [\psi_2 \land W F_{dch(\psi_2)} \land (\text{noact}(dch(\varphi) - dch(\psi_2)) \cup \text{done})] \). Similarly, \( \models [\psi_1 \land W F_{dch(\psi_1)} \land (\text{noact}(dch(\varphi) - dch(\psi_1)) \cup \text{done})] \rightarrow [\psi_2 \land W F_{dch(\psi_2)} \land (\text{noact}(dch(\varphi) - dch(\psi_2)) \cup \text{done})] \).
3. By the definition of validity of assertions.
4. Since \( \text{dch}(\psi_i \land W F_{dch(\psi_i)} \land (\text{noact}(dch(\varphi) - dch(\psi_i)) \cup \text{done}) \subseteq \text{dch}(\psi_i) \cup \text{dch}(\varphi) \), we can use Lemma 3.3.19.
5. Consider \( \varphi \) such that \( \text{dch}(\varphi) \subseteq \text{dch}(\psi_1) \cup \text{dch}(\varphi_2) \).
6. By Lemma 3.3.19.
7. Using the correspondence between \( W F \) and well-formedness as expressed by Lemma 3.3.23.
8. By preciseness of \( \psi_i \) for \( S; \), \( \text{dch}(\varphi) \subseteq \text{dch}(\psi_i) \).
9. From preciseness of \( \psi_i \) for \( S; \).

**Proof of Lemma 3.3.19**

Consider any \( \text{cset} \subseteq DCHAN \) and MTL assertion \( \varphi \). We prove that if \( \text{dch}(\varphi) \subseteq \text{cset} \) then, for all \( \sigma, \sigma \models \varphi \) iff \( [\sigma]_{\text{cset}} \models \varphi \).

The proof is given by induction on the structure of \( \varphi \).

- If \( \varphi \equiv \text{comm}(c) \) then \( \{c\} = \text{dch}(\varphi) \subseteq \text{cset} \), and thus \( c \in \text{cset} \). Then, \( \sigma \models \text{comm}(c) \) iff \( |\sigma| > 0 \) and \( c \in \sigma(0) \) iff \( 0 < |\sigma| = |[\sigma]_{\text{cset}}| \) and \( c \in \sigma(0) \cap \text{cset} \) iff \( |[\sigma]_{\text{cset}}| > 0 \) and \( c \in [\sigma]_{\text{cset}}(0) \) iff \( [\sigma]_{\text{cset}} \models \text{comm}(c) \).

- If \( \varphi \equiv \text{wait}(c!) \) then \( \{c!\} = \text{dch}(\varphi) \subseteq \text{cset} \), and thus \( c! \in \text{cset} \). Then, \( \sigma \models \text{wait}(c!) \) iff \( |\sigma| > 0 \) and \( c! \in \sigma(0) \) iff \( 0 < |\sigma| = |[\sigma]_{\text{cset}}| \) and \( c! \in \sigma(0) \) iff \( \tau < |[\sigma]_{\text{cset}}| \) and \( c! \in [\sigma]_{\text{cset}}(0) \) iff \( [\sigma]_{\text{cset}} \models \text{wait}(c!) \).

- Similarly, for \( \varphi \equiv \text{wait}(c?) \).

- \( \sigma \models \text{done} \) iff \( |\sigma| = 0 \) iff \( |[\sigma]_{\text{cset}}| = 0 \) iff \( [\sigma]_{\text{cset}} \models \text{done} \).

- Consider \( \varphi \equiv \varphi_1 \lor \varphi_2 \). Then, for \( i \in \{1, 2\} \), \( \text{dch}(\varphi_i) \subseteq \text{dch}(\varphi_1) \cup \text{dch}(\varphi_2) \), \( \text{dch}(\varphi) \subseteq \text{cset} \). Hence, \( \sigma \models \varphi_1 \lor \varphi_2 \) iff \( \sigma \models \varphi_1 \) or \( \sigma \models \varphi_2 \) iff, using the induction hypothesis, \( [\sigma]_{\text{cset}} \models \varphi_1 \) or \( [\sigma]_{\text{cset}} \models \varphi_2 \) iff \( [\sigma]_{\text{cset}} \models \varphi_1 \lor \varphi_2 \).

- Similarly, for \( \varphi_1 \cup \varphi_2 \) and \( \varphi_1 \cap \varphi_2 \).

- If \( \varphi \equiv \neg \varphi_0 \) then \( \text{dch}(\varphi_0) = \text{dch}(\neg \varphi_0) = \text{dch}(\varphi) \subseteq \text{cset} \). Thus, \( \sigma \models \neg \varphi_0 \) iff \( \sigma \not\models \varphi_0 \) iff, by the induction hypothesis, \( [\sigma]_{\text{cset}} \not\models \varphi_0 \) iff \( [\sigma]_{\text{cset}} \models \neg \varphi_0 \).
Consider $\varphi \equiv \varphi_1 \land \varphi_2$. Then, for $i \in \{1,2\}$, $dch(\varphi_i) \subseteq dch(\varphi_1) \cup dch(\varphi_2) = dch(\varphi) \subseteq cset$. Hence, $[\sigma]_{cset} = \varphi_1 \land \varphi_2$ iff there exist models $\sigma_1$ and $\sigma_2$ such that $\sigma = \sigma_1 \land \sigma_2$, $\sigma_1 \models \varphi_1$, and $\sigma_2 \models \varphi_2$.

iff, using the induction hypothesis,

there exist models $\sigma_1$ and $\sigma_2$ such that $\sigma = \sigma_1 \land \sigma_2$, $[\sigma]_{cset} \models \varphi_1$, and $[\sigma]_{cset} \models \varphi_2$ iff (*) (this step is justified below).

there exist models $\sigma_3$ and $\sigma_4$ such that $[\sigma]_{cset} = \sigma_3 \land \sigma_4$, $\sigma_3 \models \varphi_1$, and $\sigma_4 \models \varphi_2$.

Step (*) is proved as follows:

only if Consider $\sigma_3 = [\sigma_1]_{cset}$ and $\sigma_4 = [\sigma_2]_{cset}$.

Then $[\sigma]_{cset} = [\sigma_1 \land \sigma_2]_{cset} = [\sigma_1]_{cset} \land [\sigma_2]_{cset} = \sigma_3 \land \sigma_4$.

if Given $\sigma_3$ and $\sigma_4$, define $\sigma_1$ and $\sigma_2$ as follows:

$\sigma_1 = \downarrow \downarrow \sigma_3$, $\sigma_2 = \uparrow \downarrow \sigma_3$. Then $\sigma = \sigma_1 \land \sigma_2$. Since $|\sigma_3| = |[\sigma]_{cset}| = |\sigma|$, we have $|\sigma_1| = |\sigma_3|$, and hence, by $|\sigma_1| + |\sigma_2| = |\sigma| = |[\sigma]_{cset}| = |\sigma_3| + |\sigma_4|$, also $|\sigma_2| = |\sigma_4|$. Using $[\sigma_1 \land \sigma_2]_{cset} = [\sigma]_{cset} = \sigma_3 \land \sigma_4$ this leads to $[\sigma]_{cset} = \sigma_3$ and $[\sigma]_{cset} = \sigma_4$.

Similarly, for $\varphi \equiv C^\infty \varphi_1$.

**Proof of Lemma 3.3.23**

We prove that if $dch(\sigma) \subseteq cset$ and $\gamma \models W_{cset}$ then $\gamma$ is well-formed.

Assume $\gamma \models W_{cset}$. Then $\gamma \models \Box (MaxPar_{cset} \land \text{Exclusion}_{cset})$, and thus $\gamma \models (MaxPar_{cset} \land \text{Exclusion}_{cset}) \cup \text{done}$. Hence, for all $\tau < |\gamma|$,.

1. $\gamma \uparrow \tau \models \neg(\text{wait}(c!) \land \text{wait}(c?))$, for all $\{c?, c!\} \subseteq cset$;

2. $\gamma \uparrow \tau \models \neg(\text{comm}(c) \land \text{wait}(c!))$, for all $\{c, c!\} \subseteq cset$, and

$\gamma \uparrow \tau \models \neg(\text{comm}(c) \land \text{wait}(c?)$), for all $\{c, c?\} \subseteq cset$.

Given our interpretation of assertions (Section 3.3.1), this implies, for all $\tau < |\gamma|$,.

1. $\neg(c! \in \sigma(\tau) \land c? \in \sigma(\tau))$, for all $\{c?, c!\} \subseteq cset$;

2. $\neg(c \in \sigma(\tau) \land c! \in \sigma(\tau))$, for all $\{c, c!\} \subseteq cset$, and

$\neg(c \in \sigma(\tau) \land c? \in \sigma(\tau))$, for all $\{c, c?\} \subseteq cset$.

Note that for all $\tau < |\gamma|$: if $c! \notin cset$ then, by $dch(\sigma) \subseteq cset$, $c! \notin dch(\sigma)$, and thus $c! \notin \sigma(\tau)$. Similarly, if $c? \notin cset$ then $c? \notin \sigma(\tau)$, and if $c \notin cset$ then $c \notin \sigma(\tau)$. Thus, for all $\tau < |\gamma|$ and for all $c$,

1. $\neg(c! \in \sigma(\tau) \land c? \in \sigma(\tau))$;

2. $\neg(c \in \sigma(\tau) \land c! \in \sigma(\tau))$, and $\neg(c \in \sigma(\tau) \land c? \in \sigma(\tau))$.

Hence $\gamma$ is well-formed.
Proof of Lemma 3.4.1

Consider any $\gamma$, $\sigma_1$, and $\sigma_2$. We prove $\nu(\text{exp})(\gamma, \sigma_1) = \nu(\text{exp}[\sigma_1/\text{time}])(\gamma, \sigma_2)$.

The proof proceeds by induction on the structure of expression $\text{exp}$:

- $\nu(t)(\gamma, \sigma_1) = \gamma(t) = \nu(t)(\gamma, \sigma_2) = \nu(t)[\sigma_1/\text{time}](\gamma, \sigma_2)$.
- $\nu(\text{time})(\gamma, \sigma_1) = \sigma_1 = \nu(\sigma_1)(\gamma, \sigma_2) = \nu(\text{time}[\sigma_1/\text{time}])(\gamma, \sigma_2)$.
- Using the induction hypothesis, we obtain $\nu(\text{exp}_1 + \text{exp}_2)(\gamma, \sigma_1) = \nu(\text{exp}_1)(\gamma, \sigma_1) + \nu(\text{exp}_2)(\gamma, \sigma_1) = \nu(\text{exp}_1[\sigma_1/\text{time}])(\gamma, \sigma_2) + \nu(\text{exp}_2[\sigma_1/\text{time}])(\gamma, \sigma_2)$.

Similarly, for $\text{exp}_1 \times \text{exp}_2$.

Proof of Lemma 3.4.3

Consider any $\gamma$ and $\sigma_1$. We prove that $[p]\gamma \sigma_1$ iff for all $\sigma_2$, $[p[\sigma_1/\text{time}]]\gamma \sigma_1 \sigma_2$.

Observe that if, for all $\sigma_2$, $[p[\sigma_1/\text{time}]]\gamma \sigma_1 \sigma_2$, then, using $\sigma_2$ with $|\sigma_2| = 0$, $[p[\sigma_1/\text{time}]]\gamma \sigma_1$ and hence $[p] \gamma \sigma_1$. It remains to prove that, for all $\sigma_2$, $[p] \gamma \sigma_1 = \text{true}$ implies $[p[\sigma_1/\text{time}]]\gamma \sigma_1 \sigma_2 = \text{true}$. Let $\sigma_2$ be any arbitrary model. Then we prove the following stronger property: $[p] \gamma \sigma_1 = \text{true}$ implies $[p[\sigma_1/\text{time}]]\gamma \sigma_1 \sigma_2 = \text{true}$, and $[p] \gamma \sigma_1 = \text{false}$ implies $[p[\sigma_1/\text{time}]]\gamma \sigma_1 \sigma_2 = \text{false}$. The proof proceeds by induction on the structure of $p$.

- $[\text{comm via } c \text{ at } \text{exp}] \gamma \sigma_1 = \text{true}$ implies, by Lemma 3.4.1, $\nu(\text{exp})(\gamma, \sigma_1) < \sigma_1$ and $c \in \sigma_1(\nu(\text{exp})(\gamma, \sigma_1))$ which implies $\nu(\text{exp}[\sigma_1/\text{time}])(\gamma, \sigma_1 \sigma_2) < \sigma_1 \sigma_2$, and $c \in \sigma_1 \sigma_2(\nu(\text{exp}[\sigma_1/\text{time}])(\gamma, \sigma_1 \sigma_2))$ which implies $[\text{comm via } c \text{ at } \text{exp}][\sigma_1/\text{time}]\gamma \sigma_1 \sigma_2 = \text{true}$.

Similarly, for wait to $c$ at $\text{exp}$ and wait to $c$ at $\text{exp}$.

- $[\text{comm via } c \text{ at } \text{exp}] \gamma \sigma_1 = \text{false}$ implies, by Lemma 3.4.1, $\nu(\text{exp})(\gamma, \sigma_1) < \sigma_1$ and $c \notin \sigma_1(\nu(\text{exp})(\gamma, \sigma_1))$ which implies $\nu(\text{exp}[\sigma_1/\text{time}])(\gamma, \sigma_1 \sigma_2) < \sigma_1 \sigma_2$, and $c \notin \sigma_1 \sigma_2(\nu(\text{exp}[\sigma_1/\text{time}])(\gamma, \sigma_1 \sigma_2))$ which implies $[\text{comm via } c \text{ at } \text{exp}][\sigma_1/\text{time}]\gamma \sigma_1 \sigma_2 = \text{false}$.

Similarly, for wait to $c$ at $\text{exp}$ and wait to $c$ at $\text{exp}$.

- $[\text{exp}_1 = \text{exp}_2] \gamma \sigma_1 = \text{true}$ implies $\nu(\text{exp}_1)(\gamma, \sigma_1) = \nu(\text{exp}_2)(\gamma, \sigma_1)$ which implies, by Lemma 3.4.1, $\nu(\text{exp}_1[\sigma_1/\text{time}])(\gamma, \sigma_1 \sigma_2) = \nu(\text{exp}_2[\sigma_1/\text{time}])(\gamma, \sigma_1 \sigma_2)$ which implies $[\text{exp}_1 = \text{exp}_2][\sigma_1/\text{time}] \gamma \sigma_1 \sigma_2 = \text{true}$.

Similarly, for $\text{exp}_1 < \text{exp}_2$.

- $[\text{exp}_1 = \text{exp}_2] \gamma \sigma_1 = \text{false}$ implies $\nu(\text{exp}_1)(\gamma, \sigma_1) \neq \nu(\text{exp}_2)(\gamma, \sigma_1)$ which implies, by Lemma 3.4.1, $\nu(\text{exp}_1[\sigma_1/\text{time}])(\gamma, \sigma_1 \sigma_2) \neq \nu(\text{exp}_2[\sigma_1/\text{time}])(\gamma, \sigma_1 \sigma_2)$ which implies $[\text{exp}_1 = \text{exp}_2][\sigma_1/\text{time}] \gamma \sigma_1 \sigma_2 = \text{false}$.

Similarly, for $\text{exp}_1 < \text{exp}_2$.

- $[\text{exp} \in \text{IN}] \gamma \sigma_1 = \text{true}$ implies $\nu(\text{exp})(\gamma, \sigma) \in \text{IN}$ which implies, using Lemma 3.4.1, $\nu(\text{exp}[\sigma_1/\text{time}])(\gamma, \sigma_1 \sigma_2) \in \text{IN}$ which implies $[\text{exp} \in \text{IN}][\sigma_1/\text{time}] \gamma \sigma_1 \sigma_2 = \text{true}$.

Similarly, for $[\text{exp} \in \text{IN}] \gamma \sigma_1 = \text{false}$.
\[\neg p] \gamma_1 = true \text{ implies } NOT_3 \ [\neg p] \gamma_1 = true \text{ which implies } [p] \gamma_1 = false \text{ which implies, by the induction hypothesis, } [p][\sigma_1[/time]] \gamma_1 \sigma_2 = false \text{ which implies } NOT_3 [p][\sigma_1[/time]] \gamma_1 \sigma_2 = true \text{ which implies } [\neg p][\sigma_1[/time]] \gamma_1 \sigma_2 = true. \text{ Similarly, for } [\neg p] \gamma_1 = false.

\[p_1 \lor p_2] \gamma_1 = true \text{ implies } [p_1] \gamma_1 OR_3 [p_2] \gamma_1 = true \text{ which implies, by the definition of } OR_3, [p_1] \gamma_1 = true \text{ or } [p_2] \gamma_1 = true \text{ which implies, by the induction hypothesis, } [p_1][\sigma_1[/time]] \gamma_1 \sigma_2 = true \text{ or } [p_2][\sigma_1[/time]] \gamma_1 \sigma_2 = true \text{ which implies } ([p_1 \lor p_2][\sigma_1[/time]] \gamma_1 \sigma_2 = true.

\[p_1 \lor p_2] \gamma_1 = false \text{ implies } [p_1] \gamma_1 OR_3 [p_2] \gamma_1 = false \text{ which implies, by the definition of } OR_3, [p_1] \gamma_1 = false \text{ and } [p_2] \gamma_1 = false \text{ which implies, by the induction hypothesis, } [p_1][\sigma_1[/time]] \gamma_1 \sigma_2 = false \text{ and } [p_2][\sigma_1[/time]] \gamma_1 \sigma_2 = false \text{ which implies } ([p_1 \lor p_2][\sigma_1[/time]] \gamma_1 \sigma_2 = false.

\[\exists t : p] \gamma_1 = true \text{ implies that there exists a } \tau \in TIMEU \{\infty\} \text{ such that } [p](\gamma : t \mapsto \tau) \sigma_1 = true \text{ which implies, by the induction hypothesis, that there exists a } \tau \in TIMEU \{\infty\} \text{ such that } [p][\sigma_1[/time]](\gamma : t \mapsto \tau) \sigma_1 \sigma_2 = true \text{ which implies } ([\exists t : p][\sigma_1[/time]] \gamma_1 \sigma_2 = true. \text{ Similarly, for } [\exists t : p] \gamma_1 = false.

Proof of Lemma 3.4.6

Consider cset \subseteq DCHAN and assertion p such that dch(p) \subseteq cset. Consider any environment \gamma and model \sigma. To show that [p] \gamma \sigma \iff [p][\gamma][\sigma] cset, we prove the following, stronger, property:

- [p] \gamma \sigma = true \iff [p][\gamma][\sigma] cset = true, and
- [p] \gamma \sigma = false \iff [p][\gamma][\sigma] cset = false.

Note that \nu(\exp)(\gamma, \sigma) = \nu(\exp)(\gamma, [\sigma] cset), since |\sigma| = |[\sigma] cset|.

The proof proceeds by induction on the structure of p.

- If p \equiv \text{comm via c at exp}, then c \in dch(p) \subseteq cset.
  - [\text{comm via c at exp}] \gamma \sigma = true \iff \nu(\exp)(\gamma, \sigma) < |\sigma| \text{ and } c \in \sigma(\nu(\exp)(\gamma, \sigma)) \text{ iff } \nu(\exp)(\gamma, \sigma) < |[\sigma] cset| \text{ and } c \in \sigma(\nu(\exp)(\gamma, \sigma)) \cap cset \iff \nu(\exp)(\gamma, \sigma) < |[\sigma] cset| \text{ and } c \in [\sigma] cset(\nu(\exp)(\gamma, \sigma)) \iff [\text{comm via c at exp}] \gamma[\sigma] cset = true.
  - [\text{comm via c at exp}] \gamma \sigma = false \iff \nu(\exp)(\gamma, \sigma) < |\sigma| \text{ and } c \notin \sigma(\nu(\exp)(\gamma, \sigma)) \text{ iff } \nu(\exp)(\gamma, \sigma) < |[\sigma] cset| \text{ and } c \notin \sigma(\nu(\exp)(\gamma, \sigma)) \cap cset \iff \nu(\exp)(\gamma, \sigma) < |[\sigma] cset| \text{ and } c \notin [\sigma] cset(\nu(\exp)(\gamma, \sigma)) \iff [\text{comm via c at exp}] \gamma[\sigma] cset = false.

Similarly, for p \equiv \text{wait to c! at exp} and p \equiv \text{wait to c? at exp}. 
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• \([\text{exp}_1 = \text{exp}_2]_\gamma \sigma = \text{true}\) iff \(\forall (\text{exp}_1)(\gamma, \sigma) = \forall (\text{exp}_2)(\gamma, \sigma)\) iff \(\forall (\text{exp}_1)(\gamma, [\sigma]_{\text{cset}}) = \forall (\text{exp}_2)(\gamma, [\sigma]_{\text{cset}})\) iff \(\forall (\text{exp}_1 = \text{exp}_2)(\gamma, [\sigma]_{\text{cset}})\) iff 
   \(\forall (\text{exp}_1 = \text{exp}_2)\gamma[\sigma]_{\text{cset}} = \text{true}\).

   Similarly, for \([\text{exp}_1 = \text{exp}_2]_\gamma \sigma = \text{false}\), \(p \equiv (\text{exp}_1 < \text{exp}_2)\), and \(p \equiv (\text{exp} \in \mathbb{N})\).

• \([\neg p]_\gamma \sigma = \text{true}\) iff \(\neg \exists [p]_\gamma \sigma = \text{true}\) iff \([p]_\gamma \sigma = \text{false}\) iff \([p]_\gamma [\sigma]_{\text{cset}} = \text{false}\) iff \([\neg p]_\gamma [\sigma]_{\text{cset}} = \text{true}\). Similarly, for \([\neg p]_\gamma \sigma = \text{false}\).

• \([p_1 \lor p_2]_\gamma \sigma = \text{true}\) iff \([p_1]_\gamma \sigma \lor [p_2]_\gamma \sigma = \text{true}\) iff \([p_1]_\gamma \sigma = \text{true}\) or \([p_2]_\gamma \sigma = \text{true}\) iff \([p_1]_\gamma [\sigma]_{\text{cset}} = \text{true}\) or \([p_2]_\gamma [\sigma]_{\text{cset}} = \text{true}\) iff 
   \([p_1 \lor p_2]_\gamma [\sigma]_{\text{cset}} = \text{true}\) iff \([p_1 \lor p_2]_\gamma [\sigma]_{\text{cset}} = \text{true}\).

   Similarly, for \([p_1 \lor p_2]_\gamma \sigma = \text{false}\).

• \([\exists t : [p]]_\gamma \sigma = \text{true}\) iff there exists a \(t \in \text{TIME} \cup \{\infty\}\) such that \([p](\gamma : t \mapsto \tau)\sigma = \text{true}\) iff there exists a \(t \in \text{TIME} \cup \{\infty\}\) such that \([p](\gamma : t \mapsto \tau)[\sigma]_{\text{cset}} = \text{true}\) iff 
   \([\exists t : [p]]_\gamma [\sigma]_{\text{cset}} = \text{true}\). Similarly, for \([\exists t : [p]]_\gamma \sigma = \text{false}\).
Appendix B

Soundness and Completeness of the Proof System in Section 3.3

B.1 Soundness of the Proof System in Section 3.3

We prove the soundness of the proof system for SRT (Theorem 3.3.20) by showing that the axioms are valid and that the inference rules preserve validity. In the proofs below, we often rely on the following lemma which is easily verified.

Lemma B.1.1 \( \sigma \models \varphi_1 \cup \varphi_2 \) iff either
- \( \sigma \models \Box \varphi_1 \), or
- there exists a \( \tau \in TIME \), such that \( \sigma \models \Diamond_{<\tau} \varphi_1 \) and \( \sigma \models \Diamond_{=\tau} \varphi_2 \).

To prove that \( S \text{ sat } \varphi \) is valid for some \( S \) and \( \varphi \), we have to verify that \( \sigma \models \varphi \) for all \( \sigma \in \mathcal{M}(S) \).

Well-Formedness

Consider a program \( S \) and a finite set \( cset \subseteq DCHAN \). We prove that \( S \text{ sat } WF_{cset} \) is valid. Consider any \( \sigma \in \mathcal{M}(S) \). Then, by Lemma 3.2.14, \( \sigma \) is well-formed, that is, for all \( \tau < |\sigma| \),
1. \( \neg(c! \in \sigma(\tau) \land c? \in \sigma(\tau)) \), for all \( c \);
2. \( \neg(c \in \sigma(\tau) \land c! \in \sigma(\tau)) \) and \( \neg(c \in \sigma(\tau) \land c? \in \sigma(\tau)) \), for all \( c \).

Hence, for all \( \tau < |\sigma| \),
1. \( \neg(c! \in \sigma(\tau) \land c? \in \sigma(\tau)) \), for all \( c \) with \( \{c!, c?\} \subseteq cset \);
2. \( \neg(c \in \sigma(\tau) \land c! \in \sigma(\tau)) \), for all \( c \) with \( \{c, c!\} \subseteq cset \), and
   \( \neg(c \in \sigma(\tau) \land c? \in \sigma(\tau)) \), for all \( c \) with \( \{c, c?\} \subseteq cset \).

Given our interpretation of assertions (Section 3.3.1) this implies, for all \( \tau < |\sigma| \),
1. \( \sigma \upharpoonright \tau \models \bigwedge_{\{c!, c?\} \subseteq cset} \neg(wait(c!) \land wait(c?)) \);
2. \( \sigma \uparrow \tau \models \bigwedge_{c \in \text{cset}} \neg (\text{comm}(c) \land \text{wait}(c!)) \land \bigwedge_{(c,e?) \in \text{cset}} \neg (\text{comm}(c) \land \text{wait}(c?)). \)

Furthermore, for all \( \tau \geq |\sigma| \), we have \( \sigma \uparrow \tau \models \neg \text{wait}(c!) \land \neg \text{wait}(c?) \land \neg \text{comm}(c) \), for any channel \( c \). Thus, for all \( \tau \in \text{TIME} \),

1. \( \sigma \uparrow \tau \models \bigwedge_{(c,e?) \in \text{cset}} \neg (\text{wait}(c!) \land \text{wait}(c?)) \);
2. \( \sigma \uparrow \tau \models \bigwedge_{(c,e?) \in \text{cset}} \neg (\text{comm}(c) \land \neg \text{wait}(c!)) \land \bigwedge_{(c,e?) \in \text{cset}} \neg (\text{comm}(c) \land \neg \text{wait}(c?)). \)

Hence, by definition, \( \sigma \models \Box (\text{MinWait}_{\text{cset}} \land \text{Exclusion}_{\text{cset}}) \), and thus \( \sigma \models \text{WF}_{\text{cset}} \).

### Communication Invariance

Consider a program \( S \) and a set \( \text{cset} \subseteq \text{DCHAN} \) such that \( \text{cset} \cap \text{dch}(S) = \emptyset \). We prove that \( S \models \Box \text{noact}(\text{cset}) \) is valid. Consider any \( \sigma \in \mathcal{M}(S) \). From Lemma 3.2.14, we obtain \( \text{dch}(\sigma) \subseteq \text{dch}(S) \), and hence \( \text{cset} \cap \text{dch}(\sigma) = \emptyset \). Thus, by definition of \( \text{dch}(\sigma) \), for all \( \tau < |\sigma| \), \( \sigma(\tau) \cap \text{cset} = \emptyset \). Hence, for all \( \tau < |\sigma| \),

1. if \( c \in \text{cset} \) then \( c \notin \sigma(\tau) \),
2. if \( c! \in \text{cset} \) then \( c! \notin \sigma(\tau) \), and
3. if \( c? \in \text{cset} \) then \( c? \notin \sigma(\tau) \).

Thus, for all \( \tau < |\sigma| \),

1. \( \sigma \uparrow \tau \models \neg \text{comm}(c) \), for \( c \in \text{cset} \),
2. \( \sigma \uparrow \tau \models \neg \text{wait}(c!) \), for \( c! \in \text{cset} \), and
3. \( \sigma \uparrow \tau \models \neg \text{wait}(c?) \), for \( c? \in \text{cset} \).

Since, for all \( \tau \geq |\sigma| \), we have \( \sigma \uparrow \tau \models \neg \text{wait}(c!) \land \neg \text{wait}(c?) \land \neg \text{comm}(c) \), for any channel \( c \), this leads to \( \sigma \models \Box \text{noact}(\text{cset}) \), and thus \( S \models \Box \text{noact}(\text{cset}) \).

### Conjunction

It is easy to see that if \( S \models \varphi_1 \) and \( S \models \varphi_2 \) are valid, then \( S \models \varphi_1 \land \varphi_2 \) is valid.

### Consequence

Assume validity of \( S \models \varphi_1 \) and \( \varphi_1 \Rightarrow \varphi_2 \). Consider \( \sigma \in \mathcal{M}(S) \). Then \( \sigma \models \varphi_1 \). Hence, by the implication, \( \sigma \models \varphi_2 \). Thus \( S \models \varphi_2 \) is valid.

### Skip and Delay

It follows directly from the definitions that \( \text{skip} \models \text{done} \) and \( \text{delay} \models \text{done} \) are valid, thus the Axioms 3.3.9 and 3.3.10 are sound.
Send and Receive

To prove the soundness of Axiom 3.3.11, we must show validity of the formula:
\[ c! \text{ sat } \text{wait}(c!) \cup (\text{comm}(c) \cup \text{K}c \text{ done}). \]

Consider any \( u \in M(\text{WaitSend}(c)) \), that is, for all \( r \in \text{TIME} \),
\[ \sigma(r).wts = \{c\}, \]
for all \( r \leq r_1 < r + K_c \), \( \sigma(r_1) = \{c\} \), and \( |\sigma| = r + K_c \).

This implies that:
1. for all \( r \in \text{TIME}, \sigma \uparrow r \models \text{wait}(c!) \), or
2. there exists a \( r \in \text{TIME} \) such that for all \( r_1 < r \), \( \sigma \uparrow r_1 \models \text{wait}(c!) \), and
\[ \sigma \uparrow r \models (\text{comm}(c) \cup K_c \text{ done}). \]

Thus
1. \( \sigma \models \Box \text{wait}(c!) \), or
2. there exists a \( r \in \text{TIME} \) such that \( \sigma \models \Box_{<r} \text{wait}(c!) \), and
\[ \sigma \models \Box_{=r} (\text{comm}(c) \cup K_c \text{ done}). \]

Hence, by Lemma B.1.1, \( \sigma \models \text{wait}(c!) \cup (\text{comm}(c) \cup K_c \text{ done}). \)

The soundness of Axiom 3.3.12 is proved similarly.

Sequential Composition

Assume \( S_1 \) sat \( \varphi_1 \) and \( S_2 \) sat \( \varphi_2 \) are valid. We show \( S_1; S_2 \) sat \( \varphi_1 \land \varphi_2 \). Consider any \( \sigma \in M(S_1; S_2) \). Then there exist \( \sigma_1 \in M(S_1) \) and \( \sigma_2 \in M(S_2) \) such that \( \sigma = \sigma_1\sigma_2 \).

From \( S_1 \) sat \( \varphi_1 \), we obtain \( \sigma_1 \models \varphi_1 \). Similarly, \( \sigma_2 \models \varphi_2 \). Then the definition of the \( C \) operator leads to \( \sigma \models \varphi_1 \land \varphi_2 \).

Guarded Command without Delay

First consider \( G \equiv \left[ \bigwedge_{i=1}^{n} c_i \rightarrow S_i \right] \). Assume \( c_i \); \( S_i \) sat \( \varphi_i \) is valid, for \( i \in \{1, \ldots, n\} \).

Consider any \( \sigma \in M((\bigwedge_{i=1}^{n} c_i \rightarrow S_i)) \). Then \( \sigma \in SEQ(\text{Wait}(G), \text{Comm}(G)). \) Thus either:

1. \( \sigma \in \text{Wait}(G) \) and \( |\sigma| = \infty \), thus for all \( r \in \text{TIME} \), \( \sigma(r) = \{c_1, \ldots, c_n?\} \), or
2. \( \sigma = \sigma_1\sigma_2\sigma_3 \), with \( \sigma_1 \in \text{Wait}(G), \sigma_2 \in \text{Comm}(c_k), \) and \( \sigma_3 \in M(S_k) \) for some \( k \in \{1, \ldots, n\} \);
then there exists a \( r \in \text{TIME} \) such that \( |\sigma_1| = r \) and, for all \( r_1 < r \),
\( \sigma_1(r_1) = \{c_1, \ldots, c_n?\} \), there exists a \( k \in \{1, \ldots, n\} \) such that for all \( r_1 < K_c \),
\( \sigma_2(r_1) = \{c_k\}, |\sigma_2| = K_c, \) and \( \sigma_3 \in M(S_k) \).

Hence either
1. for all $\tau \in TIME,$ $\sigma(\tau) = \{c_1?, \ldots, c_n?\},$ or
2. $\sigma = \sigma_1 \sigma_4,$ there exists a $\tau \in TIME$ such that $|\sigma_1| = \tau$ and, for all $\tau_1 < \tau,$ $\sigma_1(\tau_1) = \{c_1?, \ldots, c_n?\},$ there exists a $k \in \{1, \ldots, n\}$ such that $\sigma_4 \in M(c_k?; S_k)$ with $\sigma_4(0) = \{c_k\}.$

For $cset \subseteq DCHAN,$ $\text{noact}(cset)$ has been defined as follows:
\[ \wedge_{c \in cset} \neg \text{wait}(c!) \land \wedge_{c \in cset} \neg \text{wait}(c?) \land \wedge_{c \in cset} \neg \text{comm}(c). \]
This leads to
1. for all $\tau \in TIME,$ $\sigma \uparrow \tau \models \wedge_i \text{wait}(c_i?), \sigma \uparrow \tau \models \text{noact}(dch(G) - \{c_1?, \ldots, c_n?\}),$ or
2. $\sigma = \sigma_1 \sigma_4,$ there exists a $\tau \in TIME$ such that for all $\tau_1 < \tau, \sigma_1(\tau_1) \models \wedge_i \text{wait}(c_i?),$ $\sigma_1(\tau_1) \models \text{noact}(dch(G) - \{c_1?, \ldots, c_n?\}), |\sigma_1| = \tau,$ and there exists a $k \in \{1, \ldots, n\}$ such that $\sigma_4 \models \varphi_k$ and $\sigma_4 \models \text{comm}(c_k).$

Recall that $\text{wait}_G$ is defined as $\wedge_i \text{wait}(c_i?) \land \text{noact}(dch(G) - \{c_1?, \ldots, c_n?\})$. Then
1. $\sigma \models \Box \text{wait}_G,$ or
2. there exists a $\tau \in TIME$ such that $\sigma \models \Box <\tau \text{wait}_G$ and $\sigma \models \Diamond_{<\tau} \forall_i (\varphi_i \land \text{comm}(c_i)).$

By Lemma B.1.1 this implies $\sigma \models \text{wait}_G \cup \forall_i (\varphi_i \land \text{comm}(c_i)),$ which proves the soundness of Rule 3.3.14.

The soundness of the rule for Guarded Command with Delay (Rule 3.3.15) is proved similarly.

**Iteration**
Assume $G \models \varphi$ is valid; we prove $\star G \models C^\infty \varphi.$ Consider any $\sigma \in M(\star G).$ Then, either
- $\sigma = \sigma_1 \cdots \sigma_k,$ with $\sigma_i \in M(G),$ for $i \in \{1, \ldots, k\}, |\sigma_i| < \infty,$ for $i \in \{1, \ldots, k-1\},$ and $|\sigma_k| = \infty,$ or
- $\sigma = \sigma_1 \sigma_2 \cdots,$ with $\sigma_i \in M(G)$ and $|\sigma_i| < \infty,$ for $i \geq 1.$

In both cases we can find an infinite sequence of models $\sigma_1, \sigma_2, \ldots$ such that $\sigma = \sigma_1 \sigma_2 \sigma_3 \cdots,$ with $\sigma_i \in M(G)$ for $i \geq 1.$ (For the first case, define $\sigma_i \equiv \sigma_k,$ for $i > k.$) From $G \models \varphi$ we obtain $\sigma_i \models \varphi$ for $i \geq 1.$ Then the definition of $C^\infty$ leads to $\sigma \models C^\infty \varphi.$

**Parallel Composition**
We prove the soundness of the General Parallel Composition Rule. Assume $S_1 \models \varphi_1$ and $S_2 \models \varphi_2$ are valid, $dch(\varphi_1) \subseteq dch(S_1),$ and $dch(\varphi_2) \subseteq dch(S_2).$ We show the validity of $S_1 || S_2 \models (\varphi_1 \land [\varphi_2 \Box \text{noact}(dch(S_2))]) \lor (\varphi_2 \land [\varphi_1 \Box \text{noact}(dch(S_1))]).$
Consider any $\sigma \in \mathcal{M}(S_1 \Vert S_2)$. Then $dch(\sigma) \subseteq dch(S_1) \cup dch(S_2)$, and for $i \in \{1, 2\}$ there exist $\sigma_i \in \mathcal{M}(S_i)$ such that $|\sigma| = \max(|\sigma_1|, |\sigma_2|)$, 
$c_1 \not\in c(\sigma) \lor c_2 \not\in c(\sigma)$, for all $\tau < |\sigma|$, and

$$[\sigma]_{dch(S_i)}(\tau) = \begin{cases} 
\sigma_i(\tau) & \text{for all } \tau < |\sigma| \\
\emptyset & \text{for all } \tau, |\sigma_i| \leq \tau < |\sigma|
\end{cases}$$

Suppose $|\sigma_1| \leq |\sigma_2|$. Then $|\sigma| = |\sigma_2|$. We prove $\sigma \models \varphi_2 \land [\varphi_1 \mathrel{\Box} \text{noact}(dch(S_1))]$.

- First we show $\sigma \models \varphi_2$. Since $|[\sigma]_{dch(S_2)}| = |\sigma| = |\sigma_2|$, $[\sigma]_{dch(S_2)}(\tau) = \sigma_2(\tau)$, for all $\tau < |\sigma|$, and thus $[\sigma]_{dch(S_2)} = \sigma_2$. Hence, from $\sigma_2 \in \mathcal{M}(S_2)$ we obtain $[\sigma]_{dch(S_2)} \in \mathcal{M}(S_2)$, and thus $S_2 \models \varphi_2$ leads to $[\sigma]_{dch(S_2)} \models \varphi_2$. Since $dch(\varphi_2) \subseteq dch(S_2)$, Lemma 3.3.19 leads to $\sigma \models \varphi_2$.

- Next we prove $\sigma \models [\varphi_1 \mathrel{\Box} \text{noact}(dch(S_1))]$.

From $\sigma_1 \in \mathcal{M}(S_1)$ and $S_1 \models \varphi_1$ we obtain $\sigma_1 \models \varphi_1$. Now we define a model $\sigma_3$ that satisfies $\Box \text{noact}(dch(S_1))$. Let $\sigma_3$ be such that $|\sigma_3| = |\sigma| - |\sigma_1|$, and, for all $\tau < |\sigma_3|$, $\sigma_3(\tau) = \sigma(\tau + |\sigma_1|)$. Since $[\sigma]_{dch(S_1)}(\tau) = \emptyset$, for all $\tau$, $|\sigma_1| \leq \tau < |\sigma|$, we obtain $[\sigma]_{dch(S_1)}(\tau + |\sigma_1|) = \emptyset$, for all $\tau < |\sigma| - |\sigma_1|$. Thus, for all $\tau < |\sigma_3|$, $[\sigma]_{dch(S_1)}(\tau) = [\sigma]_{dch(S_1)}(\tau + |\sigma_1|) = \emptyset$. Since, for $\tau \geq |\sigma_3|$, $\sigma_3(\tau) = \text{noact}(dch(S_1))$, we obtain $\sigma_3 \models \Box \text{noact}(dch(S_1))$, and thus $\sigma_1 \sigma_3 \models \varphi_1 \mathrel{\Box} \text{noact}(dch(S_1))$.

Since $[\sigma]_{dch(S_1)}(\tau) = \begin{cases} \sigma_1(\tau) & \text{for all } \tau < |\sigma_1| \\
\emptyset & \text{for all } \tau, |\sigma_1| \leq \tau < |\sigma|
\end{cases}$

we have $[\sigma]_{dch(S_1)} = \sigma_1 \sigma_3$. This leads to $[\sigma]_{dch(S_1)} \models \varphi_1 \mathrel{\Box} \text{noact}(dch(S_1))$. Since $dch(\varphi_1) \subseteq dch(S_1)$, $dch(\varphi_1 \mathrel{\Box} \text{noact}(dch(S_1))) \subseteq dch(S_1)$ and Lemma 3.3.19 leads to $\sigma \models [\varphi_1 \mathrel{\Box} \text{noact}(dch(S_1))]$.

Similarly, for $|\sigma_2| \leq |\sigma_1|$ we can prove $\sigma \models \varphi_1 \land [\varphi_2 \mathrel{\Box} \text{noact}(dch(S_2))]$, which proves the soundness of the General Parallel Composition Rule.

### B.2 Preciseness of the Proof System in Section 3.3

To prove Lemma 3.3.22 (Preciseness) we show that for every program $S$ we can prove $S \sat \varphi$ where $\varphi$ is precise for $S$. To show that an assertion $\varphi$ is precise for a program $S$, we have to prove

1. $S$ satisfies $\varphi$, i.e. $\sigma \models \varphi$ for all $\sigma \in \mathcal{M}(S)$,
2. if $\sigma$ is well-formed, $dch(\sigma) \subseteq dch(S)$, and $\sigma \models \varphi$, then $\sigma \in \mathcal{M}(S)$, and
3. $dch(\varphi) = dch(S)$.

Part 1 follows from the soundness of the proof system (Theorem 3.3.20) and part 3 can be verified easily; here we prove the part 2. We show, by induction on the structure of $S$, that we can derive $S \sat \varphi$ with $\varphi$ precise for $S$. 
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Skip

If $S \equiv \text{skip}$ then by the Skip Axiom we obtain $\text{skip sat done}$. We show that assertion $\text{done}$ is a precise assertion for statement $\text{skip}$. Consider any well-formed model $\sigma$ with $dch(\sigma) \subseteq dch(\text{skip})$, and thus $dch(\sigma) = \emptyset$. Assume $\sigma \models \text{done}$. Then $|\sigma| = 0$, and hence $\sigma \in M(\text{skip})$.

Delay

If $S \equiv \text{delay } d$, then we obtain by the Delay Axiom, $\text{delay } d \text{ sat } \diamond_{=d} \text{ done}$. We show that $\diamond_{=d} \text{ done}$ is precise for $\text{delay } d$. Consider any well-formed model $\sigma$ with $dch(\sigma) \subseteq dch(\text{delay } d) = \emptyset$. Then $dch(\sigma) = \emptyset$, and thus for all $\tau < |\sigma|$, $\sigma(\tau) = \emptyset$. Assume $\sigma \models \diamond_{=d} \text{ done}$. Then $|\sigma| = d$, and hence $\sigma \in M(\text{delay } d)$.

Send and Receive

Consider $S \equiv \text{c!}$. By the Send Axiom we can derive the formula $\text{c! sat } \text{wait(c!) U (comm(c) U=K_c done)}$. We show that $\text{wait(c!) U (comm(c) U=K_c done)}$ is precise for $\text{c!}$. Let $\sigma$ be a well-formed model such that $dch(\sigma) \subseteq dch(\text{c!}) = \{c, \text{c!}\}$.

Assume $\sigma \models \text{wait(c!) U (comm(c) U=K_c done)}$. Then, by Lemma B.1.1,

1. for all $\tau \in \text{TIME}$, $\sigma \upharpoonright \tau \models \text{wait(c!)}$, or
2. there exists a $\tau \in \text{TIME}$ such that for all $\tau < \sigma(\tau)$ and $\sigma \upharpoonright \tau \models \text{wait(c!)}$ and
   $\sigma \upharpoonright \tau \models \text{comm(c) U=K_c done}$.

Thus

1. for all $\tau \in \text{TIME}$, $|\sigma| > \tau$ and $\text{c!} \in \sigma(\tau)$, or
2. there exists a $\tau \in \text{TIME}$, such that for all $\tau_1 < \tau$, $\text{c!} \in \sigma(\tau_1)$, for all $\tau_2, \tau \leq \tau_2 < \tau + K_c$, $\text{c} \in \sigma(\tau_2)$, and $|\sigma| = \tau + K_c$.

Since $dch(\sigma) \subseteq \{c, \text{c!}\}$ and $\sigma$ a well-formed model,

1. for all $\tau \in \text{TIME}$, $\sigma(\tau) = \{\text{c!}\}$ and $|\sigma| = \infty$, or
2. $\sigma = \sigma_1 \sigma_2$ with $|\sigma_1| < \infty$, for all $\tau < |\sigma_1|: \sigma_1(\tau) = \{\text{c!}\}$, for all $\tau < K_c : \sigma_2(\tau) = \{c\}$, and $|\sigma_2| = K_c$.

This implies

1. $\sigma \in \text{WaitSend(c)}$ and $|\sigma| = \infty$, or
2. $\sigma = \sigma_1 \sigma_2$ with $|\sigma_1| < \infty$, $\sigma_1 \in \text{WaitSend(c)}$ and $\sigma_2 \in \text{Comm(c)}$.

Hence $\sigma \in \text{SEQ(WaitSend(c),Comm(c)) = M(c!)}$.

Similarly, $\text{wait(c?) U (comm(c) U=K_c done)}$ is precise for $\text{c?}$.
Sequential Composition

Consider $S \equiv S_1; S_2$. By the induction hypothesis we can derive $S_1 \sat \varphi_1$ and $S_2 \sat \varphi_2$ where $\varphi_1$ and $\varphi_2$ are precise for $S_1$ and $S_2$, respectively. By the Invariance Axiom we obtain $S_1 \sat \Box \text{noact}(dch(S_2) - dch(S_1))$ and $S_2 \sat \Box \text{noact}(dch(S_1) - dch(S_2))$. Thus, using the Conjunction Rule, $S_1 \sat \varphi_1 \land \Box \text{noact}(dch(S_2) - dch(S_1))$ and $S_2 \sat \varphi_2 \land \Box \text{noact}(dch(S_1) - dch(S_2))$. Hence, by the Sequential Composition Rule, we obtain $S_1; S_2 \sat \varphi$ with $\varphi \equiv (\varphi_1 \land \Box \text{noact}(dch(S_2) - dch(S_1))) \land (\varphi_2 \land \Box \text{noact}(dch(S_1) - dch(S_2)))$.

We prove that $\varphi$ is precise for $S_1; S_2$. Consider a well-formed model $\sigma$ such that $dch(\sigma) \subseteq dch(S_1; S_2)$. Assume $\sigma \models \varphi$. By definition of the $\land$ operator, there exist models $\sigma_1$ and $\sigma_2$ such that $\sigma = \sigma_1 \sigma_2$, $\sigma_1 \models \varphi_1 \land \Box \text{noact}(dch(S_2) - dch(S_1))$, and $\sigma_2 \models \varphi_2 \land \Box \text{noact}(dch(S_1) - dch(S_2))$.

Guarded Command without Delay

Consider $S \equiv G \equiv [\bigcup_{i=1}^n c_i? \rightarrow S_i \parallel \text{delay } d \rightarrow S]$. First assume $d = \infty$, thus $S \equiv G \equiv [\bigcup_{i=1}^n c_i? \rightarrow S_i]$. Assume, by the induction hypothesis, that we can derive $c_i?; S_i \sat \varphi_i$ with $\varphi_i$ precise for $c_i?; S_i$, for $i \in \{1, \ldots, n\}$.

By the Invariance Axiom and the Conjunction Rule we can derive $c_i?; S_i \sat \varphi_i \land \Box \text{noact}(dch(G) - dch(c_i?; S_i)) \cup \text{done}$, for $i \in \{1, \ldots, n\}$. Applying the Rule for Guarded Command without Delay, we obtain $[\bigcup_{i=1}^n c_i? \rightarrow S_i] \sat \varphi$

where $\varphi \equiv \text{wait}_G \lor \bigvee_i (\varphi_i \land \text{comm}(c_i) \land [\text{noact}(dch(G) - dch(c_i?; S_i)) \cup \text{done}])$ with $\text{wait}_G \equiv \bigwedge_i \text{wait}(c_i?) \land \text{noact}(dch(G) - \{c_1?, \ldots, c_n?\})$.

We prove that $\varphi$ is precise for $G$. Let $\sigma$ be a well-formed model such that $dch(\sigma) \subseteq dch([\bigcup_{i=1}^n c_i? \rightarrow S_i])$. Assume $\sigma \models \varphi$. Using Lemma B.1.1, this implies

1. $\sigma \models \Box \text{wait}_G$, or
2. there exists a $\tau \in \text{TIME}$, such that $\sigma \models \Box_{<\tau} \text{wait}_G$ and $\sigma \models \Diamond_{=\tau} \bigvee_i (\varphi_i \land \text{comm}(c_i) \land [\text{noact}(dch(G) - dch(c_i?; S_i)) \cup \text{done}])$.

By the well-formedness of $\sigma$, $dch(\sigma) \subseteq dch(G)$, and the definition of $\text{wait}_G$,

1. $|\sigma| = \infty$, and for all $\tau \in \text{TIME}$, $\sigma(\tau) = \{c_1?, \ldots, c_n?\}$, or
2. there exists a $\tau \in \text{TIME}$ such that for all $\tau_1 < \tau$, $\sigma(\tau_1) = \{c_1?, \ldots, c_n?\}$, there exists a $k \in \{1, \ldots, n\}$ such that $\sigma \models \varphi_k \land \text{comm}(c_k) \land [\text{noact}(dch(G) - dch(c_k?; S_k)) \cup \text{done}]$. 178
By the definition of \( \text{Wait}(G) \) and using well-formedness of \( \sigma \),

1. \( \sigma \in \text{Wait}(G) \) and \( |\sigma| = \infty \), or
2. \( \sigma = \sigma_1 \sigma_2 \) with \( \sigma_1 \in \text{Wait}(G) \) and there exists a \( k \in \{1, \ldots, n\} \) such that
   \[ \sigma_2 \models \varphi_k \land \text{comm}(c_k) \], \( \sigma_2 \) is well-formed, and
   \[ \sigma_2 \models \text{noact}(\text{dch}(G) - \text{dch}(c_k?; S_k)) \cup \text{done} \).

From \( \sigma_2 \models \text{noact}(\text{dch}(G) - \text{dch}(c_k?; S_k)) \cup \text{done} \), by Lemma 3.3.1,
\[ [\sigma_2]_{\text{dch}(c_k?; S_k) \cup \text{dch}(G)} = [\sigma_2]_{\text{dch}(c_k?; S_k)} \]. Using \( \text{dch}(\sigma_2) \subseteq \text{dch}(\sigma) \subseteq \text{dch}(G) \), Lemma 3.2.5 leads to \( \sigma_2 = [\sigma_2]_{\text{dch}(G)} \). Since \( \text{dch}(c_k?; S_k) \subseteq \text{dch}(G) \),
\[ [\sigma_2]_{\text{dch}(G)} = [\sigma_2]_{\text{dch}(c_k?; S_k) \cup \text{dch}(G)} = [\sigma_2]_{\text{dch}(c_k?; S_k)} \], and thus \( \sigma_2 = [\sigma_2]_{\text{dch}(c_k?; S_k)} \).

Hence, by Lemma 3.2.5, \( \text{dch}(\sigma_2) \subseteq \text{dch}(c_k?; S_k) \). Thus, either

1. \( \sigma \in \text{Wait}(G) \) and \( |\sigma| = \infty \), or
2. \( \sigma = \sigma_1 \sigma_2 \) with \( \sigma_1 \in \text{Wait}(G) \) and there exists a \( k \in \{1, \ldots, n\} \) such that
   \[ \sigma_2 \models \varphi_k \land \text{comm}(c_k) \], \( \sigma_2 \) is well-formed, and \( \text{dch}(\sigma_2) \subseteq \text{dch}(c_k?; S_k) \).

Since \( \varphi_k \) is precise for \( c_k?; S_k \), we obtain

1. \( \sigma \in \text{Wait}(G) \) and \( |\sigma| = \infty \), or
2. \( \sigma = \sigma_1 \sigma_2 \) with \( \sigma_1 \in \text{Wait}(G) \) and there exists a \( k \in \{1, \ldots, n\} \) such that
   \[ \sigma_2 \in \mathcal{M}(c_k?; S_k) \text{ and } c_k \in \sigma_2(0) \).

Hence

1. \( \sigma \in \text{Wait}(G) \) and \( |\sigma| = \infty \), or
2. \( \sigma = \sigma_1 \sigma_2 \) with \( \sigma_1 \in \text{Wait}(G) \) and there exists a \( k \in \{1, \ldots, n\} \) such that
   \[ \sigma_2 \in \text{SEQ}(\text{Comm}(c_k), \mathcal{M}(S_k)) \).

Thus

1. \( \sigma \in \text{Wait}(G) \) and \( |\sigma| = \infty \), or
2. \( \sigma = \sigma_1 \sigma_2 \) with \( \sigma_1 \in \text{Wait}(G) \) and \( \sigma_2 \in \text{Comm}(G) \).

Hence \( \sigma \in \mathcal{M}(\{[\rho_{i=1}^n c_i? \rightarrow S_i] \mid d < \infty \}) \).

For \( S \equiv G \equiv \{[\rho_{i=1}^n c_i? \rightarrow S_i] \mid \text{ delay } d \rightarrow S \} \) with \( d < \infty \) we can similarly obtain a precise specification by means of the rule for Guarded Command with Delay.

**Iteration**

Consider \( S \equiv \star G \). Assume by the induction hypothesis that we can derive \( G \text{ sat } \varphi \) with \( \varphi \) precise for \( G \). We prove that \( C^\infty \varphi \) is precise for \( \star G \). Let \( \sigma \) be a well-formed model such that \( \text{dch}(\sigma) \subseteq \text{dch}(\star G) \). (Thus \( \text{dch}(\sigma) \subseteq \text{dch}(G) \).) Suppose \( \varphi \models C^\infty \varphi \).

From the definition of \( C^\infty \), there exist models \( \sigma_1, \sigma_2, \sigma_3, \ldots \) such that \( \sigma = \sigma_1 \sigma_2 \sigma_3 \ldots \) and \( \sigma_i \models \varphi \) for \( i \geq 1 \). Then, for \( i \geq 1 \), \( \text{dch}(\sigma_i) \subseteq \text{dch}(G) \), so by preciseness of \( \varphi \) for \( G \) we have \( \sigma_i \in \mathcal{M}(G) \). Hence, using Corollary 3.2.11, \( \sigma \in \mathcal{M}(\star G) \).
Parallel Composition

Consider $S = S_1 || S_2$. Assume, by the induction hypothesis, that we can derive $S_1 \text{ sat } \varphi_1$ and $S_2 \text{ sat } \varphi_2$ with $\varphi_1$ and $\varphi_2$ precise for, respectively, $S_1$ and $S_2$. From preciseness, $\text{dch}(\varphi_1) \subseteq \text{dch}(S_1)$, and $\text{dch}(\varphi_2) \subseteq \text{dch}(S_2)$. Thus we can apply the General Parallel Composition Rule, obtaining

$S_1 || S_2 \text{ sat } (\varphi_1 \land [\varphi_2 C \Box \text{noact}(\text{dch}(S_2))]) \lor (\varphi_2 \land [\varphi_1 C \Box \text{noact}(\text{dch}(S_1))])$.

We prove that $(\varphi_1 \land [\varphi_2 C \Box \text{noact}(\text{dch}(S_2))]) \lor (\varphi_2 \land [\varphi_1 C \Box \text{noact}(\text{dch}(S_1))])$ is precise for $S$. Let $\sigma$ be well-formed such that $\text{dch}(\sigma) \subseteq \text{dch}(S_1 || S_2)$. Suppose

$\sigma \models (\varphi_1 \land [\varphi_2 C \Box \text{noact}(\text{dch}(S_2))]) \lor (\varphi_2 \land [\varphi_1 C \Box \text{noact}(\text{dch}(S_1))])$.

We show that $\sigma \in \mathcal{M}(S_1 || S_2)$.

By well-formedness of $\sigma$, we obtain 

$\neg(\neg c! \in \sigma(\tau) \land c? \in \sigma(\tau)$, and thus $c! \notin \sigma(\tau) \lor c? \notin \sigma(\tau)$, for all $\tau < |\sigma|$.

It remains to prove, for $i \in \{1, 2\}$, that there exist $\sigma_i \in \mathcal{M}(S_i)$ such that

$|\sigma| = \max(|\sigma_1|, |\sigma_2|)$, and $[\sigma]_{\text{dch}(S_i)}(\tau) = \begin{cases} \sigma_i(\tau) & \text{for all } \tau < |\sigma_i| \\ \emptyset & \text{for all } \tau, |\sigma_i| \leq \tau < |\sigma| \end{cases}$

Assume $\sigma \models \varphi_1 \land [\varphi_2 C \Box \text{noact}(\text{dch}(S_2))]$. Define $\sigma_1$ as $[\sigma]_{\text{dch}(S_1)}$. Then $\sigma_1$ is well-formed and $\text{dch}(\sigma) \subseteq \text{dch}(S_1)$. From $\sigma \models \varphi_1$ we obtain, by Lemma 3.3.19, using $\text{dch}(\varphi_1) \subseteq \text{dch}(S_1)$, $[\sigma]_{\text{dch}(S_1)} \models \varphi_1$. Hence, by the preciseness of $\varphi_1$ for $S_1$, $\sigma_1 \in \mathcal{M}(S_1)$.

From $\sigma \models \varphi_2 C \Box \text{noact}(\text{dch}(S_2))$, by Lemma 3.3.19, $[\sigma]_{\text{dch}(S_2)} \models \varphi_2 C \Box \text{noact}(\text{dch}(S_2))$. Then there are $\sigma_2$ and $\sigma_3$ such that $[\sigma]_{\text{dch}(S_2)} = \sigma_2 \sigma_3$, $\sigma_2 \models \varphi_2$, and $\sigma_3 \models \Box \text{noact}(\text{dch}(S_2))$. Since $\sigma$ is well-formed, $\sigma_2$ is well-formed. Together with $\text{dch}(\sigma_2) \subseteq \text{dch}(S_2)$, by the preciseness of $\varphi_2$ for $S_2$, we obtain $\sigma_2 \in \mathcal{M}(S_2)$.

Note that $|\sigma| = |\sigma_2 \sigma_3| \geq |\sigma_2|$ and $|\sigma| = |\sigma_1|$. Hence $|\sigma| = \max(|\sigma_1|, |\sigma_2|) = |\sigma_1|$ and thus, using the definition of $\sigma_1$, $[\sigma]_{\text{dch}(S_1)}(\tau) = \begin{cases} \sigma_1(\tau) & \text{for all } \tau < |\sigma_1| \\ \emptyset & \text{for all } \tau, |\sigma_1| \leq \tau < |\sigma| \end{cases}$

From $\sigma_3 \models \Box \text{noact}(\text{dch}(S_2))$, by the definition of $\text{noact}$, $[\sigma_3]_{\text{dch}(S_2)}(\tau) = \emptyset$, for all $\tau < |\sigma_3|$. Since $[\sigma]_{\text{dch}(S_2)} = \sigma_2 \sigma_3$, we obtain $[\sigma]_{\text{dch}(S_2)}(\tau) = \begin{cases} \sigma_2(\tau) & \text{for all } \tau < |\sigma_2| \\ \emptyset & \text{for all } \tau, |\sigma_2| \leq \tau < |\sigma| \end{cases}$

Hence $\sigma \in \mathcal{M}(S_1 || S_2)$.

Interchanging the indices 1 and 2 in the proof above yields a proof for the case that $\sigma \models \varphi_2 \land [\varphi_1 C \Box \text{noact}(\text{dch}(S_1))]$. 
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Appendix C

Soundness and Completeness of the Proof System in Section 3.4

C.1 Soundness of the Proof System in Section 3.4

In this appendix we prove soundness of the proof system given in Section 3.4. In order to verify that $C : \{p\} S \{q\}$ is valid, we have to prove for any environment $\gamma$, for any well-formed, nonterminating, model $\delta$, and for any $\sigma \in M(S)$:

if $[p] \gamma \delta$ then $[C] \gamma \delta \sigma$ and if $|\delta \sigma| < \infty$ then $[q] \gamma \delta \sigma$.

Well-Formedness Axiom

First, we prove that if $\sigma$ is well-formed, then $[WellForm_{cset}] \gamma \sigma$ for any environment $\gamma$ and any finite set $cset \subseteq DCHAN$. If $\sigma$ is well-formed then, for all $\tau < |\sigma|$, 

1. $-(c! \in \sigma(\tau) \land c? \in \sigma(\tau))$;
2. $-(c \in \sigma(\tau) \land c! \in \sigma(\tau))$ and $-(c \in \sigma(\tau) \land c? \in \sigma(\tau))$.

Hence, for all $\tau < |\sigma|$, 

1. $-(c! \in \sigma(\tau) \land c? \in \sigma(\tau))$, for all $c$ with $\{c!, c?\} \subseteq cset$;
2. $-(c \in \sigma(\tau) \land c! \in \sigma(\tau))$, for all $c$ with $\{c, c!\} \subseteq cset$, and $-(c \in \sigma(\tau) \land c? \in \sigma(\tau))$, for all $c$ with $\{c, c?\} \subseteq cset$.

Given our interpretation of assertions, this implies

1. $[\Lambda_{\{c,c?\} \subseteq cset} \neg(wait \ to \ c? \ at \ t \ \land \ wait \ to \ c! \ at \ t)] \gamma \sigma$;
2. $[\Lambda_{\{c,c!\} \subseteq cset} \neg(wait \ to \ c! \ at \ t \ \land \ comm \ via \ c \ at \ t) \land (\Lambda_{\{c,c?\} \subseteq cset} \neg(wait \ to \ c? \ at \ t \ \land \ comm \ via \ c \ at \ t))] \gamma \sigma$.

Hence, by definition, $[\forall t < time : MW_{cset}(t) \land Excl_{cset}(t)] \gamma \sigma$, and thus $[WellForm_{cset}] \gamma \sigma$.

Next we show that $WellForm_{cset} : \{true\} S \{WellForm_{cset}\}$ is valid for any program $S$ any finite set $cset \subseteq DCHAN$. Let $\gamma$ be an arbitrary environment, and
\( \dot{\sigma} \) a well-formed model such that \(|\dot{\sigma}| < \infty \). Consider any \( \sigma \in M(S) \). Then, by Lemma 3.2.14, \( \sigma \) is well-formed, and, since \( \dot{\sigma} \) is well-formed, \( \dot{\sigma}\sigma \) is also well-formed. Hence \([\text{WellForm}_cset]\gamma \dot{\sigma} \).

**Consequence**

To prove soundness of the Consequence Rule, assume \( I = C_0 : \{p_0\} S \{q_0\}, p \land time < \infty \rightarrow p_0, C_0 \rightarrow C, \) and \( q_0 \rightarrow q \). We show that \( C : \{p\} S \{q\} \) is valid. Let \( \gamma \) be an arbitrary environment, and \( \dot{\sigma} \) a well-formed model such that \(|\dot{\sigma}| < \infty \). Consider any \( \sigma \in M(S) \). Assume \( [p] \gamma \dot{\sigma} \). Then \( [p \land time < \infty] \gamma \dot{\sigma} \) and hence, by \( p \land time < \infty \rightarrow p_0 \), we obtain \([p_0] \gamma \dot{\sigma} \). Then \( I = C_0 : \{p_0\} S \{q_0\} \) leads to \( [C_0] \gamma \dot{\sigma} \) and if \(|\dot{\sigma}| < \infty \) then \([q_0] \gamma \dot{\sigma} \). Thus, from \( C_0 \rightarrow C \) and \( q_0 \rightarrow q \), we obtain \([C] \gamma \dot{\sigma} \) and if \(|\dot{\sigma}| < \infty \) then \([q] \gamma \dot{\sigma} \).

**Initial Invariance**

Suppose \( \text{time} \) does not occur in \( p \). We prove \( I = p : \{p\} S \{p\} \). Consider an environment \( \gamma \) and a terminating model \( \dot{\sigma} \). Assume \( [p] \gamma \dot{\sigma} \). Consider \( \sigma \in M(S) \). By Lemma 3.4.3, \( [p] \gamma \dot{\sigma} \) leads to \( [p[\dot{\sigma}/\text{time}]] \gamma \dot{\sigma} \). Since \( \text{time} \) does not occur in \( p \) this leads to \([p] \gamma \dot{\sigma} \).

**Channel Invariance**

Let \( \text{cset} \) be a finite subset of \( D\text{CHAN} \) such that \( \text{cset} \cap dch(S) = \emptyset \).

We prove \( I = \text{no cset during } [t_0, \text{time}] : \{\text{time} = t_0\} S \{\text{no cset during } [t_0, \text{time}]\} \).

Consider an environment \( \gamma \) and a terminating model \( \dot{\sigma} \). Assume \( [\text{time} = t_0] \gamma \dot{\sigma} \).

Consider \( \sigma \in M(S) \). Then, by Lemma 3.2.14, \( dch(\sigma) \subseteq dch(S) \) and hence \([\text{no cset during } [t_0, \text{time}]] \gamma \dot{\sigma} \).

The soundness of the Conjunction Rule and the Quantification Rule can be easily proved.

**Substitution**

Suppose \( \text{time} \) does not occur in expression \( \text{exp} \), and \( I = C : \{p\} S \{q\} \).

We prove \( I = C[\text{exp}/t] : \{p[\text{exp}/t]\} S \{q[\text{exp}/t]\} \).

Consider an environment \( \gamma \) and a terminating model \( \dot{\sigma} \). Let \( \sigma \in M(S) \).

Assume \( [p[\text{exp}/\text{time}]] \gamma \dot{\sigma} \). Then \( [p][\gamma : t \mapsto V(\text{exp})(\gamma, \dot{\sigma})] \dot{\sigma} \).

Since \( \text{time} \) does not occur in \( \text{exp} \), Lemma 3.4.1 leads to \( [p][\gamma : t \mapsto V(\text{exp})(\gamma, \dot{\sigma})] \dot{\sigma} \).

From \( I = C : \{p\} S \{q\} \) we obtain \( [q][\gamma : t \mapsto V(\text{exp})(\gamma, \dot{\sigma})] \dot{\sigma} \) and if \(|\sigma| < \infty \) then \( [C][\gamma : t \mapsto V(\text{exp})(\gamma, \dot{\sigma})] \dot{\sigma} \).

Thus \( [q[\text{exp}/t]] \gamma \dot{\sigma} \) and if \(|\sigma| < \infty \) then \( [C[\text{exp}/t]] \gamma \dot{\sigma} \).
Skip

We prove that \( \text{time} = t_0 : \{ \text{time} = t_0 \} \text{ skip} \{ \text{time} = t_0 \} \) is valid.
Let \( \gamma \) be an arbitrary environment, and \( \hat{\sigma} \) a well-formed model such that \( |\hat{\sigma}| < \infty \).
Consider any \( \sigma \in \mathcal{M}(\text{skip}) \). Then \( |\sigma| = 0 \), thus \( \hat{\sigma}\sigma = \hat{\sigma} \), and hence \( |\hat{\sigma}\sigma| = |\hat{\sigma}| \).
Assume \( \{ \text{time} = t_0 \} \gamma \hat{\sigma} \). Then clearly \( \gamma(t_0) = |\hat{\sigma}| \) and thus \( \gamma(t_0) = |\hat{\sigma}\sigma| \).
Hence \( \{ \text{time} = t_0 \} \gamma \hat{\sigma} \).

Delay

We show that \( \text{time} = t_0 + d : \{ \text{time} = t_0 \} \text{ delay } d \{ \text{time} = t_0 + d \} \) is valid.
Let \( \gamma \) be an arbitrary environment, and \( \hat{\sigma} \) a well-formed model such that \( |\hat{\sigma}| < \infty \).
Assume \( \{ \text{time} = t_0 \} \gamma \hat{\sigma} \). Thus \( \gamma(t_0) = |\hat{\sigma}| \). Consider \( \sigma \in \mathcal{M}(\text{delay } d) \). Then \( |\sigma| = d \).
Hence \( |\hat{\sigma}\sigma| = |\hat{\sigma}| + |\sigma| = \gamma(t_0) + d \). This implies \( \{ \text{time} = t_0 + d \} \gamma \hat{\sigma}\sigma \).

Send

Assume

\[ \exists t \geq t_0 : \text{wait to c! at } t_0 \text{ until comm at } t \land \text{time} = t + K_c \to C \]  \hspace{1cm} (C.1)

We prove that \( C : \{ \text{time} = t_0 \} \text{ c! } \{ C \land \text{time} < \infty \} \) is valid.
Let \( \gamma \) be an arbitrary environment, and \( \hat{\sigma} \) a well-formed model such that \( |\hat{\sigma}| < \infty \).
Consider any \( \sigma \in \mathcal{M}(\text{c!}) \). Then \( \sigma = \sigma_1\sigma_2 \) with \( \sigma_1 \in \text{WaitSend(c)} \) and \( \sigma_2 \in \text{Comm(c)} \).
Assume \( \{ \text{time} = t_0 \} \gamma \hat{\sigma} \). Then \( \gamma(t_0) = |\hat{\sigma}| \).

1. If \( |\sigma_1| = \infty \) then \( \sigma = \sigma_1 \in \text{WaitSend(c)} \) and thus
   \[ \{ \text{wait to c! during } [t_0, \infty) \land \text{time} = \infty \} \gamma \hat{\sigma} \sigma, \] since \( \gamma(t_0) = |\hat{\sigma}| \). Then
   \[ \{ \text{wait to c! at } t_0 \text{ until comm at } t \land \text{time} = t + K_c \} \gamma \hat{\sigma} \sigma, \] and thus
   \[ \exists t \geq t_0 : \text{wait to c! at } t_0 \text{ until comm at } t \land \text{time} = t + K_c \} \gamma \hat{\sigma} \sigma. \]
   Hence, by (C.1), \([C] \gamma \hat{\sigma} \). Further, observe that \( |\hat{\sigma}\sigma| = \infty \).

2. If \( |\sigma_1| < \infty \) then there exists a \( \tau \in \text{TIME} \), such that for all \( \tau_1 < \tau : \sigma(\tau_1) = \{ \text{c!} \} \),
for all \( \tau_2, \tau \leq \tau_2 < \tau + K_c : \sigma(\tau_2) = \{ \text{c} \} \), and \( |\sigma| = \tau + K_c \).
   Thus \[ \exists t \geq t_0 : \text{wait to c! during } [t_0, t) \land \text{comm via c during } [t, t + K_c) \land \text{time} = \infty \] \gamma \hat{\sigma} \sigma, \] and \([c] \text{ time} < \infty \] \gamma \hat{\sigma} \sigma. Hence
   \[ \exists t \geq t_0 : \text{wait to c! at } t_0 \text{ until comm at } t \land \text{time} = t + K_c \land \text{time} < \infty \gamma \hat{\sigma} \sigma. \]
   By (C.1) this leads to \([C \land \text{time} < \infty] \gamma \hat{\sigma} \). 

The soundness of the Receive Rule can be proved similar.

Sequential Composition

Assume \( \models C_1 : \{ p \} S_1(\tau) \) and \( \models C_2 : \{ r \} S_2(\eta) \). We show that \( (C_1 \land \text{time} = \infty) \lor C_2 : \{ p \} S_1; S_2 \{ q \} \) is valid. Let \( \gamma \) be an arbitrary environment, and \( \hat{\sigma} \) a well-formed
model such that $|\sigma| < \infty$. Consider any $\sigma \in \mathcal{M}(S_1; S_2) = \mathit{SEQ}(\mathcal{M}(S_1), \mathcal{M}(S_2))$. Then $\sigma = \sigma_1\sigma_2$ with $\sigma_1 \in \mathcal{M}(S_1)$ and $\sigma_2 \in \mathcal{M}(S_2)$. Assume $[p]^{\gamma}\sigma$. Then, by $|= C_1 : \{p\}S_1\{r\}$, we obtain $[C_1]^{\gamma}\sigma_1$ and if $|\sigma_1| < \infty$ then $[r]^{\gamma}\sigma_1$.

1. If $|\sigma_1| = \infty$ then $\sigma = \sigma_1$ and $|\sigma_2| = \infty$. Thus $[C_1]^{\gamma}\sigma$ and $[\mathit{time} = \infty]^{\gamma}\sigma$.
   Hence $[C_1 \wedge \mathit{time} = \infty] \lor [C_2]^{\gamma}\sigma$.

2. If $|\sigma_1| < \infty$ then $[r]^{\gamma}\sigma_1$. Hence, by $|= C_2 : \{r\}S_2\{q\}$, we obtain $[C_2]^{\gamma}\sigma_1\sigma_2$, and if $|\sigma_1\sigma_2| < \infty$ then $[q]^{\gamma}\sigma_1\sigma_2$. Thus $[C_2]^{\gamma}\sigma$, and if $|\sigma| < \infty$ then $[q]^{\gamma}\sigma$.

Guarded Command

First we prove the soundness of the Rule for Guarded Command without Delay. Assume

\[ (\text{wait in } G \text{ during } [t_0, \infty) \land \mathit{time} = \infty) \rightarrow C_{\text{nonterm}} \quad (C.2) \]

\[ \exists t, t_0 \leq t < \infty : \text{wait in } G \text{ during } [t_0, t) \land \]

\[ \text{comm } c_i \text{ in } G \text{ from } t \rightarrow p_i, \text{ for all } i \in \{1, \ldots, n\} \quad (C.3) \]

\[ |= C_i : \{p_i\} S_i \{q_i\}, \text{ for all } i \in \{1, \ldots, n\} \quad (C.4) \]

We prove that $C_{\text{nonterm}} \lor \forall p \exists C_i : \{\mathit{time} = t_0\}^{[\mathcal{L}]p} c_i \rightarrow S_i \{\mathcal{L}\}^{[\mathcal{L}]p} q_i$ is valid. Let $\gamma$ be an arbitrary environment, and $\sigma$ a well-formed, nonterminating model. Assume $[\mathit{time} = t_0]^{\gamma}\sigma$. Thus $\gamma(t_0) = [\sigma]$. Consider any $\sigma \in \mathcal{M}([\mathcal{L}]p \rightarrow S_i) = \mathit{SEQ}(\text{Wait}(G), \text{Comm}(G))$. Then there are two possibilities:

- either $\sigma \in \text{Wait}(G)$ and $|\sigma| = \infty$. Then, by definition of $\text{Wait}(G)$, $[\text{wait in } G \text{ during } [t_0, \infty)]^{\gamma}\sigma$, and thus, by (C.3), $[C_{\text{nonterm}}]^{\gamma}\sigma$.

- or $\sigma = \sigma_1\sigma_2\sigma_3$ with $\sigma_1 \in \text{Wait}(G)$ and $|\sigma| < \infty$, $\sigma_2 \in \text{Comm}(c_k)$, and $\sigma_3 \in \mathcal{M}(S_k)$ for some $k$. Then there exists a $\tau \in \mathit{TIME}$, $\tau \geq |\sigma_1| = \gamma(t_0)$ such that $[\text{wait in } G \text{ from } t_0 \text{ till } \tau]^{\gamma}\sigma_1\sigma_2$, and there exists a $k$ such that $[\text{comm } c_k \text{ in } G \text{ from } t]^{\gamma}\sigma_1\sigma_2$. Hence $[\exists t, t_0 \leq t < \infty : \text{wait in } G \text{ during } [t_0, t) \land \text{comm } c_k \text{ in } G \text{ from } t]^{\gamma}\sigma_1\sigma_2$. Thus, by (C.4), $[p_k]^{\gamma}\sigma_1\sigma_2$. Since $\sigma_3 \in \mathcal{M}(S_k)$, we obtain from (C.4); $[C_k]^{\gamma}\sigma_1\sigma_2\sigma_3$. By $\sigma = \sigma_1\sigma_2\sigma_3$, $[C_k]^{\gamma}\sigma$. Similarly, if $|\sigma| < \infty$ then $[q_k]^{\gamma}\sigma$.

The soundness of the rule for Guarded Command with Delay is proved similarly.

Iteration

Assume

\[ |= C : \{C\} G \{C\} \quad (C.5) \]

\[ (\forall t < \infty \exists t_2 > t_1 : C[t_2/\mathit{time}]) \rightarrow C_{\text{nonterm}} \quad (C.6) \]
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We show that $C_{\text{nonterm}} \land \text{time} = \infty : \{C\} \ast G \{\text{false}\}$ is valid. Let $\gamma$ be an arbitrary environment, and $\sigma$ a well-formed model such that $|\sigma| < \infty$. Assume $[C] \gamma \sigma$. Consider any $\sigma \in \mathcal{M}(\ast G)$, then

$\sigma \in \{\sigma \mid \text{there exists a } k \in \mathbb{N}, k \geq 1 \text{ and models } \sigma_1, \ldots, \sigma_k \text{ such that }$

$\sigma = \sigma_1 \cdots \sigma_k$, with $\sigma_i \in \mathcal{M}(G)$, for $i \in \{1, \ldots, k\}$,

$|\sigma_i| < \infty$, for $i \in \{1, \ldots, k - 1\}$, and $|\sigma_k| = \infty \} \cup \{\sigma \mid \text{there exists an infinite sequence of models } \sigma_1, \sigma_2, \ldots \text{ such that }$

$\sigma = \sigma_1 \sigma_2 \cdots$, with $\sigma_i \in \mathcal{M}(G)$ and $|\sigma_i| < \infty$, for $i \geq 1 \}$. Hence $|\sigma| = \infty$, and thus $[\text{time} = \infty] \gamma \sigma$. Remains to prove $[C_{\text{nonterm}} \lor C] \gamma \sigma$.

There are two possibilities:

1. There exists a $k \in \mathbb{N}$, $k \geq 1$ and models $\sigma_1, \ldots, \sigma_k$ such that $\sigma = \sigma_1 \cdots \sigma_k$, with $\sigma_i \in \mathcal{M}(G)$, for $i \in \{1, \ldots, k\}$, $|\sigma_i| < \infty$, for $i \in \{1, \ldots, k - 1\}$, and $|\sigma_k| = \infty$.

Then we prove, by induction on $i$, that $[C] \gamma \sigma_1 \cdots \sigma_i$, for $i \in \{0, \ldots, k - 1\}$.

**Basic** For $i = 0$ we have, by our assumption, $[C] \gamma \sigma$.

**Induction** Consider $i$ with $0 < i < k$. By the induction hypothesis:

$[C] \gamma \sigma_1 \cdots \sigma_{i-1}$. Using $\sigma_i \in \mathcal{M}(G)$, and $|\sigma_i| < \infty$ we obtain by (C.5) (with $n = i - 1$) $[C] \gamma \sigma_1 \cdots \sigma_i$.

With $i = k - 1$ we obtain $[C] \gamma \sigma_1 \cdots \sigma_{k-1}$. Since $\sigma_k \in \mathcal{M}(G)$, (C.5) leads to $[C] \gamma \sigma_1 \cdots \sigma_k$ and thus $[C] \gamma \sigma$. Since $|\sigma| = \infty$ we have $[C[\text{time} = \infty]] \gamma \sigma$. Hence $\forall t_1 < \infty \exists t_2 > t_1 : C[t_2 / \text{time}] \gamma \sigma$, and thus, by (C.6), $[C_{\text{nonterm}}] \gamma \sigma$.

2. There exists an infinite sequence of models $\sigma_1, \sigma_2, \ldots$ such that $\sigma = \sigma_1 \sigma_2 \cdots$, with $\sigma_i \in \mathcal{M}(G)$ and $|\sigma_i| < \infty$, for $i \geq 1$.

We prove, by induction on $i$ that, for all $i \geq 0$, $[C] \gamma \sigma_1 \cdots \sigma_i$.

**Basic** For $i = 0$ we have, by our assumption, $[C] \gamma \sigma$.

**Induction** Let $i > 0$. By the induction hypothesis, $[C] \gamma \sigma_1 \cdots \sigma_{i-1}$.

Then $\sigma_i \in \mathcal{M}(G)$, and $|\sigma_i| < \infty$ lead, by (C.5), to $[C] \gamma \sigma_1 \cdots \sigma_i$.

Now, using Lemma 3.4.3, $[C[\sigma_1 \cdots \sigma_i / \text{time}] \gamma \sigma_1 \cdots \sigma_i \sigma_{i+1} \cdots$, for $i \geq 0$.

Thus $[C[\sigma_1 \cdots \sigma_i / \text{time}] \gamma \sigma$, for $i \geq 0$. Observe that for all $t_1 \in \text{TIME}$ there exists a $i$ such that $|\sigma_1 \cdots \sigma_i| > t_1$. Hence, for all $t_1 \in \text{TIME}$ there exists a $t_2 > t_1$ such that $[C[t_2 / \text{time}] \gamma \sigma$. This leads to $\forall t_1 < \infty \exists t_2 > t_1 : C[t_2 / \text{time}] \gamma \sigma$, and thus, by (C.6), to $[C_{\text{nonterm}}] \gamma \sigma$.

**Parallel Composition**

Assume

$|= C_i : \{p_i \} \ S_i \ {q_i}, \text{ for } i = 1, 2 \quad (C.7)$

$\exists t_1, t_2 : \text{time} = \max(t_1, t_2) \land \bigwedge_{i=1}^{2} C_i[t_i / \text{time}] \land \text{no dch}(S_i) \text{ during } [t_i, \text{time}) \rightarrow C \quad (C.8)$
We show that $C : \{p_1 \land p_2\} S_1 \models S_2 \{q\}$ is valid.

Let $\gamma$ be an arbitrary environment, and $\sigma$ a well-formed model such that $|\sigma| < \infty$.

Assume $[p_1 \land p_2] \gamma \sigma$. Consider any $\sigma \in M(S_1 \| S_2)$.

Then $dch(\sigma) \subseteq dch(S_1) \cup dch(S_2)$, and for $i = 1, 2$ there exist $\sigma_i \in M(S_i)$ such that

$$|\sigma| = \max(|\sigma_1|, |\sigma_2|), \text{ and } [\sigma]_{dch(S_i)}(r) = \begin{cases} \sigma_i(r) & \text{for all } r < |\sigma_i| \smallskip
\emptyset & \text{for all } r, |\sigma_i| \leq r < |\sigma| \end{cases}$$

By (C.7) we obtain $[C_i] \gamma \sigma_i$ and if $|\sigma_i| < \infty$ then $[q_i] \gamma \sigma_i$.

Define $\tilde{\gamma} = (\gamma : t_1 \mapsto |\tilde{\sigma}| + |\sigma_1|, t_2 \mapsto |\tilde{\sigma}| + |\sigma_2|)$. Then, using (C.11), $[C_i[t_i/time]] \gamma \sigma_i$ and if $|\sigma_i| < \infty$ then $[q_i[t_i/time]] \gamma \sigma_i$. Using Lemma 3.4.3, we obtain $[C_i[t_i/time]] \gamma \sigma_i[dch(S_i)]$ and if $|\sigma_i| < \infty$ then $[q_i[t_i/time]] \gamma \sigma_i[dch(S_i)]$. By (C.10) and Lemma 3.4.6 this leads to $[C_i[t_i/time]] \gamma \sigma_i$ and, since $|\sigma| < \infty$ implies $|\sigma_i| < \infty$, if $|\sigma| < \infty$ then $[q_i[t_i/time]] \gamma \sigma_i$.

Further, $[time = \max(t_1, t_2)] \gamma \sigma_i$ and $[\bigwedge_{i=1}^2 \neg dch(S_i) \text{ during } [t_i, \text{time}]] \gamma \sigma_i$.

Thus $[\exists t_1, t_2 : time = \max(t_1, t_2) \land \bigwedge_{i=1}^2 \neg dch(S_i) \text{ during } [t_i, \text{time}]] \gamma \sigma_i$.

Hence, by (C.8) and (C.9), $[C] \gamma \sigma$ and if $|\sigma| < \infty$ then $[q] \gamma \sigma$.

### C.2 Completeness of the Proof System in Section 3.4

In this section we show that the proof system of Section 3.4 is relatively complete.

Similar to the notion of precise assertions, which is used to prove the completeness of the proof system in Section 3.3, we define the notion of a characteristic assertion. Let $FV(p)$ denote the set of free logical variables occurring in assertion $p$.

**Definition C.2.1** An assertion $C$ is characteristic for a program $S$ with respect to a logical variable $t_0$ iff the following points hold:

1. $\models C : \{time = t_0\} S \{C \land time < \infty\}$, that is, for all $\gamma$, $\sigma$, and $\sigma_i$:
   - if $\gamma(t_0) = |\tilde{\sigma}| < \infty$ and $\sigma \in M(S)$, then $[C] \gamma \sigma$.

2. For all $\gamma$, $\tilde{\sigma}$, and $\sigma$: if $\sigma$ is well-formed, $dch(\sigma) \subseteq dch(S)$, $\gamma(t_0) = |\tilde{\sigma}| < \infty$ and $[C] \gamma \sigma$ then $\sigma \in M(S)$.

3. $dch(C) = dch(S)$ and $FV(C) = \{t_0\}$.

The main idea of the completeness proof is to show first that we can define a characteristic assertion $C$ for each program $S$ in our assertion language. Next we prove that we can derive a characteristic specification $C : \{time = t_0\} S \{C \land time < \infty\}$ in our
proof system. Then we show that with an arbitrary precondition we can derive any valid commitment and postcondition from the characteristic specification. Although this approach is similar to the completeness proof for the proof system of Section 3.3, the following example illustrates that there is a small complication. Consider

\[ \models time \geq 8 : \{comm \ via \ c \ at \ 5\} \ \text{delay} \ 3 \ \{time \geq 8\}, \]

which is valid since \(comm \ via \ c \ at \ 5\) implies \(time \geq 5\). In order to derive this formula in the proof system we would like to use the following characteristic specification:

\[ \vdash time = t_0 + 3 : \{time = t_0\} \ \text{delay} \ 3 \ \{time = t_0 + 3\}, \]

and derive \(time \geq 8\) by \((comm \ via \ c \ at \ 5)[t_0/time]\) and \(time = t_0 + 3\). Note, however, that \(comm \ via \ c \ at \ 5 \land time = t_0 + 3 \rightarrow time \geq 8\) is not valid. The problem is that we cannot use the fact that \(comm \ via \ c \ at \ 5\) implies \(time \geq 5\), and thus after the substitution \([t_0/time]\) implies \(t_0 \geq 5\). Therefore the precondition is transformed such that this implicit information is made explicit. This transformation is given by the following operation on assertions. For an assertion \(p\) we define \(p^+\) inductively as follows:

\[ p^+ = \begin{cases} \text{comm via c at exp} \land \text{exp < time} & \text{if } p = \text{comm via c at exp} \\ \text{wait to c! at exp} \land \text{exp < time} & \text{if } p = \text{wait to c! at exp} \\ \text{wait to c? at exp} \land \text{exp < time} & \text{if } p = \text{wait to c? at exp} \\ \neg p^+ & \text{if } p = p_1 \land p_2 \\ p^+_1 \lor p^+_2 & \text{if } p = p_1 \lor p_2 \\ \exists t : p^+ & \text{if } p = \exists t : p \end{cases} \]

Then we have the following lemma:

**Lemma C.2.2** For all assertions \(p\), \(\models p \iff p^+\).

Now we can give the completeness proof, assuming the following lemma which will be proved later.

**Lemma C.2.3** For any program \(S\) and any logical variable \(t_0\) there exists an assertion \(C\) such that

1. \(C\) is characteristic for \(S\) w.r.t. \(t_0\), and
2. \(\vdash C : \{time = t_0\} \ S \ \{C \land time < \infty\}\).

**Proof:** See Section C.2.1. \(\square\)

**Lemma C.2.4** If \(\hat{C}\) is characteristic for \(S\) w.r.t. \(t_0\) and \(\models C : \{p\} \ S \ \{q\}\), then, with \(cset = dch(C) \land dch(\hat{C})\);

1. \(\models \hat{C} \land p^+[t_0/time] \land t_0 < \infty \land \text{no cset during } [t_0, time] \land \text{WellForm}_{dch(\hat{C})} \rightarrow C\)
2. \(\models \hat{C} \land p^+[t_0/time] \land t_0 < \infty \land \text{no cset during } [t_0, time] \land \text{WellForm}_{dch(\hat{C})} \land time < \infty \rightarrow q\)
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Proof: Assume \( \hat{C} \) is characteristic for \( S \) w.r.t. \( t_0, \models C : \{ p \} \ S \{ q \} \), and 
\[
cset = dch(C) - dch(\hat{C}).
\]
Suppose 
\[
(\hat{C} \wedge p[\text{time}]_{t_0} \wedge t_0 < \sigma \wedge \text{no cset during } [t_0, \text{time}] \wedge \text{WellForm}_{dch(C)}(\hat{v})_{\gamma} \sigma).
\]
Define \( \delta = \sigma \uparrow \gamma(t_0) \) and \( \sigma_1 = \sigma \uparrow \gamma(t_0) \). Then \( \sigma = \delta \sigma_1 \) and, since \( [t_0 < \infty]_{\gamma} \sigma, |\delta| < \infty \). From \( [\text{WellForm}_{dch(C)}(\hat{v})_{\gamma}]_{\sigma} \), we obtain by Lemma 3.4.6:
\[
[\text{WellForm}_{dch(C)}(\hat{v})_{\gamma}]_{\sigma_1} \text{ and } \gamma(\delta \sigma_1) \text{ well-formed. Hence, using } \sigma = \delta \sigma_1 \text{ and } |\delta| < \infty, [\sigma_1]_{dch(C)} \text{ is well-formed. Furthermore, } [\hat{C}]_{\gamma \delta \sigma_1} \text{ leads by Lemma 3.4.6 to } [\hat{C}]_{\gamma [\sigma_1]_{dch(C)}} \text{. Again using Lemma 3.4.6 this leads to } [\hat{C}]_{\gamma [\sigma_1]_{dch(C)}} \text{.}
\]
Observe that \( dch([\sigma_1]_{dch(C)}) \subseteq dch(\hat{C}) = dch(S) \). Since \( \hat{C} \) is characteristic for \( S \) w.r.t. \( t_0 \), this implies \( [\sigma_1]_{dch(\hat{C})} \in M(S) \). From \( \text{no cset during } [t_0, \text{time}] \) \( \gamma \delta \sigma_1 \) we can derive \( [\sigma_1]_{dch(C)} = [\sigma_1]_{dch(\hat{C})} \cup dch(C) \) (recall that \( cset = dch(C) - dch(\hat{C}) \) ). Hence \( [\sigma_1]_{dch(C)} \cup dch(C) \in M(S) \). From \( [p[\text{time}]_{t_0}]_{\gamma \delta \sigma_1} \) we obtain \( [p[\bar{\delta}]_{/\text{time}]_{\gamma \delta \sigma_1}} \). By Lemma 3.4.6, \([p[\text{time}]_{\gamma \delta \sigma_1} \downarrow |\bar{\delta}| \). Thus, using \( \models p \leftrightarrow p^+ \), \([p[\bar{\delta}]_{/\text{time}]_{\gamma \delta \sigma_1}} \). Since \( \delta \) is well-formed and \( |\delta| < \infty \), we can now use \( \models C : \{ p \} \ S \{ q \} \) to derive that

1. \([C]_{\gamma [\sigma_1]_{dch(C)}} \) and
2. if \( |\sigma_1| < \infty \) then \( [q]_{\gamma [\sigma_1]_{dch(C)}} \).

Hence, by Lemma 3.4.6,

1. \([C]_{\gamma \delta \sigma_1} \), that is, \([C]_{\gamma} \sigma \), and
2. if \( \text{time} < \infty \) \( \gamma \sigma \) then \( |\sigma_1| < \infty \), and thus \( [q]_{\gamma} \sigma \).

Given the two lemmas above, we can now prove (relative) completeness:

Theorem C.2.5 If \( \models C : \{ p \} \ S \{ q \} \) then \( \vdash C : \{ p \} \ S \{ q \} \).

Proof: Assume \( \models C : \{ p \} \ S \{ q \} \). Let \( t_0 \) be fresh, that is, \( t_0 \not\in FV(C,p,q) \).

From Lemma C.2.3: there exists an assertion \( \hat{C} \) such that \( \hat{C} \) is characteristic for \( S \) w.r.t. \( t_0 \), and \( \vdash \hat{C} : \{ \text{time} = t_0 \} \ S \{ \hat{C} \wedge \text{time} < \infty \} \).

Let \( cset = dch(C) - dch(\hat{C}) \). Then \( cset = dch(C) - dch(S) \), since \( \hat{C} \) is characteristic for \( S \). This implies that \( cset \cap dch(S) = \emptyset \). Since \( \text{time} \) does not occur in \( p[t_0/\text{time}] \), we can then derive by the Initial Invariance Axiom, the Channel Invariance Axiom and the Conjunction Rule,
\[
\vdash p[t_0/\text{time}] \wedge t_0 < \sigma \wedge \text{no cset during } [t_0, \text{time}] : \{ p[t_0/\text{time}] \wedge \text{time} = t_0 < \sigma \wedge \text{no cset during } [t_0, \text{time}] \} \}
\]
By the Well-formedness Axiom we can derive 
\[
\vdash \text{WellForm}_{dch(C)} : \{ \text{true} \} \ S \{ \text{WellForm}_{dch(C)} \}.
\]
The Conjunction Rule (twice) then leads to 
\[
\vdash \hat{C} \wedge p[t_0/\text{time}] \wedge t_0 < \sigma \wedge \text{WellForm}_{dch(C)} \wedge \text{no cset during } [t_0, \text{time}] : \{ p[t_0/\text{time}] \wedge \text{time} = t_0 < \sigma \} \ S
\]
\[
\{ \hat{C} \wedge p[t_0/\text{time}] \wedge t_0 < \sigma \wedge \text{WellForm}_{dch(C)} \wedge \text{no cset during } [t_0, \text{time}] \wedge \text{time} < \sigma \} \}
\]
Using Lemma C.2.2 and the Consequence Rule we obtain
\[
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\]
1- \cdot \mathcal{C} \wedge \mathcal{p}^+\{t_0/time\} \wedge t_0 < \infty \wedge \text{WellForm}_{dch(\mathcal{C})} \wedge \text{no cset during} \{t_0, t\} \wedge \\
\{\mathcal{C} \wedge \mathcal{p}^+\{t_0/time\} \wedge t_0 < \infty \wedge \text{WellForm}_{dch(\mathcal{C})} \wedge \text{no cset during} \{t_0, t\} \wedge \\
time < \infty \}.

By Lemma C.2.4, the relative completeness assumption, and the Consequence Rule this leads to
\[ \vdash C : \{\mathcal{p}\{t_0/time\} \wedge \text{time} = t_0 \} \Rightarrow \{q\}. \]

Since \( t_0 \not\in \text{FV}(C, p, q) \), we can derive by the Quantification Rule
\[ \vdash C : \{\exists \mathcal{C} : \mathcal{p}\{t_0/time\} \wedge \text{time} = t_0 \} \Rightarrow \{q\}. \]

Finally, since \( \vdash p \rightarrow \exists \mathcal{C} : \mathcal{p}\{t_0/time\} \wedge \text{time} = t_0 \), the relative completeness assumption and the Consequence Rule lead to
\[ \vdash C : \{p\} \Rightarrow \{q\}. \]

\[ \square \]

C.2.1 Proof of Lemma C.2.3

First a few definitions:

- \( I_{t_0} = \{(\gamma, \sigma) \mid \sigma \text{ is a well-formed model and } \gamma(t_0) = |\sigma| < \infty \} \)
- \( \text{After}_{t_0}(p) \) if for all \( \sigma : \text{if } p\gamma_0\sigma, \text{for some } (\gamma_0, \sigma_0) \in I_{t_0}, \text{then for all } (\gamma, \sigma) \in I_{t_0} : p\gamma\sigma. \) (The predicate \( \text{After}_{t_0}(p) \) expresses that assertion \( p \) does not refer to point of time before \( t_0. )
- \( \{p\} = \{\sigma \mid \text{for all } \gamma, p\gamma\sigma\} \)
- \( \llbracket p \rrbracket_{t_0} = \{\sigma \mid dch(\sigma) \subseteq dch(p), \sigma \text{ well-formed, and } \llbracket p \rrbracket \gamma\sigma \text{ for all } (\gamma, \sigma) \in I_{t_0} \} \)
- \( \text{Concat}_{t_0}(p_1, p_2) \equiv \exists t, t_0 \leq t \leq \text{time} : p_1[t/time] \wedge (t < \infty \rightarrow p_2[t/t_0]) \)

From the definition of characteristic assertions we obtain

Lemma C.2.6 \( C \) is characteristic for \( S \) w.r.t. \( t_0 \) iff
\( \text{dch}(C) = \text{dch}(S), \text{FV}(C) = \{t_0\} \) and \( \llbracket C \rrbracket_{t_0} = \text{M}(S) \).

The following lemma expresses that, under certain conditions, the \text{Concat} operator corresponds to sequential composition.

Lemma C.2.7 If \( \text{After}_{t_0}(p_1), \text{After}_{t_0}(p_2), \) and \( \text{dch}(p_1) = \text{dch}(p_2) \) then 
\( \llbracket \text{Concat}_{t_0}(p_1, p_2) \rrbracket_{t_0} = \text{SEQ}(\llbracket p_1 \rrbracket_{t_0}, \llbracket p_2 \rrbracket_{t_0}). \)

Proof: Assume \( \text{After}_{t_0}(p_1), \text{After}_{t_0}(p_2), \) and \( \text{dch}(p_1) = \text{dch}(p_2). \) Then
\( \sigma \in \llbracket \text{Concat}_{t_0}(p_1, p_2) \rrbracket_{t_0} \)
iff
\( \sigma \in \exists t, t_0 \leq t \leq \text{time} : p_1[t/time] \wedge (t < \infty \rightarrow p_2[t/t_0]) \rrbracket_{t_0} \)
iff
\( \text{dch}(\sigma) \subseteq \text{dch}(p_1 \wedge p_2), \sigma \text{ well-formed, and for all } (\gamma, \sigma) \in I_{t_0} : \\
[\exists t, t_0 \leq t \leq \text{time} : p_1[t/time] \wedge (t < \infty \rightarrow p_2[t/t_0] \rrbracket \gamma\sigma \]
iff
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\[ dch(\sigma) \subseteq dch(p_1) = dch(p_2), \sigma \text{ well-formed, and for all } (\gamma, \hat{\sigma}) \in I_{t_0} \text{ there exists a } \tau \in TIME \cup \{\infty\}, \gamma(t_0) \leq \tau \leq |\hat{\sigma}|, [p_1[\tau/time]]\gamma\hat{\sigma}, \text{ and if } \tau < \infty \text{ then } [p_2[\tau/t_0]]\gamma\hat{\sigma} \]

iff

\[ dch(\sigma) \subseteq dch(p_1) = dch(p_2), \sigma \text{ well-formed, and for all } (\gamma, \hat{\sigma}) \in I_{t_0} \text{ there exists a } \tau \in TIME \cup \{\infty\}, |\hat{\sigma}| \leq \tau \leq |\gamma\hat{\sigma}|, [p_1[\tau/time]]\gamma\hat{\sigma}, \text{ and if } \tau < \infty \text{ then } [p_2[\tau/t_0]]\gamma\hat{\sigma} \]

iff \((\tau_0 = \tau - |\hat{\sigma}|, \text{ note that } |\hat{\sigma}| < \infty)\)

\[ dch(\sigma) \subseteq dch(p_1) = dch(p_2), \sigma \text{ well-formed, and for all } (\gamma, \hat{\sigma}) \in I_{t_0} \text{ there exists a } \tau_0 \in TIME \cup \{\infty\}, 0 \leq \tau_0 \leq |\sigma|, [p_1[|\sigma| + \tau_0/time]]\gamma\hat{\sigma}, \text{ and if } \tau_0 < \infty \text{ then } [p_2[|\sigma| + \tau_0/t_0]]\gamma\hat{\sigma} \]

iff (using Lemma 3.4.3)

\[ dch(\sigma) \subseteq dch(p_1) = dch(p_2), \sigma \text{ well-formed, and for all } (\gamma, \hat{\sigma}) \in I_{t_0} \text{ there exists a } \tau_0 \in TIME \cup \{\infty\}, 0 \leq \tau_0 \leq |\sigma|, [p_1[|\sigma| + \tau_0/time]]\gamma\hat{\sigma}, \text{ and if } \tau_0 < \infty \text{ then } [p_2[|\sigma| + \tau_0/t_0]]\gamma\hat{\sigma} \]

iff (using After\(_{t_0}(p_1)\) and After\(_{t_0}(p_2)\))

\[ dch(\sigma) \subseteq dch(p_1) = dch(p_2), \sigma \text{ well-formed, and there exists a } \tau_0 \in TIME \cup \{\infty\}, \tau_0 \leq |\sigma|, \text{ such that for all } (\gamma, \hat{\sigma}) \in I_{t_0}, [p_1[\gamma\hat{\sigma} \rightarrow \tau_0]], \text{ and if } \tau_0 < \infty \text{ then for all } (\gamma, \hat{\sigma} \rightarrow \tau_0) \in I_{t_0}, [p_2[\gamma\hat{\sigma} \rightarrow \tau_0]] \in [p_2]_{t_0} \]

iff (using the assumption \(dch(p_1) = dch(p_2)\))

\[ \sigma \text{ well-formed, and there exists a } \tau_0 \in TIME \cup \{\infty\}, \tau_0 \leq |\sigma|, \text{ such that for all } (\gamma, \hat{\sigma}) \in I_{t_0}, (\sigma \rightarrow \tau_0) \in [p_1]_{t_0}, \text{ and if } \tau_0 < \infty \text{ then } (\sigma \rightarrow \tau) \in [p_2]_{t_0} \]

iff

there exists a \(\tau_0 \in TIME \cup \{\infty\} \text{ such that } (\sigma \rightarrow \tau_0) \in [p_1]_{t_0} \text{ and } (\sigma \rightarrow \tau_0) \in [p_2]_{t_0} \)

iff \(\sigma \in SEQ([p_1]_{t_0}, [p_2]_{t_0})\).

We show that Lemma C.2.3 holds by proving the following lemma.

**Lemma C.2.8** For every program \(S\) and logical variable \(t_0\) there exists an assertion \(C\) such that

1. \([C]_{t_0} \subseteq M(S)\),
2. \(\vdash C : \{time = t_0\} S \{C \land time < \infty\}\),
3. \(dch(C) = dch(S), FV(C) = \{t_0\}\), and
4. \(After_{t_0}(C), C \rightarrow time \geq t_0\).

First observe that this lemma implies Lemma C.2.3, since the second point and soundness of the proof system implies \(\vdash C : \{time = t_0\} S \{C \land time < \infty\}\). Thus for all \(\hat{\sigma}\) and \(\gamma\) with \(|\hat{\sigma}| < \infty\), \(\hat{\sigma}\) well-formed and \([time = t_0]\gamma\hat{\sigma}\), and for all \(\sigma \in M(S)\), we have \([C]\gamma\hat{\sigma}\). Hence, \([C]\gamma\hat{\sigma}\) for all \((\gamma, \hat{\sigma}) \in I_{t_0}\) and \(\sigma \in M(S)\). Thus \(\sigma \in M(S)\) implies
\( \sigma \in [C]_{t_0} \). This proves \( M(S) \subseteq [C]_{t_0} \), and thus, by the first point, \([C]_{t_0} = M(S)\). Together with the third point we obtain, by Lemma C.2.6, that \( C \) is characteristic for \( S \) w.r.t. \( t_0 \).

We prove Lemma C.2.8 by induction on the structure of \( S \), and the last point has been added for this inductive proof. The most difficult case in the proof is the iteration construct. Therefore we first prove the lemma for \( S \equiv *G \). This requires a number of definitions and lemmas.

Define \( M(G^k) \) for \( k \geq 1 \) by \( M(G^1) = M(G) \) and \( M(G^{k+1}) = SEQ(M(G), M(G^k)) \).

**Lemma C.2.8** \( M((G^k) = \{ \sigma | \text{there exist } \sigma_0, \ldots, \sigma_{k-1} \text{ such that } \sigma = \sigma_0 \cdots \sigma_{k-1} \text{ and } \sigma_i \in M(G) \text{ for } i < k \} \)

**Proof:** By induction on \( k \). For \( k = 1 \) trivial. \( M(G^{k+1}) = SEQ(M(G), M(G^k)) = \{ \sigma | \text{there exist } \sigma_1 \text{ and } \sigma_2 \text{ such that } \sigma = \sigma_1 \sigma_2, \sigma_1 \in M(G), \text{ and } \sigma_2 \in M(G) \} \).

By the induction hypothesis we obtain
\[
\{ \sigma | \text{there exist } \sigma_1 \text{ and } \sigma_2 \text{ such that } \sigma = \sigma_1 \sigma_2, \sigma_1 \in M(G), \text{ and } \sigma_2 \in M(G) \text{ for } i < k \} = \\
\{ \sigma | \text{there exist } \sigma_1 \text{ and } \sigma_0, \ldots, \sigma_{k-1} \text{ such that } \sigma_1 \in M(G), \sigma_i \in M(G), \text{ for } i < k, \text{ and } \\
\sigma = \sigma_1 \sigma_0 \cdots \sigma_{k-1} \}
\]

Next we define an assertion \( p(n) \) such that \( M(G^k) = [p[k/n]]_{t_0} \), for \( k \geq 1 \).

Let \( p(k) \) denote \( p[k/n] \). Assume \( C_0 \) is characteristic for \( G \) with respect to \( t_0 \). Then \( p \) should be such that \( p(k) \leftrightarrow \exists t_1, \ldots, t_{k-1} : \forall i \in \mathbb{N}, i < k - 1 : t_i \leq t_{i+1} \leq \text{time} \land (t_i < \infty \rightarrow C_0[t_i/t_0, t_{i+1}/\text{time}]) \land (t_{k-1} < \infty \rightarrow C_0[t_{k-1}/t_0]) \).

First we show that such an assertion \( p(n) \) can be defined in our assertion language. Note that we cannot use the expression above for \( p(k) \) with \( k \) replaced by variable \( n \) since then we obtain a a second-order formula \( p(n) \equiv \exists t_1, \ldots, t_{n-1} \ldots \) which is not a formula of our assertion language. We give, however, an equivalent expression in our assertion language by using the idea that finite sequences can be coded in first-order arithmetic. Therefore we need some predicates which are used to code and decode finite sequences of numbers from \( \text{TIME} \cup \{ \infty \} \). In our assertion language we can define the predicates \( \text{LIST}(x), \text{LEN}(x, y) \) and \( \text{PROJ}(x, y, z) \). These assertions are defined such that

- \( \text{LIST}(x) \) holds iff \( x \) codes a finite sequence of elements from \( \text{TIME} \cup \{ \infty \} \)
- \( \text{LEN}(x, y) \) holds iff \( \text{LIST}(x) \) then \( x \) codes a sequence of length \( y \) of elements from \( \text{TIME} \cup \{ \infty \} \)
- \( \text{PROJ}(x, y, z) \) holds iff \( \text{LIST}(x) \) and \( \text{LEN}(x, v) \), for some \( v > y \), then \( z \) is the \((i+1)^{th}\) number in the sequence coded by \( x \). (Note that \( y \in \mathbb{N} \).)

Then we can define \( p \) as follows:
\[
p(n) \equiv n \in \mathbb{N} \land n > 0 \land t_0 < \infty \land \exists t : \text{LIST}(t) \land \text{LEN}(t, n) \land \text{PROJ}(t, 0, t_0) \land
\]
\[(\forall i \in \mathbb{N}, i < n-1 \forall t_1, t_2 : PROJ(t, i, t_1) \land PROJ(t, i + 1, t_2) \rightarrow t_1 \leq t_2 \leq time \land (t_1 < \infty \rightarrow C_0[t_1/t_0, t_2/time])) \land (\forall t_1 : PROJ(t, n-1, t_1) \land t_1 < \infty \rightarrow C_0[t_1/t_0])\]

Note that \(p(0) \leftarrow false\).

**Lemma C.2.10**

1. \(p(1) \leftarrow (t_0 < \infty \land C_0)\)
2. \(p(k + 1) \leftarrow [t_0 < \infty \land Concat_0(C_0, p(k))]\), for all \(k \in \mathbb{N}, k \geq 1\).
3. If \(C_0 \rightarrow time \geq t_0\) then \(p(k + 1) \leftarrow Concat_0(p(k), C_0)\), for all \(k \in \mathbb{N}, k \geq 1\).

**Proof:**

1. \(p(1) \leftarrow t_0 < \infty \land \exists t : LIST(t) \land LEN(t, 1) \land PROJ(t, 0, t_0) \land (\forall t_1 : PROJ(t, 0, t_1) \land t_1 < \infty \rightarrow C_0[t_1/t_0]) \leftarrow (t_0 < \infty \land C_0)\)

2. \(p(k + 1) \leftarrow t_0 < \infty \land \exists t : LIST(t) \land LEN(t, k + 1) \land PROJ(t, 0, t_0) \land (\forall i \in \mathbb{N}, i < k \forall t_1, t_2 : PROJ(t, i, t_1) \land PROJ(t, i + 1, t_2) \rightarrow t_1 \leq t_2 \leq time \land (t_1 < \infty \rightarrow C_0[t_1/t_0, t_2/time])) \land (\forall t_1 : PROJ(t, k, t_1) \land t_1 < \infty \rightarrow C_0[t_1/t_0]) \leftarrow t_0 < \infty \land \exists t_3 : t_0 \leq t_3 \leq time \land (t_0 < \infty \rightarrow C_0[t_3/time]) \land \exists t : LIST(t) \land LEN(t, k) \land PROJ(t, 0, t_3) \land (\forall i \in \mathbb{N}, i < k - 1 \forall t_1, t_2 : PROJ(t, i, t_1) \land PROJ(t, i + 1, t_2) \rightarrow t_1 \leq t_2 \leq time \land (t_1 < \infty \rightarrow C_0[t_1/t_0, t_2/time])) \land (\forall t_1 : PROJ(t, k - 1, t_1) \land t_1 < \infty \rightarrow C_0[t_1/t_0]) \leftarrow [t_0 < \infty \land Concat_0(C_0, p(k))]\)

3. \(p(k + 1) \leftarrow t_0 < \infty \land \exists t_3 : t_0 \leq t_3 \leq time \land t_0 < \infty \land \exists t : LIST(t) \land LEN(t, k) \land PROJ(t, 0, t_3) \land (\forall i \in \mathbb{N}, i < k - 1 \forall t_1, t_2 : PROJ(t, i, t_1) \land PROJ(t, i + 1, t_2) \rightarrow t_1 \leq t_2 \leq time \land (t_1 < \infty \rightarrow C_0[t_1/t_0, t_2/time])) \land (\forall t_1 : PROJ(t, k - 1, t_1) \rightarrow t_1 \leq t_3 \land (t_1 < \infty \rightarrow C_0[t_1/t_0, t_3/time]) \land (t_3 < \infty \rightarrow C_0[t_3/t_0])) \leftarrow Concat_0(p(k), C_0)\)

(\text{use that } C_0[t_1/t_0, t_3/time] \text{ implies } t_0 \leq t_3)

\(\exists t_3, t_0 \leq t_3 \leq time : p(k)[t_3/time] \land (t_3 < \infty \rightarrow C_0[t_3/t_0]) \leftarrow Concat_0(p(k), C_0)\)
Then we can easily prove the following lemma:

**Lemma C.2.11** If $\text{After}_{t_0}(C_0)$, $\text{After}_{t_0}(p(k))$, and $\mathcal{M}(G) = [C_0]_{t_0}$ then, for $k \geq 1$, $\mathcal{M}(G^k) = [p(k)]_{t_0}$.

**Proof:** By induction on $k$:

- $\mathcal{M}(G) = [C_0]_{t_0} = [t_0 < \infty \land C_0]_{t_0} = [p(1)]_{t_0}$, using Lemma C.2.10.
- $\mathcal{M}(G^{k+1}) = \text{SEQ}(\mathcal{M}(G), \mathcal{M}(G^k)) = \text{SEQ}([C_0]_{t_0}, [p(k)]_{t_0}) = [\text{Concat}_{t_0}(C_0, p(k))]_{t_0}$, by using Lemma C.2.10. Finally, observe that $[\text{Concat}_{t_0}(C_0, p(k))]_{t_0} = [t_0 < \infty \land \text{Concat}_{t_0}(C_0, p(k))]_{t_0} = [p(k + 1)]_{t_0}$.

The following lemma asserts that if a model $\sigma$ coincides in every finite interval of time with some model from the semantics of a statement, then $\sigma$ must be an element of the semantics. Informally, it expresses that we have no fairness constraints or unbounded non-determinism in our semantic definition. We do not exclude any infinite model from the semantics of a statement if all finite approximations of this model are present in the semantics.

**Lemma C.2.12** $\sigma \in \mathcal{M}(S)$ iff for all $\tau \in \text{TIME}$, $\sigma \downarrow \tau \in \mathcal{M}(S) \downarrow \tau$.

**Proof:** First define for a set of models $\Sigma$ and a model $\sigma$ a predicate $\text{Approx}(\Sigma, \sigma)$ which is true if there exists a sequence $\sigma_{i_0}, \sigma_{i_1}, \ldots$ such that $i_0 < i_1 < \cdots$, $i_k \in \mathbb{N}$, $\sigma_{i_k} \in \mathcal{M}(S)$ and $\sigma \Downarrow i_k = \sigma_{i_k} \Downarrow i_k$, for all $k \in \mathbb{N}$. Then we prove the following stronger version of the lemma: If $\text{Approx}(\mathcal{M}(S), \sigma)$ then $\sigma \in \mathcal{M}(S)$. This can be proved by induction of the structure of $S$.

**Lemma C.2.13** $\sigma \in \mathcal{M}(\ast G)$ iff $|\sigma| = \infty$ and for all $\tau_1 \in \text{TIME}$ there exists a $\tau_2 > \tau_1$, $\tau_2 \in \text{TIME} \cup \{\infty\}$ and $k \geq 1$ such that $\sigma \downarrow \tau_2 \in \mathcal{M}(G^k)$.

**Proof:**

(if) Assume $|\sigma| = \infty$ and for all $\tau_1 \in \text{TIME}$ there exists a $\tau_2 > \tau_1$, $\tau_2 \in \text{TIME} \cup \{\infty\}$ and $k \geq 1$ such that $\sigma \downarrow \tau_2 \in \mathcal{M}(G^k)$. Thus for all $\tau_1 \in \text{TIME}$ there exists a $k \geq 1$ such that $\sigma \downarrow \tau_1 \in \mathcal{M}(G^k) \downarrow \tau_1$, since $\tau_1 < \tau_2$. Then, by Lemma C.2.9, there exist $\sigma_0, \ldots, \sigma_{k-1}$ with $\sigma_i \in \mathcal{M}(G)$ for $i < k$ such that $\sigma \downarrow \tau_1 = (\sigma_0 \cdots \sigma_{k-1}) \downarrow \tau_1$. Define, for $i \geq k$, $\sigma_i = \sigma_{k-1}$. Then there exist $\sigma_0, \sigma_1, \ldots$ with $\sigma_i \in \mathcal{M}(G)$ for $i \in \mathbb{N}$ such that $\sigma \downarrow \tau_1 = (\sigma_0 \sigma_1 \cdots) \downarrow \tau_1$. Using Corollary 3.2.11, we obtain, for all $\tau_1 \in \text{TIME}$, $\sigma \downarrow \tau_1 \in \mathcal{M}(\ast G) \downarrow \tau_1$. Hence, by Lemma C.2.12, $\sigma \in \mathcal{M}(\ast G)$.

(only if) Assume $\sigma \in \mathcal{M}(\ast G)$. Then, either

1. there exist $n \geq 0$ and $\sigma_0, \ldots, \sigma_n$ such that $\sigma = \sigma_0 \cdots \sigma_n$, $\sigma_i \in \mathcal{M}(G)$ for $i \leq n$, $|\sigma_i| < \infty$ for $i < n$ and $|\sigma_n| = \infty$, or
2. $|\sigma| = \infty$ and there exist $\sigma_0, \sigma_1, \ldots$ such that $\sigma = \sigma_0 \sigma_1 \cdots$, $\sigma_i \in \mathcal{M}(G)$, and $|\sigma_i| < \infty$, for all $i \in \mathbb{N}$.

Then
1. either \( \sigma \in \mathcal{M}(G^{n+1}) \) and \( |\sigma| = \infty \). Thus for all \( \tau_1 \in \text{TIME} \) take \( \tau_2 = \infty \) and \( k = n + 1 \). Then \( \sigma \downarrow \tau_2 \in \mathcal{M}(G^k) \).

2. or \( |\sigma| = \infty \) and there exist \( \sigma_0, \sigma_1, \ldots \) such that \( \sigma = \sigma_0 \sigma_1 \cdots, \sigma_i \in \mathcal{M}(G) \), for all \( i \in \mathbb{N} \). Observe that there exists a constant \( K > 0 \) such that \( \sigma \in \mathcal{M}(G) \) implies \( |\sigma| > K \). Hence \( |\sigma_i| > K \), for all \( i \in \mathbb{N} \). Consider \( \tau_1 \in \text{TIME} \). Let \( k \geq 1 \) be such that \( k \times K > \tau_1 \), and let \( \tau_2 = [\sigma_0 \cdots] \downarrow \tau_2 \). Since \( \sigma_0 \cdots \in \mathcal{M}(G^k) \), this leads to \( \sigma \downarrow \tau_2 \in \mathcal{M}(G^k) \).

Now we prove the main lemma of this section.

**Lemma C.2.14** If there exists an assertion \( C_0 \) such that

1. \([C_0]_{t_0} \subseteq \mathcal{M}(G)\),
2. \( \vdash C_0 : \{\text{time} = t_0\} G \{C_0 \wedge \text{time} < \infty\} \),
3. \( \text{dch}(C_0) = \text{dch}(G), FV(C_0) = \{t_0\} \), and
4. \( \text{After}_{t_0}(C_0), C_0 \rightarrow \text{time} \geq t_0 \).

then there exists an assertion \( C \) such that

1. \([C]_{t_0} \subseteq \mathcal{M}(\ast G)\),
2. \( \vdash C : \{\text{time} = t_0\} \ast G \{C \wedge \text{time} < \infty\} \),
3. \( \text{dch}(C) = \text{dch}(\ast G), FV(C) = \{t_0\} \), and
4. \( \text{After}_{t_0}(C), C \rightarrow \text{time} \geq t_0 \).

**Proof:** Define \( C \equiv \forall t_1 < \infty \exists t_2 > t_1 \exists n : p[t_2/\text{time}] \wedge \text{time} = \infty \).

**Proof of 1.**

From the first and the second assumption we obtain \([C_0]_{t_0} = \mathcal{M}(G)\). We prove \([C]_{t_0} \subseteq \mathcal{M}(\ast G)\) as follows. Assume \( \sigma \in [C]_{t_0} \). Then \( |\sigma| = \infty \) and \( \sigma \in [\forall t_1 < \infty \exists t_2 > t_1 \exists n : p[t_2/\text{time}]]_{t_0} \). Hence, \( \text{dch}(\sigma) \subseteq \text{dch}(C), \sigma \) well-formed, \( |\sigma| = \infty \) and for all \( (\gamma, \hat{\sigma}) \in I_{t_0} \), for all \( \tau_1 \in \text{TIME} \), there exists a \( \tau_2 > \tau_1, \tau_2 \in \text{TIME} \cup \{\infty\} \) and \( k \) such that \( [p[k/n, \tau_2/\text{time}]]_{\gamma \hat{\sigma}} \). Since \( p(n) \) contains \( n \in \mathbb{N} \land n > 0 \) we obtain \( k \in \mathbb{N}, k \geq 1 \). Furthermore, note that \( \text{After}_{t_0}(C_0) \) implies \( \text{After}_{t_0}(p[k/n, \tau_2/\text{time}]) \), and that \( \text{dch}(C) = \text{dch}(p) \). This leads to \( \text{dch}(\sigma) \subseteq \text{dch}(p), \\sigma \) well-formed, \( |\sigma| = \infty \) and for all \( \tau_1 \in \text{TIME} \), there exists a \( \tau_2 > \tau_1, \tau_2 \in \text{TIME} \cup \{\infty\} \) and \( k \geq 1 \) such that, for all \( (\gamma, \hat{\sigma}) \in I_{t_0}, [p[k/n, \tau_2/\text{time}]]_{\gamma \hat{\sigma}} \). Since \( |\hat{\sigma}| < \infty, \) this implies \( \text{dch}(\sigma) \subseteq \text{dch}(p), \\sigma \) well-formed, \( |\sigma| = \infty \) and for all \( \tau_1 \in \text{TIME} \), there exists a \( \tau_2 > (\tau_1 + |\hat{\sigma}|), \tau_2 \in \text{TIME} \cup \{\infty\} \) and \( k \geq 1 \) such that, for all \( (\gamma, \hat{\sigma}) \in I_{t_0}, [p[k/n, \tau_2/\text{time}]]_{\gamma \hat{\sigma}} \).

Then, using Lemma 3.4.3, \( \text{dch}(\sigma) \subseteq \text{dch}(p), \\sigma \) well-formed, \( |\sigma| = \infty \) and for all \( \tau_1 \in \text{TIME} \), there exists a \( \tau_2 > (\tau_1 + |\hat{\sigma}|), \tau_2 \in \text{TIME} \cup \{\infty\} \) and \( k \geq 1 \) such that, for all \( (\gamma, \hat{\sigma}) \in I_{t_0}, \)
[p[k/n]]γ(σ) ⊨ τ₂, and thus [p[k/n]]γδ(σ ⊨ (τ₂ − |δ|)).

Hence

|σ| = ∞ and for all τ₁ ∈ TIME, there exists a τ₂ with (τ₂ − |δ|) > τ₁, τ₂ ∈ TIME ∪ {∞} and k ≥ 1 such that, (σ ⊨ (τ₂ − |δ|)) ∈ [p[k/n]]₀.

Thus

|σ| = ∞ and for all τ₁ ∈ TIME there exists a τ₂ > τ₁, τ₂ ∈ TIME ∪ {∞} and k ≥ 1 such that σ ⊨ τ₂ ∈ [p[k/n]]₀.

From Lemma C.2.11, using [C₀]₀ = M(G), |σ| = ∞ and for all τ₁ ∈ TIME there exists a τ₂ > τ₁, τ₂ ∈ TIME ∪ {∞} and k ≥ 1 such that σ ⊨ τ₂ ∈ M(G^k). Now Lemma C.2.13 leads to σ ∈ M(∗G).

Proof of 2.

From our assumption:

\[
\vdash C₀ : \{time = t₀\} G \{C₀ ∧ time < ∞\}.
\]

Since C₀ → time ≥ t₀, the Consequence Rule leads to

\[
\vdash C₀ ∧ time ≥ t₀ : \{time = t₀\} G \{C₀ ∧ t ≤ time < ∞\}.
\]

By the Substitution Rule,

\[
\vdash C₀[t/t₀] ∧ time ≥ t : \{time = t\} G \{C₀[t/t₀] ∧ t ≤ time < ∞\} \quad (C.12)
\]

Define Ĉ ≡ (≫ : p) ∨ (time = t₀ < ∞). The Initial Invariance Axiom leads to

\[
\vdash Ĉ[t/time] ∧ t < ∞ : \{Ĉ[t/time] ∧ t < ∞\} G \{Ĉ[t/time] ∧ t < ∞\}.
\]

Since C₀ → time ≥ t₀, we obtain p → time ≥ t₀, and hence Ĉ → time ≥ t₀.

Thus Ĉ[t/time] → t ≥ t₀. By the Consequence Rule

\[
\vdash t₀ ≤ t < ∞ ∧ Ĉ[t/time] : \{t < ∞ ∧ Ĉ[t/time]\} G \{t₀ ≤ t < ∞ ∧ Ĉ[t/time]\} \quad (C.13)
\]

Then (C.12) and (C.13) lead, by the Conjunction Rule to

\[
\vdash t₀ ≤ t ≤ time ∧ Ĉ[t/time] ∧ t < ∞ ∧ C₀[t/t₀] :
\]

\[
\{time = t < ∞ ∧ Ĉ[t/time]\} G \{t₀ ≤ t < ∞ ∧ Ĉ[t/time]\} ∧ time < ∞\}.
\]

Observe that, using the definition of Ĉ, t₀ ≤ t < time ∧ Ĉ[t/time] ∧ t < ∞ ∧ C₀[t/t₀] implies (≫ : t₀ ≤ t < time ≅ n : p[t/time] ∧ t < ∞ ∧ C₀[t/t₀]) ∨

≫ : t₀ ≤ t < time : (time = t₀ < ∞)[t/time] ∧ t < ∞ ∧ C₀[t/t₀]) which implies

(≫ : Concat₁ₐₜₕ(p, C₀)) ∨ (≫ : t₀ ≤ t < time ∧ C₀[t/t₀]) which implies

(use Lemma C.2.10, recall that C₀ → time ≥ t₀)

≫ : p[n + 1/n] ∨ (C₀ ∧ t₀ < time) which implies (by Lemma C.2.10)

≫ : p) ∨ p(1), and thus ≅ n : p, which implies Ĉ.

Further, note that time = t ∧ Ĉ[t/time] ∧ time < ∞ implies time = t < ∞ ∧ Ĉ[t/time].

Then the Consequence Rule leads to

\[
\vdash Ĉ : \{time = t ∧ Ĉ[t/time]\} G \{Ĉ\}.
\]

Using the Quantification Rule,

\[
\vdash Ĉ : \{≫ : time = t ∧ Ĉ[t/time]\} G \{Ĉ\}.
\]
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Since \( \hat{C} \rightarrow \exists t : time = t \land \hat{C}[t/time] \), the Consequence Rule leads to

\[
\vdash \hat{C} : \{\hat{C}\} \ G \ \{\hat{C}\}. \tag{C.14}
\]

Define \( C_{nt} \equiv \forall t_1 < \infty \exists t_2 > t_1 \exists n : p[t_2/time] \). Then

\[
(\forall t_1 < \infty \exists t_2 > t_1 : \hat{C}[t_2/time]) \rightarrow C_{nt} \tag{C.15}
\]

By (C.14) and (C.15), the Iteration Rule leads to

\[
\vdash C_{nt} \land time = \infty : \{\hat{C}\} \ G \ \{false\}.
\]

Since \( time = t_0 \land time < \infty \) implies \( time = t_0 < \infty \), which implies \( \hat{C} \), and \( false \rightarrow C \land time < \infty \), we obtain by the Consequence Rule

\[
\vdash C_{nt} \land time = \infty : \{time = t_0\} \ G \ \{C \land time < \infty\}.
\]

Since \( C \equiv C_{nt} \land time = \infty \), this leads to \( \vdash C : \{time = t_0\} \ G \ \{C \land time < \infty\} \).

**Proof of 3.**

Since \( dch(C) = dch(p) = dch(C_0) \) and \( FV(C) = FV(p) - \{n\} = FV(C_0) \), we obtain by the first assumption \( dch(C) = dch(G) = dch(sG) \) and \( FV(C) = \{t_0\} \).

**Proof of 4.**

From \( After_{t_0}(C_0) \) we obtain \( After_{t_0}(p(k)) \), and hence \( After_{t_0}(C) \).

Similarly, \( C \rightarrow time \geq t_0 \).

Finally, we prove Lemma C.2.8. Consider a logical variable \( t_0 \). We prove by induction on the structure of \( S \) that there exists an assertion \( C \) such that

1. \( [C]_{t_0} \subseteq M(S) \),
2. \( \vdash C : \{time = t_0\} \ S \ \{C \land time < \infty\} \),
3. \( dch(C) = dch(S) \land FV(C) = \{t_0\} \), and
4. \( After_{t_0}(C) \), \( C \rightarrow time \geq t_0 \).

**Proof:**

For the atomic statements we only give the characteristic assertions. It is easy to see that the assertions below satisfy the requirements of the lemma.

**Skip** For skip: \( C \equiv time = t_0 \)

**Delay** For delay \( d \): \( C \equiv time = t_0 + d \)

**Send** For \( c! \):

\( C \equiv (wait \ to \ c! \ during \ [t_0, \infty)) \lor \)

\( (\exists t_1, t_0 \leq t_1 < \infty : wait \ to \ c! \ at \ t_0 \ until \ comm \ at \ t_1 \land time = t_1 + K_c) \)

**Receive** For \( c? \):

\( C \equiv (wait \ to \ c? \ during \ [t_0, \infty)) \lor \)

\( (\exists t_1, t_0 \leq t_1 < \infty : wait \ to \ c? \ at \ t_0 \ until \ comm \ at \ t_1 \land time = t_1 + K_c) \)

**Sequential Composition**

For \( S_1 ; S_2 \): assume \( C_i \) is characteristic for \( S_i \) w.r.t. \( t_0 \), for \( i \in \{1, 2\} \).

Define \( cset_{12} \equiv dch(S_1) - dch(S_2) \), \( cset_{21} \equiv dch(S_2) - dch(S_1) \),
\( \hat{C}_1 \equiv C_1 \land \text{no cset}_{21} \text{ during } [t_0, \text{time}) \), and \( \hat{C}_2 \equiv C_2 \land \text{no cset}_{12} \text{ during } [t_0, \text{time}) \).

Then define \( C \equiv \text{Concat}_{t_0}(\hat{C}_1, \hat{C}_2) \). From Lemma C.2.7 we obtain

\[
[C]_{t_0} = \text{SEQ}([\hat{C}_1]_{t_0}, [\hat{C}_2]_{t_0}) = \text{SEQ}(M(S_1), M(S_2)) = M(S_1; S_2).
\]

Next we show \( \vdash_C : \{ \text{time} = t_0 \} S_1; S_2 \{ C \land \text{time} < \infty \} \).

By the induction hypothesis,

\( \vdash_C : \{ \text{time} = t_0 \} S_1 \{ C_1 \land \text{time} < \infty \} \), and

\( \vdash_C : \{ \text{time} = t_0 \} S_2 \{ C_2 \land \text{time} < \infty \} \).

Since \( C_1 \rightarrow \text{time} \geq t_0 \) and \( C_2 \rightarrow \text{time} \geq t_0 \), we obtain by the Consequence Rule

\( \vdash C_1 \land \text{time} \geq t_0 : \{ \text{time} = t_0 \} S_1 \{ C_1 \land \text{time} < \infty \} \), and

\( \vdash C_2 \land \text{time} \geq t_0 : \{ \text{time} = t_0 \} S_2 \{ C_2 \land \text{time} < \infty \} \).

The Channel Invariance Axiom leads to

\( \vdash \text{no cset}_{21} \text{ during } [t_0, \text{time}) : \{ \text{time} = t_0 \} S_1 \{ \text{no cset}_{21} \text{ during } [t_0, \text{time}) \} \), and

\( \vdash \text{no cset}_{12} \text{ during } [t_0, \text{time}) : \{ \text{time} = t_0 \} S_2 \{ \text{no cset}_{12} \text{ during } [t_0, \text{time}) \} \).

Thus by the Conjunction Rule,

\( \vdash \hat{C}_1 \land \text{time} = t_0 : \{ \text{time} = t_0 \} S_1 \{ \hat{C}_1 \land \text{time} < \infty \} \), and

\( \vdash \hat{C}_2 \land \text{time} = t_0 : \{ \text{time} = t_0 \} S_2 \{ \hat{C}_2 \land \text{time} < \infty \} \).

By the Substitution Rule the last formula leads to

\( \vdash \hat{C}_1[t/t_0] \land \text{time} \geq t : \{ \text{time} = t \} S_2 \{ \hat{C}_1[t/t_0] \land \text{time} < \infty \} \).

Then from the Sequential Composition Adaptation Rule we obtain

\( \vdash (\hat{C}_1 \land \text{time} \geq \infty) \lor (\exists t_0 : \hat{C}_1[t/t_0] \land \text{time} \leq t < \infty \land \hat{C}_2[t/t_0] \land t \leq \text{time}) : \{ \text{time} = t_0 \} S_1; S_2 \{ \exists t : \hat{C}_1[t/t_0] \land \text{time} \leq t < \infty \land \hat{C}_2[t/t_0] \land t \leq \text{time} \leq \infty \} \).

Then by the Consequence Rule,

\( \vdash (\hat{C}_1 \land \text{time} \geq \infty) \lor (\exists t_0 : \hat{C}_1[t/t_0] \land \hat{C}_2[t/t_0]) : \{ \text{time} = t_0 \} S_1; S_2 \{ \exists t_0 : \hat{C}_1[t/t_0] \land \hat{C}_2[t/t_0] \land \text{time} < \infty \} \).

Thus the Consequence Rule leads to

\( \vdash \text{Concat}_{t_0}(\hat{C}_1, \hat{C}_2) : \{ \text{time} = t_0 \} S_1; S_2 \{ \text{Concat}_{t_0}(\hat{C}_1, \hat{C}_2) \land \text{time} < \infty \} \).

**Guarded Command**

First consider a guarded command without delay.

Assume \( C_i \) is characteristic for \( S_i \) w.r.t. \( t_0 \), for \( i \in \{1, \ldots, n\} \).

Define \( \text{cset}_{t_0} \equiv \text{dch}(G) - \text{dch}(c_1, \ldots, c_n) \), \( \text{cset}_i \equiv \text{dch}(G) - \text{dch}(c_i; S_i) \), and \( C \equiv (\exists t_1 : \text{wait}_i \text{ at } \text{time} \leq t_1 \land \text{no cset}_i \text{ during } [t_1, \infty) \land \text{no cset}_1 \text{ during } [t_0, \infty)) \lor \forall \text{ C }_i \land \text{no wait}_i \text{ at } t_1 \land \text{no cset}_i \text{ during } [t_1, \infty) \).

Similarly, for a guarded command with delay.

**Iteration**


**Parallel Composition**

For \( S_1 \parallel S_2 \), assume \( C_i \) is characteristic for \( S_i \) w.r.t. \( t_0 \), for \( i = 1, 2 \).

Define \( C \equiv \exists t_1, t_2 : \text{time} = \max(t_1, t_2) \land \forall i \geq 1 C_i[t_i/t_0] \land \text{no dch}(S_i) \) during \( [t_i, \text{time}) \).

The proof that \( C \) is characteristic for \( S_1 \parallel S_2 \) w.r.t. \( t_0 \) proceeds similar to the proof of a precise specification for \( S_1 \parallel S_2 \) in Appendix B.2. Since \( \text{dch}(C_i) = \text{dch}(S_i) \), for \( i = 1, 2 \), this assertion can be derived easily.
Appendix D

Soundness of the Proof Systems in Chapter 4

First we introduce a lemma that will be used in the proofs below.

Lemma D.0.15 For any program \( S \) and any \( \sigma \in \mathcal{M}(S) \):
if \( |\sigma| < \infty \) then \( \sigma.\text{final}(z) = \sigma.\text{init}(z) \) for \( z \notin \text{wvar}(S) \).

Proof: This property can be proved easily by induction on the structure of \( S \).

D.1 Soundness of the Proof System in Section 4.3.2

We start with a few lemmas:

Lemma D.1.1 For any expression \( e \) from the programming language and any model \( \sigma \), \( \mathcal{E}(e)(\sigma.\text{init}) = \text{Val}(e)\sigma \).

Proof: Directly from the definitions, by induction on the structure of \( e \).

Lemma D.1.2 For a boolean expression \( b \) from the programming language and any model \( \sigma \), \( \mathcal{B}(b)(\sigma.\text{init}) \) iff \( \sigma \models b \).

Proof: By induction on the structure of \( b \).

- \( \mathcal{B}(e_1 = e_2)(\sigma.\text{init}) \) iff \( \mathcal{E}(e_1)(\sigma.\text{init}) = \mathcal{E}(e_2)(\sigma.\text{init}) \) iff (using Lemma D.1.1) \( \text{Val}(e_1)\sigma = \text{Val}(e_2)\sigma \) iff \( \sigma \models e_1 = e_2 \)
- \( \mathcal{B}(e_1 < e_2)(\sigma.\text{init}) \) iff \( \mathcal{E}(e_1)(\sigma.\text{init}) < \mathcal{E}(e_2)(\sigma.\text{init}) \) iff (using Lemma D.1.1) \( \text{Val}(e_1)\sigma < \text{Val}(e_2)\sigma \) iff \( \sigma \models e_1 < e_2 \)
- \( \mathcal{B}(\neg b)(\sigma.\text{init}) \) iff not \( \mathcal{B}(b)(\sigma.\text{init}) \) iff (by the induction hypothesis) \( \sigma \not\models b \) iff \( \sigma \models \neg b \)
- \( \mathcal{B}(b_1 \lor b_2)(\sigma.\text{init}) \) iff \( \mathcal{B}(b_1)(\sigma.\text{init}) \) or \( \mathcal{B}(b_2)(\sigma.\text{init}) \) iff (by the induction hypothesis) \( \sigma \models b_1 \) or \( \sigma \models b_2 \) iff \( \sigma \models b_1 \lor b_2 \).

Similar to Lemma 3.3.19, we can easily prove by induction on the structure of assertion \( \varphi \):
Lemma D.1.3 (Projection) Consider any $cset \subseteq DCHAN$ and MTL assertion $\varphi$. If $dch(\varphi) \subseteq cset$ then, for all $\sigma$, $\sigma \models \varphi$ iff $[\sigma]_{cset} \models \varphi$.

We prove soundness of the rules and axioms that are new in comparison with the proof system from Section 3.3.2. Soundness of the modified Well-Formedness Axiom follows directly from Lemma 4.2.10. The Variable Invariance Axiom can be proved sound easily by using Lemma D.0.15.

Assignment

Consider $\sigma \in M(x := e)$. Then $\sigma.final = (\sigma.init : x \mapsto \mathcal{E}(e)(\sigma.init))$, and $|\sigma| = K_a$. Thus $\sigma.final(x) = \mathcal{E}(e)(\sigma.init)$. By Lemma D.1.1, $\sigma.final(x) = \mathcal{V}(e)\sigma$ and hence $\mathcal{V}(\mathsf{fin}(x))\sigma = \mathcal{V}(e)\sigma$. From $|\sigma| = K_a$ we obtain $\sigma \uparrow K_a \models \mathsf{done}$. Thus $\sigma \models \mathsf{fin}(x) = e \land \Diamond_{=K_a} \mathsf{done}$. Hence, $\models x := e \mathsf{sat} \mathsf{fin}(x) = e \land \Diamond_{=K_a} \mathsf{done}$.

Delay

Consider $\sigma \in M(\text{delay } e)$. Then $\sigma.final = \sigma.init$ and $|\sigma| = \max(0, \mathcal{E}(e)(\sigma.init))$. Thus $\max(|\sigma| - \max(0, \mathcal{E}(e)(\sigma.init)), 0) = 0$, that is, $|\sigma| = \max(0, \mathcal{E}(e)(\sigma.init)) = 0$, and hence $\sigma \uparrow \max(0, \mathcal{E}(e)(\sigma.init)) \models \mathsf{done}$. By Lemma D.1.1, $\sigma \uparrow \max(0, \mathcal{V}(e)\sigma) \models \mathsf{done}$, and thus $\sigma \models \Diamond_{=e} \mathsf{done}$. Hence, $\models \text{delay } e \mathsf{sat} \Diamond_{=e} \mathsf{done}$.

Input and Output

We prove the soundness of the Input Rule. The soundness of the Output Rule is proved similarly. Consider $\sigma \in M(c?x)$. Then

- either $|\sigma| = \infty$, and for all $\tau_1 < |\sigma|$: $\sigma.comm(\tau_1) = \{c?\}$,
- or there exists a $r \in \mathit{TIME}$ such that for all $\tau_1 < r$: $\sigma.comm(\tau_1) = \{c?\}$, there exists a value $\vartheta$ such that, for all $\tau_2$, $\tau \leq \tau_2 < |\sigma|$, $\sigma.comm(\tau_2) = \{(c, \vartheta)\}$, $|\sigma| = \tau + K_c$ and $\sigma.final = (\sigma.init : x \mapsto \vartheta)$.

Hence

- either $|\sigma| = \infty$, and for all $\tau_1 < |\sigma|$: $\sigma \uparrow \tau_1 \models \mathsf{wait}(c?)$,
- or there exists a $r \in \mathit{TIME}$ such that for all $\tau_1 < r$: $\sigma \uparrow \tau_1 \models \mathsf{wait}(c?)$ and there exists a value $\vartheta$ such that, for all $\tau_2$, $\tau_1 \leq \tau_2 < \tau + K_c$, $\sigma \uparrow \tau_2 \models \mathsf{comm}(c, \vartheta)$ and $\sigma.final(x) = \vartheta$.

Thus

- either $\sigma \models \Box \mathsf{wait}(c?)$,
- or there exists a $r \in \mathit{TIME}$ such that $\sigma \models \Box_{<r} \mathsf{wait}(c?)$ and there exists a value $\vartheta$ such that, $\sigma \models \Diamond_{=r}[\mathsf{comm}(c, \vartheta) \cup_{=K_c} \mathsf{done}]$ and $\mathcal{V}(\mathsf{fin}(x))\sigma = \vartheta$.

This leads to

- either $\sigma \models \Box \mathsf{wait}(c?)$,
• or there exists a \( r \in \text{TIME} \) such that \( \sigma \models \Box_{<r} \text{wait}(c?) \) and
  \[ \sigma \models \Diamond_{=r} [\text{comm}(c, \text{fin}(x)) \cup_{K_e} \text{done}]. \]

Then by Lemma B.1.1 we obtain \( \models \text{wait}(c?) \cup [\text{comm}(c, \text{fin}(x)) \cup_{K_e} \text{done}] \).
Hence, \( \models c? x \text{ sat} \text{wait}(c?) \cup [\text{comm}(c, \text{fin}(x)) \cup_{K_e} \text{done}] \).

**Sequential Composition Rule**

Assume \( I = S_1 \text{ sat } \varphi_1 \) and \( I = S_2 \text{ sat } \varphi_2 \). We prove \( S_1 ; S_2 \text{ sat } \varphi_1 \land \varphi_2 \).

Consider \( u \in M(S_1) \) and \( |u| < \infty \).

- or \( u = u_1 u_2 \) with \( u_1 \in M(S_1) \), \( |u_1| < \infty \), \( u_2 \in M(S_2) \), and \( u_1.\text{init} = u_2.\text{init} \).

Since \( M(S_2) \neq \emptyset \), then there exist models \( \sigma_1 \) and \( \sigma_2 \) such that \( \sigma = \sigma_1 \sigma_2 \), \( \sigma_1 \in M(S_1) \), \( \sigma_2 \in M(S_2) \), and if \( |\sigma_1| < \infty \) then \( \sigma_1.\text{final} = \sigma_2.\text{init} \). Using \( S_1 \text{ sat } \varphi_1 \) and \( S_2 \text{ sat } \varphi_2 \), this implies that there exist models \( \sigma_1 \) and \( \sigma_2 \) such that \( \sigma = \sigma_1 \sigma_2 \), \( \sigma_1 \models \varphi_1 \), \( \sigma_2 \models \varphi_2 \), and if \( |\sigma_1| < \infty \) then \( \sigma_1.\text{final} = \sigma_2.\text{init} \). Hence, \( \sigma \models \varphi_1 \land \varphi_2 \).

**Guarded Command Evaluation**

Consider \( \sigma \in M(G) \). Observe that then \( \sigma \uparrow K_g \in M(\text{delay } K_g) \). Hence
\[ \sigma \models \text{noact}(dch(G)) \cup_{K_g} \text{true}. \]
Further, if \( B(\neg b_G)(\sigma.\text{init}) \) then \( \sigma \in M(\text{delay } K_g) \).
Thus, by Lemma D.1.2, \( \sigma \models \neg b_G \) implies \( \sigma \uparrow K_g \models \text{done} \land \text{nochange}(\text{var}(G)) \).

Using \( \sigma \uparrow K_g.\text{init} = \sigma.\text{init} \), we obtain \( \sigma \uparrow K_g \models \neg b_g \rightarrow \text{done} \land \text{nochange}(\text{var}(G)) \).
Hence \( \sigma \models \text{noact}(dch(G)) \cup_{K_g} [\neg b_g \rightarrow \text{done} \land \text{nochange}(\text{var}(G))] \), and thus \( \models G \text{ sat } \text{noact}(dch(G)) \cup_{K_g} [\neg b_g \rightarrow \text{done} \land \text{nochange}(\text{var}(G))] \).

**Guarded Command with Purely Boolean Guards**

Assume \( I = S_i \text{ sat } \varphi_i \), for all \( i \in \{1, \ldots, n\} \). Consider \( \sigma \in M([\prod_{i=1}^{n} b_i \rightarrow S_i]) \). Then
\[ B(b_G)(\sigma.\text{init}) \] implies that there exists a \( k \in \{1, \ldots, n\} \) such that \( B(b_k)(\sigma.\text{init}) \)
and \( \sigma \in M(\text{delay } K_g; S_k) \). Thus
\[ B(b_G)(\sigma.\text{init}) \] implies that there exists a \( k \in \{1, \ldots, n\} \) such that \( B(b_k)(\sigma.\text{init}) \)
and \( \sigma \uparrow K_g \in M(S_k) \). Since \( \sigma \uparrow K_g.\text{init} = \sigma.\text{init} \),
\[ B(b_G)((\sigma \uparrow K_g).\text{init}) \] implies that there exists a \( k \in \{1, \ldots, n\} \) such that \( B(b_k)((\sigma \uparrow K_g).\text{init}) \) and \( \sigma \uparrow K_g \in M(S_k) \). By Lemma D.1.2 and \( I = S_k \text{ sat } \varphi_k \),
\[ \sigma \uparrow K_g \models b_G \] implies that there exists a \( k \in \{1, \ldots, n\} \) such that \( \sigma \uparrow K_g \models b_k \) and
\[ \sigma \uparrow K_g \models \varphi_k. \] Thus \( \sigma \uparrow K_g \models b_G \rightarrow \bigvee_{i=1}^{n} (b_i \land \varphi_i) \), and hence
\[ \sigma \models \Diamond_{=K_g}(b_G \rightarrow \bigvee_{i=1}^{n} (b_i \land \varphi_i)). \]
This leads to \( \models [\prod_{i=1}^{n} b_i \rightarrow S_i] \text{ sat } \Diamond_{=K_g}(b_G \rightarrow \bigvee_{i=1}^{n} (b_i \land \varphi_i)). \)
Guarded Command with IO-guards

Next we prove soundness of the rule for $G \equiv \bigwedge_{i=1}^{n} b_i \land c_i ? x_i \rightarrow S_i \land \overline{b_i \text{ delay } e \rightarrow S_i}$.

Consider $\sigma \in \mathcal{M}(G)$.

- If $B(\neg b_G)(\sigma.\text{init})$ then, by Lemma D.1.2, $\sigma \models \neg b_G$, and thus $\sigma \uparrow K_g \models \neg b_G$.
  Hence $\sigma \models \diamond_{=K_g} (b_G \land \neg b \rightarrow \text{wait}(G) \cup \bigvee_{i=1}^{n} (b_i \land \varphi_i \land \text{comm}(c_i))) \land (b_G \land b \rightarrow [\text{wait}(G) \cup \forall_{i=1}^{n} (b_i \land \varphi_i \land \text{comm}(c_i))] \lor [\text{wait}(G) \cup \forall_{i=1}^{n} (b_i \land \varphi_i \land \text{comm}(c_i))])$.

- Now assume $B(b_G)(\sigma.\text{init})$. Suppose $\models c_i ? x_i \land S \models \varphi_i$, for all $i = 1, \ldots, n$, and $\models S \models \varphi$. If $B(\neg \neg b)(\sigma.\text{init})$ then $\text{TimeOut}(G) = \emptyset$ and $\text{LimitedWait}(G) = \emptyset$, and hence $\sigma \in \text{SEQV}(\mathcal{M}(\text{delay } K_g), \text{NotLimWait}(G), \text{Comm}(G))$.
  Then $\sigma \uparrow K_g = \sigma_1 \sigma_2$ with $\sigma_1 \in \text{Wait}(G)$ and $\sigma_2 \in \text{Comm}(G)$. Hence, using Lemma D.1.2, $\sigma \models \diamond_{=K_g} (b_G \land \neg b \rightarrow \text{wait}(G) \cup \bigvee_{i=1}^{n} (b_i \land \varphi_i \land \text{comm}(c_i)))$.
  If $B(b)(\sigma.\text{init})$ then, similarly, $\sigma \models \diamond_{=K_g} (b_G \land b \rightarrow [\text{wait}(G) \cup \forall_{i=1}^{n} (b_i \land \varphi_i \land \text{comm}(c_i))] \lor [\text{wait}(G) \cup \forall_{i=1}^{n} (b_i \land \varphi_i \land \text{comm}(c_i))])$.

Iteration

Assume $G \models \varphi$. Consider $\sigma \in \mathcal{M}(\ast G)$. Then either

- there exists an infinite sequence of models $\sigma_1, \sigma_2, \ldots$ such that $\sigma = \sigma_1 \sigma_2 \cdots$, with for all $i \geq 1$: $\sigma_i \in \mathcal{M}(G)$, $\sigma_{i+1}.\text{init} = \sigma_i.\text{final}$, $|\sigma_i| < \infty$, and $B(b_G)(\sigma_i.\text{init})$. Then, using $G \models \varphi$, $\sigma_i \models \varphi$. By Lemma D.1.2, $\sigma_i \models b_G$. Hence $\sigma \models C^\infty(b_G \land \varphi)$.

- there exists a $k \in \mathbb{N}$, $k \geq 1$ and $\sigma_1, \ldots, \sigma_k$ such that $\sigma = \sigma_1 \cdots \sigma_k$, for all $i \in \{1, \ldots, k\}$: $\sigma_i \in \mathcal{M}(G)$, and hence $\sigma_i \models \varphi$, for all $i \in \{1, \ldots, k - 1\}$: $\sigma_{i+1}.\text{init} = \sigma_i.\text{final}$, $|\sigma_i| < \infty$, $B(b_G)(\sigma_i.\text{init})$ and thus $\sigma_i \models b_G$. Furthermore, either $|\sigma_k| = \infty$ or $B(\neg b_G)(\sigma_k.\text{init})$.
  - If $|\sigma_k| = \infty$ then, by the definition of $\mathcal{M}(\ast G)$, $B(b_G)(\sigma_k.\text{init})$. Thus for all $i \in \{1, \ldots, k\}$: $\sigma_i \models \varphi \land b_G$. Further, $\sigma = \sigma_1 \cdots \sigma_k \sigma_k \cdots$, and if $|\sigma_i| < \infty$ then $i < k$ and thus $\sigma_{i+1}.\text{init} = \sigma_i.\text{final}$. Hence $\sigma \models C^\infty(b_G \land \varphi)$.
  - If $B(\neg b_G)(\sigma_k.\text{init})$ then $\sigma_k \models \neg b_G$. Hence $\sigma \models (b_G \land \varphi)C^* (\neg b_G \land \varphi)$.

Parallel Composition

Assume $\models S_1 \models \varphi_1$ and $\models S_2 \models \varphi_2$ are valid, $\text{dch}(\varphi_1) \subseteq \text{dch}(S_1)$ and $\text{var}(\varphi_2) \subseteq \text{var}(S_2)$, for $i \in \{1, 2\}$. We show the validity of $S_1 \parallel S_2 \models (\varphi_1 \land (\varphi_2 \land (\text{noact}(\text{dch}(S_2)) \cup [\text{done} \land \text{nochange}(\text{var}(S_2))]))) \lor (\varphi_1 \land (\varphi_2 \land (\text{noact}(\text{dch}(S_1)) \cup [\text{done} \land \text{nochange}(\text{var}(S_1))])))$.

Consider any $\sigma \in \mathcal{M}(S_1 \parallel S_2)$. Then $\text{dch}(\sigma) \subseteq \text{dch}(S_1) \cup \text{dch}(S_2)$, and for $i = 1, 2$ there exist $\sigma_i \in \mathcal{M}(S_i)$ such that $|\sigma| = \max(|\sigma_1|, |\sigma_2|)$, $\sigma.\text{init} = \sigma_i.\text{init}$,

$$[\sigma.\text{comm}]_{\text{dch}(S_i)}(\tau) = \begin{cases} \sigma_i.\text{comm}(\tau) & \text{for all } \tau < |\sigma_i| \\ \emptyset & \text{for all } \tau, |\sigma_i| \leq \tau < |\sigma| \end{cases}$$
and if $|\sigma| < \infty$ then $\sigma_{\text{final}}(x) = \begin{cases} \sigma_{\text{final}}(x) & \text{if } x \in \text{var}(S_i) \\ \sigma_{\text{init}}(x) & \text{if } x \notin \text{var}(S_i) \cup S_2 \end{cases}$

Suppose $|\sigma_1| \leq |\sigma_2|$. Then $|\sigma| = |\sigma_2|$.

We prove $\sigma \models \varphi_2 \land (\varphi_1 \land (\text{noact}(\text{dch}(S_1)) \cup \text{done} \land \text{nochange}(\text{var}(S_1))))$.

- First we show $\sigma \models \varphi_2$. Since $|[\sigma]_{\text{dch}(S_2)}| = |\sigma| = |\sigma_2|$, $[\sigma_{\text{comm}}]_{\text{dch}(S_2)}(\tau) = \sigma_{\text{comm}}(\tau)$, for all $\tau < |\sigma|$, and thus $[\sigma_{\text{comm}}]_{\text{dch}(S_2)} = \sigma_{\text{comm}}$.
  Further, $[\sigma_{\text{init}}]_{\text{dch}(S_2)} = \sigma_{\text{init}} = \sigma_{\text{init}}$.

  - If $|\sigma| = \infty$ then $|\sigma_2| = \infty$ and then, by Lemma 4.2.10, $\hat{\sigma} = (\sigma_{\text{init}}, \sigma_{\text{comm}}, \sigma_{\text{final}}) \in M(S_2)$.
    Since $[\sigma]_{\text{dch}(S_2)} = \hat{\sigma}$ we obtain $[\sigma]_{\text{dch}(S_2)} \in M(S_2)$. Thus $S_2 \models \varphi_2$ leads to $[\sigma]_{\text{dch}(S_2)} \models \varphi_2$. Since $\text{dch}(\varphi_2) \subseteq \text{dch}(S_2)$, Lemma D.1.3 leads to $\sigma \models \varphi_2$.

  - If $|\sigma| < \infty$, define $\hat{\sigma} = (\sigma_{\text{init}}, \sigma_{\text{comm}}, \sigma_{\text{final}})$. Then $[\hat{\sigma}]_{\text{dch}(S_2)} = \sigma_2 \in M(S_2)$, and thus $[\hat{\sigma}]_{\text{dch}(S_2)} \models \varphi_2$. Using $\text{dch}(\varphi_2) \subseteq \text{dch}(S_2)$, Lemma D.1.3 leads to $\sigma \models \varphi_2$. Since $\hat{\sigma}_{\text{final}}(x) = \sigma_{\text{final}}(x) = \sigma_{\text{final}}(x)$ for all $x \in \text{var}(S_2)$ and $\text{var}(\varphi_2) \subseteq \text{var}(S_2)$, this leads to $\sigma \models \varphi_2$.

- Next we prove $\sigma \models \varphi_1 \land (\text{noact}(\text{dch}(S_1)) \cup \text{done} \land \text{nochange}(\text{var}(S_1)))$.
  From $\sigma_1 \in M(S_1)$ and $\models S_1 \models \varphi_1$ we obtain $\sigma_1 \models \varphi_1$. Now we define a model $\sigma_3$ that satisfies $\text{noact}(\text{dch}(S_1)) \cup \text{done} \land \text{nochange}(\text{var}(S_1))$. Let $\sigma_3$ be such that $|\sigma_3| = |\sigma| - |\sigma_1|$, for all $\tau < |\sigma_3|$, $\sigma_{\text{comm}}(\tau) = \sigma_{\text{comm}}(\tau + |\sigma_1|)$, and $\sigma_{\text{init}} = \sigma_3_{\text{final}} = \sigma_1_{\text{final}}$. Then clearly $\sigma_3 \models \square \text{nochange}(\text{var}(S_1))$.

  Since for all $\tau$, $|\sigma_1| \leq \tau < |\sigma|$, $[\sigma_{\text{comm}}]_{\text{dch}(S_1)}(\tau) = \emptyset$, we obtain for all $\tau < |\sigma| - |\sigma_1|$, $[\sigma_{\text{comm}}]_{\text{dch}(S_1)}(\tau + |\sigma_1|) = \emptyset$.

  Thus, for all $\tau < |\sigma_3|$, $[\sigma_{\text{comm}}]_{\text{dch}(S_1)}(\tau) = [\sigma_{\text{comm}}]_{\text{dch}(S_1)}(\tau + |\sigma_1|) = \emptyset$, and hence $\sigma_3 \models \text{noact}(\text{dch}(S_1)) \cup \text{done} \land \text{nochange}(\text{var}(S_1))$.

  Thus $\sigma_1 \sigma_3 \models \varphi_1 \land (\text{noact}(\text{dch}(S_1)) \cup \text{done} \land \text{nochange}(\text{var}(S_1)))$. Since $[\sigma_{\text{comm}}]_{\text{dch}(S_1)}(\tau) = \begin{cases} \sigma_{1,\text{comm}}(\tau) & \text{for all } \tau < |\sigma| \\ \emptyset & \text{for all } \tau, |\sigma_1| \leq \tau < |\sigma| \end{cases}$

  we have $[\sigma_{\text{comm}}]_{\text{dch}(S_1)} = (\sigma_{1,\text{comm}})(\sigma_{3,\text{comm}})$.

  Further, $[\sigma_{\text{init}}]_{\text{dch}(S_1)} = \sigma_{\text{init}} = \sigma_{1,\text{init}}$.

  Define $\hat{\sigma} = (\sigma_{\text{init}}, \sigma_{\text{comm}}, \sigma_{1,\text{final}})$. Then $[\hat{\sigma}]_{\text{dch}(S_1)} = \sigma_1 \sigma_3$. This leads to $[\hat{\sigma}]_{\text{dch}(S_1)} \models \varphi_1 \land (\text{noact}(\text{dch}(S_1)) \cup \text{done} \land \text{nochange}(\text{var}(S_1)))$. Since $\text{dch}(\varphi_1) \subseteq \text{dch}(S_1)$, we have $\text{dch}(\varphi_1) \subseteq \text{dch}(S_1)$ and thus Lemma D.1.3 leads to $\sigma \models \varphi_1 \land (\text{noact}(\text{dch}(S_1)) \cup \text{done} \land \text{nochange}(\text{var}(S_1)))$.

  Since $\hat{\sigma}_{\text{final}}(x) = \sigma_{1,\text{final}}(x) = \sigma_{\text{final}}(x)$ for all $x \in \text{var}(S_1)$ and $\text{var}(\varphi_1 \land (\text{noact}(\text{dch}(S_1)) \cup \text{done} \land \text{nochange}(\text{var}(S_1)))) \subseteq \text{var}(S_1)$, this leads to $\sigma \models \varphi_1 \land (\text{noact}(\text{dch}(S_1)) \cup \text{done} \land \text{nochange}(\text{var}(S_1)))$.
Similarly, for $|\sigma_2| \leq |\sigma_1|$ we can prove 
$$\sigma \models \varphi_1 \land (\varphi_2 \land C \land (\text{noact}(dch(S_2)) \cup \text{done} \land \text{nochange}(\text{var}(S_2))))$$,
which proves soundness of the Parallel Composition Rule.

**D.2 Soundness of the Proof System in Section 4.4.2**

First a number of lemmas which can be proved easily by structural induction.

**Lemma D.2.1** For any boolean expression $b$ from the programming language, state $s$, environment $\gamma$, and communication function $cf$: $B(b)(s)$ iff $[b]\gamma(s, cf)$.

**Lemma D.2.2** For any expression $e$ from the programming language, state $s$, environment $\gamma$, and communication function $cf$: $E(e)(s) = V(e)(\gamma, s, cf)$.

**Lemma D.2.3** For any assertion $p$, state $s$, environment $\gamma$, and communication function $cf$: $[p[exp/x]]\gamma(s, cf)$ iff $[p][(s : x \mapsto V(exp)(\gamma, s, cf)), cf]$.

Similar to Lemma 3.4.3, we have

**Lemma D.2.4** For all $\gamma, s, \gamma_1$: $[p]\gamma(s, \gamma_1)$ iff for all $\gamma_2$, $[p[cf_1/time]]\gamma(s, \gamma_2 \wedge \gamma_1)$.

From this lemma we obtain:

**Lemma D.2.5** For all $\gamma, s, \gamma_1, \gamma_2$: if $[p[cf_1/time]]\gamma(s, \gamma_1)$ then $[p]\gamma(s, \gamma_2 \wedge \gamma_1)$.

**Proof:** $[p[cf_1/time]]\gamma(s, \gamma_1)$ implies (by Lemma D.2.4) $[p[cf_1/time]]\gamma(s, \gamma_2 \wedge \gamma_1)$. Thus $[p[cf_1/time]]\gamma(s, \gamma_2 \wedge \gamma_1)$, and hence $[p]\gamma(s, \gamma_2 \wedge \gamma_1)$.

In the proof below $\gamma$ is an arbitrary environment, $s_0 \in \text{STATE}$, and $cf_0 \in CF$ is a well-formed communication function with $|cf_0| < \infty$. We prove $\models C : \{p\} S \{q\}$ as follows: if $[p]\gamma(s_0, cf_0)$ and $(s_0, cf_1, s_1) \in M(S)$ then $[C]\gamma(s_1, cf_0 \wedge cf_1)$, and if $|cf_1| < \infty$ then $[q]\gamma(s_1, cf_0 \wedge cf_1)$. (Observe that $\text{var}(C) = \emptyset$ has been required for all commitments.)

The soundness of the Well-Formedness Axiom follows easily from Lemma 4.2.10.

**Initial Invariance**

Assume $[p \land C]\gamma(s_0, cf_0)$. Consider $(s_0, cf_1, s_1) \in M(S)$.

By Lemma D.2.4 we obtain $[[p \land C][cf_0/time]]\gamma(s_0, cf_0 \wedge cf_1)$.

Since $time$ does not occur in $p \land C$, this leads to $[p \land C]\gamma(s_0, cf_0 \wedge cf_1)$.

By Lemma D.0.15, $s_1(x) = s_0(x)$ for $x \notin \text{var}(S)$.

Since $\text{var}(C) = \emptyset$ and $\text{var}(S) \cap \text{var}(p) = \emptyset$, we obtain $[p \land C]\gamma(s_1, cf_0 \wedge cf_1)$.

**Skip**

Assume $[p \land C]\gamma(s_0, cf_0)$. Consider $(s_0, cf_1, s_1) \in M(\text{skip})$.

Then $s_1 = s_0$ and $|cf_1| = 0$, and hence $[p \land C]\gamma(s_1, cf_0 \wedge cf_1)$.
Assignment

Assume \([\gamma(q \land C)[\text{time} + K_a]/c/x]\gamma(s_0, c_{f0}). \) Consider \((s_0, c_{f1}, s_1) \in \mathcal{M}(x := e).\) Then \(s_1 = (s_0 : x \mapsto E(e)(s_0)) \) and \(|c_{f1}| = K_a. \) By Lemma D.2.3 this leads to \([\gamma(q \land C)[\text{time} + K_a]/c/x]\gamma((s_0 : x \mapsto V(e)(\gamma(s_0, c_{f0})), c_{f0}). \) Using Lemma D.2.2 we obtain \([\gamma(q \land C)[\text{time} + K_a]/c/x]\gamma(s_1, c_{f0}). \) This is equivalent to \((q \land C)[c_{f0}] + |c_{f1}|/c/x]\gamma(s_1, c_{f0}). \) and thus, by Lemma D.2.5, \([q \land C]\gamma(s_1, c_{f0} \land c_{f1}). \)

Delay

Assume \([\gamma(q \land C)[\text{time} + \max(0, e)/c/x]\gamma(s_0, c_{f0}). \) Consider \((s_0, c_{f0}, s_1) \in \mathcal{M}(\text{delay } e). \) Then \(s_1 = s_0 \) and \(|c_{f1}| = \max(0, V(e)(\gamma(s_0, c_{f0}))). \) Using \(s_1 = s_0 \) this leads to \([\gamma(q \land C)[c_{f0}] + |c_{f1}|/c/x]\gamma(s_1, c_{f0}). \) Hence, by Lemma D.2.5 we obtain \([q \land C]\gamma(s_1, c_{f0} \land c_{f1}). \)

Output

We prove the soundness of the Input Rule. The soundness of the Output Rule is proved similarly. Suppose \(\models p[t_0/\text{time}] \land \text{wait to } c? \text{ at } t_0 \text{ and comm value } v \rightarrow (q[v/x] \land C). \)
Assume \([p]\gamma(s_0, c_{f0}). \) Define \(\gamma = (\gamma : t_0 \mapsto |c_{f0})). \) Then, by Lemma D.2.4, \([p[t_0/\text{time}]\gamma(s_0, c_{f0} \land c_{f1}). \) Consider \((s_0, c_{f0}, s_1) \in \mathcal{M}(c/x). \) Then

- either \(|c_{f1}| = \infty, \) and for all \(\tau_1 \in \text{TIME}: c_{f1}(\tau_1) = \{c?\}. \) Since \(\gamma(t_0) = |c_{f0}|, \) this implies \([\text{wait to } c? \text{ during } [t_0, \infty) \land \text{time} = \infty] \gamma(s_0, c_{f0} \land c_{f1}). \) Observe that, by definition, \([\text{comm via } c \text{ during } [\infty, \infty) \text{ value } v] \gamma(s_0, c_{f0} \land c_{f1}). \) Hence \([\text{wait to } c? \text{ at } t_0 \text{ and comm value } v] \gamma(s_0, c_{f0} \land c_{f1}). \) This leads to \([C]\gamma(s_0, c_{f0} \land c_{f1}). \) Since \(\text{var}(C) = \emptyset \) and \(t_0 \) is fresh, we obtain \([C]\gamma(s_1, c_{f0} \land c_{f1}). \)

- or \(|c_{f1}| < \infty, \) there exists a \(\tau \in \text{TIME} \) and a value \(\theta \) such that \(|c_{f1}| = \tau + K_c, \) for all \(\tau_1 < \tau: c_{f1}(\tau_1) = \{c?\}, \) for all \(\tau_2, \tau \leq \tau_2 < \tau + K_c: c_{f1}(\tau_2) = \{(c, \theta)\}, \) and \(s_1 = (s_0 : x \mapsto \theta). \) Hence, \([\text{wait to } c? \text{ during } [t_0, t) \land \text{comm via } c \text{ during } [t, t + K_c) \text{ value } v \land \text{time} = t + K_c] \gamma(s_0, c_{f0} \land c_{f1}). \) Thus \([\exists t \geq t_0 : \text{wait to } c? \text{ during } [t_0, t) \land \text{comm via } c \text{ during } [t, t + K_c) \text{ value } v \land \text{time} = t + K_c] \gamma(s_0, c_{f0} \land c_{f1}), \) that is, \([\gamma : t \mapsto \theta])((s_0, c_{f0} \land c_{f1}). \) This leads to \([q[v/x] \land C]\gamma(s_0, c_{f0} \land c_{f1}). \) Since \(v \) and \(t_0 \) do not occur free in \(C \) and \(\text{var}(C) = \emptyset \) we obtain \([C]\gamma(s_0, c_{f0} \land c_{f1}). \) By Lemma D.2.3, using that \(V(v)((\gamma : v \mapsto \theta), s_0, c_{f0} \land c_{f1}) = \emptyset, \) \([q]\gamma(s_0, c_{f0} \land c_{f1}). \) Thus \([q]\gamma(s_0, c_{f0} \land c_{f1}). \) Since \(v \) and \(t_0 \) do not occur free in \(q \) this leads to \([q]\gamma(s_1, c_{f0} \land c_{f1}). \)
Sequential Composition

Suppose \( I = C_1 : \{p\} S_1 \{r\} \) and \( I = C_2 : \{r\} S_2 \{q\} \).

Assume \( [p] \gamma(s_0, c_{f0}) \). Consider \( (s_0, c_{f1}, s_1) \in M(S_1; S_2) = SEQV(M(S_1), M(S_2)) \).

Thus

- either \( (s_0, c_{f1}, s_1) \in M(S_1) \) and \( |c_{f1}| = \infty \).
  - Then, by \( I = C_1 : \{p\} S_1 \{r\} \), we obtain \( [C_1] \gamma(s_1, c_{f0} \wedge c_{f1}) \).
  - Further, \( \{\text{time} = \infty\} \gamma(s_1, c_{f0} \wedge c_{f1}) \), and thus \( [C_1 \wedge \text{time} = \infty] \gamma(s_1, c_{f0} \wedge c_{f1}) \).

- or there exist \( \delta, c_{f11}, c_{f12} \) such that \( c_{f1} = c_{f11} \wedge c_{f12} \), \( (s_0, c_{f11}, \delta) \in M(S_1) \), \( |c_{f11}| < \infty \), and \( (\delta, c_{f12}, s_1) \in M(S_2) \). Then, using \( I = C_1 : \{p\} S_1 \{r\} \), we obtain \( \{\text{time} = \infty\} \gamma(s_1, c_{f0} \wedge c_{f11} \wedge c_{f12}) \).

Guarded Command Termination

Suppose \( \models C : \{p \wedge \neg b_G\} \text{ delay } K_g \{q\} \). Assume \( [p \wedge \neg b_G] \gamma(s_0, c_{f0}) \). Consider \( (s_0, c_{f1}, s_1) \in M(G) \). Since \( \neg b_G \gamma(s_0, c_{f0}) \), Lemma D.2.1 leads to \( B(\neg b_G)(s_0) \). Hence \( (s_0, c_{f1}, s_1) \in M(\text{delay } K_g) \), and thus \( [C \wedge q] \gamma(s_1, c_{f0} \wedge c_{f1}) \).

Guarded Command with Purely Boolean Guards

Suppose \( \models C_i : \{p \wedge b_i\} \text{ delay } K_g \{q_i\} \), for all \( i \in \{1, \ldots, n\} \).

Assume \( [p \wedge b_G] \gamma(s_0, c_{f0}) \). Consider \( (s_0, c_{f1}, s_1) \in M([p_{i=1}^n b_i \rightarrow S_i]) \).

Since \( [b_G] \gamma(s_0, c_{f0}) \), Lemma D.2.1 leads to \( B(b_G)(s_0) \). Hence there exists a \( k \in \{1, \ldots, n\} \) such that \( B(b_k)(s_0) \), and \( (s_0, c_{f1}, s_1) \in M(\text{delay } K_g; S_k) \). By Lemma D.2.1, \( \{b_k\} \gamma(s_0, c_{f0}) \), thus \( [p \wedge b_k] \gamma(s_0, c_{f0}) \). Then \( I = C_k : \{p \wedge b_k\} \text{ delay } K_g \{q_k\} \) leads to \( \{C_k\} \gamma(s_1, c_{f0} \wedge c_{f1}) \) and if \( |c_{f1}| < \infty \) then \( \{q_k\} \gamma(s_1, c_{f0} \wedge c_{f1}) \).

Hence \( [\forall i=1 C_i] \gamma(s_1, c_{f0} \wedge c_{f1}) \) and if \( |c_{f1}| < \infty \) then \( [\forall i=1 q_i] \gamma(s_1, c_{f0} \wedge c_{f1}) \).

Guarded Command without Delay

Consider \( G \equiv \{p_{i=1}^n b_i; c_i?x_i \rightarrow S_i; b; \text{ delay } e \rightarrow S\} \). Suppose

\[ \models p[t_0/\text{time}] \wedge \neg (\text{dch}(G)) \text{ during } [t_0, t_0 + K_g] \wedge \text{wait in G during } [t_0 + K_g, \infty] \wedge \text{time} = \infty \rightarrow \text{Cnonterm} \]

\[ \models p[t_0/\text{time}] \wedge b_i \wedge \exists t, t_0 + K_g \leq t < \infty : \neg (\text{dch}(G)) \text{ during } [t_0, t_0 + K_g] \wedge \text{wait in G during } [t_0 + K_g, t] \wedge \text{comm } c_i \text{ in G from t value v} \]

\[ \rightarrow p[v/x], \text{ for } i = 1, \ldots, n \]

\[ \models C_i : \{p_i\} S_i \{q_i\}, \text{ for } i = 1, \ldots, n \]

Assume \( [p \wedge b_G \wedge \neg \delta] \gamma(s_0, c_{f0}) \). Consider \( (s_0, c_{f1}, s_1) \in M(G) \). Let \( \gamma = (\gamma : t_0 \mapsto |c_{f0}|) \). Then, by Lemma D.2.4, \( [p[t_0/\text{time}]][\gamma(s_0, c_{f0} \wedge c_{f1}) \]. From \( [b_G] \gamma(s_0, c_{f0}) \) we obtain, by Lemma D.2.1, \( B(b_G)(s_0) \). Similarly, \( \neg \delta \gamma(s_0, c_{f0}) \) leads to \( B(\neg b_G)(s_0) \). Then \( (s_0, c_{f1}, s_1) \in SEQV(M(\text{delay } K_g), \text{NotLimWait}(G), \text{Comm}(G)) \), that is,
either \((s_0, cf_1, s_1) \in \text{SEQV}(\mathcal{M}(\text{delay } K_g), \text{NotLimWait}(G))\) with \(|cf_1| = \infty\).

Then for all \(r_1, 0 \leq r_1 < K_g\): \(cf_1(r_1) = \emptyset\) and for all \(r_2, K_g \leq r_2 < \infty\):
\[cf_1(r_2) = \{c_i | B(b_i)(s_0), 1 \leq i \leq n\}.\]
Since \(\gamma(t_0) = [cf_0]\), this leads to
\[\text{no (dch}(G)) \text{ during } [t_0, t_0 + K_g) \land \text{wait in } G \text{ during } [t_0 + K_g, \infty)\] By Lemma D.2.4 we obtain \([p[t_0/\text{time}]\gamma(s_0, cf_0^\ast cf_1)\).

Then the first assumption of the rule this leads to \([C_{\text{nonterm}}] \gamma(s_0, cf_0^\ast cf_1)\). Since \(t_0\) does not occur in \(C_{\text{nonterm}}\) and \(\var(C_{\text{nonterm}}) = \emptyset\), we obtain \([C_{\text{nonterm}}] \gamma(s_1, cf_0^\ast cf_1)\).

or there exist \(r \in \text{TIME}, r \geq K_g, \delta, cf_{11}\) and \(cf_{12}\) such that \(cf_1 = cf_{11}^\ast cf_{12}\),
for all \(r_1, 0 \leq r_1 < K_g\): \(cf_{11}(r_1) = \emptyset\) and for all \(r_2, K_g \leq r_2 < r\):
\(cf_{11}(r_2) = \{c_i | B(b_i)(s_0), 1 \leq i \leq n\},\)
there exists a \(k \in \{1, \ldots, n\}\) and a value \(\theta\) such that \(B(b_k)(s_0)\),
for all \(r_3, \tau \leq r_3 < r + K_c: cf_{11}(r_3) = \{(c_k, \theta)\}\), \(|cf_{11}| = r + K_c, \delta = (s_0 : x_k \mapsto \theta)\), and \((s_0, cf_{11}, s_1) \in \mathcal{M}(S_k)\). Thus
\[\exists t, t_0 + K_g \leq t < \infty: \text{no (dch}(G)) \text{ during } [t_0, t_0 + K_g) \land \text{wait in } G \text{ during } [t_0 + K_g, t)/I.\]

Guarded Command with Delay
Consider \(G = [\{b_i/\text{delay } e \rightarrow S_i\}]\).
Suppose \(|p[t_0/\text{time}] \land \exists t, t_0 + K_g \leq t < \max(0, e) : \text{no (dch}(G)) \text{ during } [t_0, t_0 + K_g) \land \text{wait in } G \text{ during } [t_0 + K_g, t)/I.\]

\[\Rightarrow C_i : \{\overline{p}_i \mid S_i \{q_i\}, \text{ for } i = 1, \ldots, n\}\]
\[\Rightarrow p[t_0/\text{time}] \land \text{no (dch}(G)) \text{ during } [t_0, t_0 + K_g) \land \text{wait in } G \text{ during } [t_0 + K_g, t_0 + K_g + \max(0, e))/I.\]

\[\Rightarrow time = t_0 + K_g + \max(0, e) \rightarrow p\]
\[\Rightarrow C : \{\overline{p} \mid S \{q\}\}\]

Assume \([p \land b] \gamma(s_0, cf_0)\). Consider \((s_0, cf_1, s_1) \in \mathcal{M}(G)\).

Define \(\gamma = (\gamma : t_0 \mapsto [cf_0])\). Then, by Lemma D.2.4, \([p[t_0/\text{time}] \gamma(s_0, cf_0^\ast cf_1)\).
Since \([b] \gamma(s_0, cf_0)\), Lemma D.2.1, leads to \(B(b)(s_0)\) and thus \(B(b_0)(s_0)\).
• either \((s_0, c_{f1}, s_1) \in SEQV(M(\text{delay } K_g), LimitWait(G), Comm(G))\). Then similar to the proof for the previous rule we obtain \([\forall_{i=1}^n C_i]_{\gamma}(s_1, c_{f0}^n c_{f1})\) and if \(|c_{f1}| < \infty\) then \([\forall_{i=1}^n q_i]_{\gamma}(s_1, c_{f0}^n c_{f1})\).

• or \((s_0, c_{f1}, s_1) \in SEQV(M(\text{delay } K_g), TimeOut(G), M(S))\). then there exist \(c_{f11}\) and \(c_{f12}\) such that \(c_{f1} = c_{f11} \wedge c_{f12}\), \((s_0, c_{f12}, s_1) \in M(S)\) and

\[
\text{no (dch(G)) during } [t_0, t_0 + K_g]\wedge \\
time = t_0 + K_g + \max(0, e)\Rightarrow \\
[\forall_{i=1}^n C_i]_{\gamma}(s_0, c_{f0}^n c_{f11}).
\]

By Lemma D.2.4, \([p[t_0/time]]_{\gamma}(s_0, c_{f0}^n c_{f11})\). Hence from the third assumption of the rule we obtain \([p[t_0/time]]_{\gamma}(s_0, c_{f0}^n c_{f11})\) and if \(|c_{f12}| < \infty\) then \([q_k]_{\gamma}(s_1, c_{f0}^n c_{f11} c_{f12})\).

Since \(t_0\) is fresh, \([C]_{\gamma}(s_1, c_{f0} c_{f1})\) and if \(|c_{f1}| < \infty\) then \([q]_{\gamma}(s_1, c_{f0} c_{f1})\).

**Iteration**

**Assume**

\[
\models C : \{p \wedge b_G\} G \{p\} \quad (D.1)
\]

\[
\models C_{\text{term}} : \{p \wedge \neg b_G\} G \{q\} \quad (D.2)
\]

\[
\models (\forall t < \infty \exists t_2 > t_1 : C[t_2/time]) \rightarrow C_{\text{nonterm}} \quad (D.3)
\]

We show that \((C_{\text{nonterm}} \wedge time = \infty) \lor C_{\text{term}} : \{p\} * G \{q\}\) is valid.

Let \(\gamma\) be an arbitrary environment, \(s_0\) a state, and \(c_{f0}\) a well-formed communication function such that \(|c_{f0}| < \infty\).

**Assume** \([p]_{\gamma}(s_0, c_{f0})\). Let \((s_0, c_{f1}, s_1) \in M(*G)\). Then consider the following cases.

1. There exists a \(k \in \mathbb{N}, k \geq 1\) and \(\sigma_1, \ldots, \sigma_k\) such that \((s_0, c_{f1}, s_1) = \sigma_1 \cdots \sigma_k\),
   - for all \(i \in \{1, \ldots, k\} : \sigma_i \in M(G)\),
   - for all \(i \in \{1, \ldots, k-1\} : \sigma_{i+1}.\text{init} = \sigma_i.\text{final}, |\sigma_i| < \infty, B(b_G)(\sigma_i.\text{init})\),
   - and either \(|\sigma_k| = \infty\) or \(B(\neg b_G)(\sigma_k.\text{init})\).

   Now we consider the cases \(k = 1\) and \(k > 1\):

   • If \(k = 1\) then \(B(\neg b_G)(\sigma_1.\text{init})\) and \(s_0 = \sigma_1.\text{init}\), thus \([p \wedge \neg b_G]_{\gamma}(s_0, c_{f0})\).

     Since \((s_0, c_{f1}, s_1) = \sigma_1\) and \(\sigma_1 \in M(G)\), we obtain from (D.2):

     \([C_{\text{term}}]_{\gamma}(s_1, c_{f0} c_{f1}),\) and if \(|c_{f1}| < \infty\) then \([q]_{\gamma}(s_1, c_{f0} c_{f1})\).

   • If \(k > 1\) then prove by induction on \(i\):

     \([p]_{\gamma}(\sigma_i.\text{final}, c_{f0} \wedge \sigma_i.\text{comm} \cdots \sigma_1.\text{comm}),\) for \(i = 1, \ldots, k - 1\).

     **Basis** For \(i = 1\) we have \(B(b_G)(\sigma_1.\text{init})\) and \(s_0 = \sigma_1.\text{init}\), thus

     \([p \wedge b_G]_{\gamma}(s_0, c_{f0})\). Since \(\sigma_1 = (\sigma_1.\text{init}, \sigma_1.\text{comm}, \sigma_1.\text{final}) \in M(G)\)

     and \(|\sigma_1.\text{comm}| = |\sigma_1| < \infty\), we obtain from (D.1):

     \([p]_{\gamma}(\sigma_1.\text{final}, c_{f0} \wedge \sigma_1.\text{comm})\).
Induction  Consider $i$ with $1 < i \leq k - 1$. By the induction hypothesis:

$$[p] \gamma(\sigma_{i-1}.final, c_f^0 \sigma_1.comm \cdots \sigma_{i-1}.comm).$$

Since $B(b_G)(\sigma_i.init)$ and $\sigma_i.init = \sigma_{i-1}.final$, we obtain

$$[p \land b_G] \gamma(\sigma_{i-1}.final, c_f^0 \sigma_1.comm \cdots \sigma_{i-1}.comm).$$

Together with $\sigma_i = (\sigma_i.init, \sigma_i.comm, \sigma_i.final) \in M(G)$ and $|\sigma_i.comm| = |\sigma_i| < \infty$, this leads by (D.1) to $[p] \gamma(\sigma_i.final, c_f^0 \sigma_1.comm \cdots \sigma_i.comm)$.

With $i = k - 1$ we obtain $[p] \gamma(\sigma_{k-1}.final, c_f^0 \sigma_1.comm \cdots \sigma_{k-1}.comm)$.

Now there are two possibilities:

(a) Either $|\sigma_k| = \infty$. Since $B(-b_G)(\sigma_k.init)$ and $\sigma_k \in M(G)$ implies $|\sigma_k| < \infty$, we must have $B(b_G)(\sigma_k.init)$. Together with $\sigma_k.init = \sigma_{k-1}.final$ this leads to $[p \land b_G] \gamma(\sigma_{k-1}.final, c_f^0 \sigma_1.comm \cdots \sigma_{k-1}.comm)$. With $\sigma_k \in M(G)$, this leads by (D.1) to $[C] \gamma(\sigma_k.final, c_f^0 \sigma_1.comm \cdots \sigma_k.comm)$, and hence $[C] \gamma(s_1, c_f^0 c_f_1)$. Since $|c_f_1| = |\sigma_1.comm \cdots \sigma_k.comm| = \infty$ this implies $[C[\infty/time]] \gamma(s_1, c_f^0 c_f_1)$, and hence

$$\forall t_1 < \infty \exists t_2 > t_1 : [C[t_2/time]] \gamma(s_1, c_f^0 c_f_1).$$

Thus, by (D.3), $[C[\text{nonterm}]] \gamma(s_1, c_f^0 c_f_1)$.

(b) Or $B(-b_G)(\sigma_k.init)$, and thus $|\sigma_k| < \infty$. Since $\sigma_k.init = \sigma_{k-1}.final$, this leads to $[p \land \neg b_G] \gamma(\sigma_{k-1}.final, c_f^0 \sigma_1.comm \cdots \sigma_{k-1}.comm)$.

With $\sigma_k \in M(G)$ we obtain from (D.2):

$$[C[\text{term}]] \gamma(\sigma_k.final, c_f^0 \sigma_1.comm \cdots \sigma_k.comm)$$

and, since $|\sigma_k.comm| < \infty$,

$$\forall \gamma(\sigma_k.final, c_f^0 \sigma_1.comm \cdots \sigma_k.comm).$$

With $s_1 = \sigma_k.final$ and $c_f_1 = \sigma_1 Comm \cdots \sigma_k.comm$, this leads to $[C[\text{term}]] \gamma(s_1, c_f^0 c_f_1)$ and

$$[\gamma(\sigma_i.final, c_f^0 \sigma_1.comm \cdots \sigma_i.comm)]$$

2. There exists an infinite sequence of models $\sigma_1, \sigma_2, \ldots$ such that

$$(s_0, c_f_1, s_1) = \sigma_1 \sigma_2 \cdots,$$

with for all $i \geq 1$: $\sigma_i \in M(G)$, $\sigma_{i+1}.init = \sigma_i.final$, $|\sigma_i| < \infty$, $B(b_G)(\sigma_i.init)$. We prove, by induction on $i$ that, for all $i \geq 1$:

$$[p \land C] \gamma(\sigma_i.final, c_f^0 \sigma_1.comm \cdots \sigma_i.comm).$$

Basis For $i = 1$ we have $B(b_G)(\sigma_1.init)$ and $s_0 = \sigma_1.init$, thus $[p \land b_G] \gamma(s_0, c_f_0)$.

Since $\sigma_1 = (\sigma_1.init, \sigma_1.comm, \sigma_1.final) \in M(G)$ and $|\sigma_1.comm| = |\sigma_1| < \infty$, we obtain from (D.1): $[p \land C] \gamma(\sigma_1.final, c_f^0 \sigma_1.comm).$

Induction Consider $i$ with $1 < i \leq k - 1$. By the induction hypothesis:

$$[p] \gamma(\sigma_{i-1}.final, c_f^0 \sigma_1.comm \cdots \sigma_{i-1}.comm).$$

Since $B(b_G)(\sigma_i.init)$ and $\sigma_i.init = \sigma_{i-1}.final$, we obtain

$$[p \land b_G] \gamma(\sigma_{i-1}.final, c_f^0 \sigma_1.comm \cdots \sigma_{i-1}.comm).$$

Together with $\sigma_i = (\sigma_i.init, \sigma_i.comm, \sigma_i.final) \in M(G)$ and $|\sigma_i.comm| = |\sigma_i| < \infty$, this leads by (D.1) to $[p \land C] \gamma(\sigma_i.final, c_f^0 \sigma_1.comm \cdots \sigma_i.comm)$.

By Lemma D.2.4, for $i \geq 1$, $[p \land C] \gamma(\sigma_i.final, c_f^0 \sigma_1.comm \cdots \sigma_i.comm)$, implies $[C [c_f^0 \sigma_1.comm \cdots \sigma_i.comm [\text{time}]] \gamma(\sigma_i.final, c_f^0 \sigma_1.comm \cdots \sigma_i.comm$.
Thus $[C[|c|f_0^\sigma_1.comm\ldots\sigma_i.comm]/time]y(\sigma_i.final, c|f_0^\sigma_i)$. Since there are no program variables in $C$, this leads to $[C[|c|f_0^\sigma_1.comm\ldots\sigma_i.comm]/time]y(s_1, c|f_0^\sigma_i)$, for $i \geq 1$. Observe that for all $\tau_i \in TIME$ there exists $a$ such that $|c|f_0^\sigma_1.comm\ldots\sigma_i.comm| > \tau_i$. Hence, for all $\tau_i \in TIME$ there exists $a_\tau_i > \tau_1$ such that $\gamma(s_1, c|f_0^\sigma_i)$. This leads to $\forall \tau_1 < \infty \exists \tau_2 > \tau_1 : C[\tau_1/time]][\gamma(s_1, c|f_0^\sigma_i)$, and thus, by (D.3), $[C_{nonterm}][\gamma(s_1, c|f_0^\sigma_i)$. Since $c|f_1 = \infty$ we also have $[time = \infty]y(s_1, c|f_0^\sigma_i).

Parallel Composition

Assume

$C_i : \{p_i\} S_1 \{q_i\}$, for $i = 1, 2$ (D.4)

$\exists t_1, t_2 : time = \max(t_1, t_2) \land \bigwedge_{i=1}^{2} C_i[t_i/time] \land no dch(S_i)$ during $[t_i, time) \rightarrow C$ (D.5)

$\exists t_1, t_2 : time = \max(t_1, t_2) \land \bigwedge_{i=1}^{2} q_i[t_i/time] \land no dch(S_i)$ during $[t_i, time) \rightarrow q$ (D.6)

$dch(C_i, q_i) \subseteq dch(S_i)$ and $var(q_i) \subseteq var(S_i)$, for $i = 1, 2$ (D.7)

t_1 and $t_2$ are fresh logical variables (D.8)

Assume $[p_1 \land p_2]y(s_0, c|f_0)$. Consider any $(s_0, c|f_1, s_1) \in M(S_1||S_2)$. Then $dch(c|f_1) \subseteq dch(S_1) \cup dch(S_2)$, and for $i = 1, 2$ there exist $(s_0, c|f_1, s_{1i}) \in M(S_i)$ such that

$|c|f_1| = \max(|c|f_{11}|, |c|f_{12}|)$,

$[c|f_1]_{dch(S_i)}(\tau) = \begin{cases} c|f_{1i}(\tau) & \text{for all } \tau < |c|f_{1i}| \\ \emptyset & \text{for all } \tau, |c|f_{1i}| \leq \tau < |c|f_1| \end{cases}$

if $|c|f_1| < \infty$ then $s_{1i}(x) = \begin{cases} s_{1i}(x) & \text{if } x \in var(S_i) \\ s_{0i}(x) & \text{if } x \notin var(S_1\cup S_2) \end{cases}$

By (D.4) we obtain $[C_1]y(s_{1i}, c|f_0^\sigma_i c|f_i)$ and if $|c|f_{1i}| < \infty$ then $\gamma(s_{1i}, c|f_0^\sigma_i c|f_i)$. Define $\gamma = (\gamma : t_1 \mapsto |c|f_0 \lor |c|f_{1i}, t_2 \mapsto |c|f_0 \lor |c|f_{12}|)$, then, using (D.8),

$[C_i[t_i/time]]y(s_{1i}, c|f_0^\sigma_i c|f_i)$ and if $|c|f_{1i}| < \infty$ then $[q_i[t_i/time]]y(s_{1i}, c|f_0^\sigma_i c|f_i)$. Using Lemma D.2.4, we obtain $[C_i[t_i/time]]y(s_{1i}, c|f_0^\sigma_i c|f_i)_{dch(S_i)}$ and (since $|c|f_i| < \infty$ implies $|c|f_{1i}| < \infty \land |c|f_{12}| < \infty$) if $|c|f_1| < \infty$ then $[q_i[t_i/time]]y(s_{1i}, c|f_0^\sigma_i c|f_i)_{dch(S_i)}$. By (D.7) this leads to $[C_i[t_i/time]]y(s_{1i}, c|f_0^\sigma_i c|f_i)$ and, if $|c|f_1| < \infty$ then $[q_i[t_i/time]]y(s_{1i}, c|f_0^\sigma_i c|f_i)$. Since $var(C_i) = \emptyset, var(q_i) \subseteq var(S_i)$ and $s_{1i}(x) = s_{1i}(x)$ for $x \in var(S_i)$, we obtain $[C_i[t_i/time]]y(s_{1i}, c|f_0^\sigma_i c|f_i)$ and, if $|c|f_1| < \infty$ then $[q_i[t_i/time]]y(s_{1i}, c|f_0^\sigma_i c|f_i)$. Furthermore, $[[time = \max(t_1, t_2)]y(s_{1i}, c|f_0^\sigma_i c|f_i)$ and $[\bigwedge_{i=1}^{2} no dch(S_i) \text{ during } [t_i, time)]y(s_{1i}, c|f_0^\sigma_i c|f_i)$. Thus

$\exists t_1, t_2 : time = \max(t_1, t_2) \land \bigwedge_{i=1}^{2} C_i[t_i/time] \land no dch(S_i) \text{ during } [t_i, time)]y(s_{1i}, c|f_0^\sigma_i c|f_i)$ and if $|c|f_0| < \infty$ then $\exists t_1, t_2 : time = \max(t_1, t_2) \land \bigwedge_{i=1}^{2} q_i[t_i/time] \land no dch(S_i) \text{ during } [t_i, time)]y(s_{1i}, c|f_0^\sigma_i c|f_i).$ Hence, by (D.5) and (D.6), $[C]y(s_1, c|f_0^\sigma_i c|f_i)$ and if $|c|f_0| < \infty$ then $\gamma(s_1, c|f_0^\sigma_i c|f_i)$. 209
Appendix E

Soundness of the Proof Systems in Chapter 5

E.1 Soundness of the Proof System in Section 5.5.2

Well-Formedness Axiom

The soundness of the extended Well-Formedness Axiom can be proved as follows. Consider any environment $\gamma$ and $\sigma \in \mathcal{M}(P)$. Then Lemma 5.4.3 implies that for all $\tau < |\sigma|$, $p_1 \in \sigma(\tau).exec$ and $p_2 \in \sigma(\tau).req$ imply $p_1 \geq p_2$.

Thus $\delta_1 \in \sigma(\tau).req$ and $\delta_2 \in \sigma(\tau).exec$ imply $\delta_1 \leq \delta_2$.

Hence $\delta_1 \in (\sigma \uparrow \tau)(0).req$ and $\delta_2 \in (\sigma \uparrow \tau)(0).exec$ imply $\delta_1 \leq \delta_2$.

Then, $\delta_1 \in S(req)(\gamma \uparrow \tau, \sigma \uparrow \tau)$ and $\delta_2 \in S(exec)(\gamma \uparrow \tau, \sigma \uparrow \tau)$ imply $\delta_1 \leq \delta_2$.

Since, for all $\tau \geq |\sigma|$, $S(req)(\gamma \uparrow \tau, \sigma \uparrow \tau) = S(exec)(\gamma \uparrow \tau, \sigma \uparrow \tau) = \emptyset$, we obtain for all $\tau$: if $\delta_1 \in S(req)(\gamma \uparrow \tau, \sigma \uparrow \tau)$ and $\delta_2 \in S(exec)(\gamma \uparrow \tau, \sigma \uparrow \tau)$ then $\delta_1 \leq \delta_2$.

Thus, $(\sigma \uparrow \tau, \gamma \uparrow \tau) \models req \leq \text{exec}$, and hence $(\sigma, \gamma) \models (req \leq \text{exec}) \cup \text{done}$.

Atomic, Delay, Send, and Receive

First consider $\sigma \in SEQ(Request, Execute(K))$. Then

- either $|\sigma| = \infty$ and for all $\tau \in \text{TIME}$: $\sigma(\tau).req = \{0\}$ and $\sigma(\tau).comm = \sigma(\tau).exec = \emptyset$. Thus, for all $\tau \in \text{TIME}$: $(\sigma \uparrow \tau)(0).req = \{0\}$ and $(\sigma \uparrow \tau)(0).comm = (\sigma \uparrow \tau)(0).exec = \emptyset$. Hence, for any $\gamma$ and any $cset \subseteq DCHAN$, $(\sigma, \gamma) \models \Box (req = \{0\} \land \text{exec} = \emptyset \land \text{noact}(cset))$, and thus $(\sigma, \gamma) \models Request(cset) \cup \text{Execute}(cset, K)$.

- or there exists a $\tau \in \text{TIME}$, such that for all $\tau_1 < \tau$: $\sigma(\tau_1).req = \{0\}$ and $\sigma(\tau_1).comm = \sigma(\tau_1).exec = \emptyset$, $\sigma(\tau).exec = \{\infty\}$, for all $\tau_2, 0 < \tau_2 < K$: $\sigma(\tau + \tau_2).exec = \{\infty\}$, for all $\tau_3 < K$: $\sigma(\tau + \tau_3).comm = \sigma(\tau + \tau_3).req = \emptyset$, and $|\sigma| = \tau + K$. Consider any $\gamma$ and any $cset \subseteq DCHAN$.

Then, for all $\tau_1 < \tau$: $(\sigma \uparrow \tau_1, \gamma \uparrow \tau_1) \models req = \{0\} \land \text{exec} = \emptyset \land \text{noact}(cset)$, and
thus, for all \( r_1 < \tau \): \( \sigma \uparrow r_1, \gamma \uparrow r_1 \models \text{Request}(\text{cset}) \).

Furthermore, \( \sigma \uparrow r_1, \gamma \uparrow \tau \models \text{req} = \emptyset \land \text{exec} = \{0\} \land \text{noact}(\text{cset}) \), for all \( \tau_2, 0 < \tau_2 < K \): \( \langle \sigma \uparrow r_1, \gamma \uparrow r_1, \tau \rangle \models \text{req} = \emptyset \land \text{exec} = \{\infty\} \land \text{noact}(\text{cset}) \),

and \( \sigma \uparrow r_1 = K \). Hence \( \langle \sigma \uparrow r_1, \gamma \uparrow \tau \rangle \models \text{Execute}(\text{cset}, K) \), and thus \( \langle \gamma, r \rangle \models \text{Request}(\text{cset}) \lor \text{Execute}(\text{cset}, K) \).

Observe that if \( \sigma \in \text{Delay}(d) \), \( \sigma \in \text{SEQ}(\text{WaitSend}(c), \text{Comm}(c)) \), or \( \sigma \in \text{SEQ}(\text{WaitRec}(c), \text{Comm}(c)) \) then \( \sigma(\tau).\text{req} = \sigma(\tau).\text{exec} = \emptyset \), for all \( \tau < |\sigma| \).

Hence, for any \( \gamma \) and any \( \tau < |\sigma| \), \( \langle \sigma \uparrow r, \gamma \uparrow \tau \rangle \models \text{req} = \text{exec} = \emptyset \). Since, for all \( \tau \geq |\sigma| \), \( \langle \sigma \uparrow r, \gamma \uparrow \tau \rangle \models \text{req} = \text{exec} = \emptyset \), this leads to \( \langle \sigma, \gamma \rangle \models \Box (\text{req} = \text{exec} = \emptyset) \).

Now the soundness of the axioms for \text{atomic}(d), \text{delay} d, cl! and cl? follows from the observations above and the soundness of the axioms from Section 3.3 (see the proof in Appendix B.1).

**Guarded Command**

Similar to the proof above, soundness of the Guarded Command Rule is easily proved from the observations above and the soundness of the Rule for Guarded Command with Delay from Section 3.3.

**Priority Assignment**

Suppose \( \models S \text{ sat } \varphi \) and

\[
\models \varphi[r/\text{req}, e/\text{exec}] \land \Box ((r = \{0\} \rightarrow \text{req} = \{p\}) \land (r \neq \{0\} \rightarrow \text{req} = r)) \land \\
\Box ((e = \{0\} \rightarrow \text{exec} = \{p\}) \land (e \neq \{0\} \rightarrow \text{exec} = e)) \rightarrow \varphi_1.
\]

Consider any \( \gamma \) and \( \sigma \in M(\text{prior p}(S)) \). Then there exists \( \sigma_1 \in M(S) \) such that \( \sigma = \sigma_1[p/0] \). Thus \( |\sigma| = |\sigma_1| \) and for all \( \tau < |\sigma| \),

\[
\begin{align*}
\sigma(\tau).\text{comm} &= \sigma(\tau).\text{comm} \\
\sigma(\tau).\text{req} &= \{p' | p' \in \sigma_1(\tau).\text{req} \land p' \neq 0\} \cup \{p | 0 \in \sigma_1(\tau).\text{req}\} \\
\sigma(\tau).\text{exec} &= \{p' | p' \in \sigma_1(\tau).\text{exec} \land p' \neq 0\} \cup \{p | 0 \in \sigma_1(\tau).\text{exec}\}.
\end{align*}
\]

By \( \models S \text{ sat } \varphi \) we obtain \( \langle \sigma_1, \gamma \rangle \models \varphi \). Define \( \hat{\gamma} \) such that

\[
\hat{\gamma}(\tau) = \begin{cases} 
\sigma_1(\tau).\text{req} & \text{for } \tau < |\sigma_1| \\
\emptyset & \text{for } \tau \geq |\sigma_1|
\end{cases}
\]

and \( \hat{\gamma}(u) = \gamma(u) \), for any other \( u \in M(\text{SPVAR}) \).

Then \( \langle \sigma_1, \hat{\gamma} \rangle \models \varphi[r/\text{req}, e/\text{exec}] \). By \( \sigma_1.\text{comm} = \sigma.\text{comm} \) this leads to \( \langle \sigma, \hat{\gamma} \rangle \models \varphi[r/\text{req}, e/\text{exec}] \). Since the syntactic restrictions for programs require that \( S \) does not contain any parallel composition, we can easily see that \( 0 \in \sigma_1(\tau).\text{req} \) implies \( \sigma_1(\tau).\text{req} = \{0\} \). Thus, for all \( \tau < |\sigma| \), \( \sigma_1(\tau).\text{req} = \{0\} \) implies \( \sigma(\tau).\text{req} = \{p\} \) and \( \sigma_1(\tau).\text{req} \neq \{0\} \) implies \( \sigma(\tau).\text{req} = \sigma_1(\tau).\text{req} \).

Hence, for all \( \tau < |\sigma| \), \( \hat{\gamma}(\tau) = \{0\} \) implies \( \sigma(\tau).\text{req} = \{p\} \) and \( \hat{\gamma}(\tau) \neq \{0\} \) implies \( \sigma(\tau).\text{req} = \hat{\gamma}(\tau) \).

Then, for all \( \tau < |\sigma| \), \( \langle \sigma \uparrow r, \gamma \uparrow \tau \rangle \models (r = \{0\} \rightarrow \text{req} = \{p\}) \land (r \neq \{0\} \rightarrow \text{req} = r) \).
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Since, for all \( r \geq |\sigma|, (\sigma \uparrow \tau, \gamma \uparrow \tau) \models \text{req} = \emptyset \land r = \emptyset \), we obtain for all \( r \in \text{TIME} \):
\[
(\sigma \uparrow \tau, \gamma \uparrow \tau) \models (r = \{0\} \rightarrow \text{req} = \{p\}) \land (r \neq \{0\} \rightarrow \text{req} = r).
\]
Hence \( (\sigma, \gamma) \models \Box ((r = \{0\} \rightarrow \text{req} = \{p\}) \land (r \neq \{0\} \rightarrow \text{req} = r)). \)
Similarly, \( (\sigma, \gamma) \models \Box ((e = \{0\} \rightarrow \text{exec} = \{p\}) \land (e \neq \{0\} \rightarrow \text{exec} = e)). \)
Together with \( (\sigma, \hat{\gamma}) \models \varphi[\tau / \text{req}, e / \text{exec}] \) this leads to \( (\sigma, \gamma) \models \varphi_1 \).
Since \( r \) and \( e \) are fresh logical variables we obtain \( (\sigma, \gamma) \models \varphi_1 \).

**Parallel Composition**

Suppose \( \models P_1 \text{ sat } \varphi_1, \models P_2 \text{ sat } \varphi_2 \), and
\[
\models \varphi_1[r_1 / \text{req}, e_1 / \text{exec}] \land (\varphi_2[r_2 / \text{req}, e_2 / \text{exec}] \land (\text{noact}(dch(P_1))) \land r_2 = e_2 = \emptyset))) \lor \not\exists (e_1 = \emptyset \lor e_2 = \emptyset) \rightarrow \varphi_1[r_1 \cup r_2 / \text{req}, e_1 \cup e_2 / \text{exec}]
\]

Let \( \gamma \) be any environment. Consider \( \sigma \in \mathcal{M}(P_1 || P_2) \). Then
dch(\sigma) \subseteq dch(P_1) \cup dch(P_2), and for \( i = 1, 2 \) there exist \( \sigma_i \in \mathcal{M}(P_i) \) such that
\[
|\sigma| = \max(|\sigma_1|, |\sigma_2|), \text{ and for all } r < |\sigma|: (\sigma_dch(P_i))(r).\text{comm} = \sigma_i^+(r).\text{comm},
\]
\( (\sigma(r).\text{req} = \sigma_i^+(r).\text{req} \lor \sigma_i^+(r).\text{exec}) \), \( (\sigma(r).\text{exec} = \sigma_i^+(r).\text{exec} \lor \sigma_i^+(r).\text{exec}) \text{, and} \)
\[
(\sigma_i^+(r).\text{exec} = \emptyset \lor \sigma_i^+(r).\text{exec} = \emptyset).
\]

Suppose \( |\sigma_1| \leq |\sigma_2| \), and thus \( |\sigma_1| = |\sigma_2| \).

Define \( \hat{\gamma} \) such that, for \( i = 1, 2 \), \( \hat{\gamma}(r_i)(\tau) = \sigma_i^+(\tau).\text{req} \lor \sigma_i^+(\tau).\text{exec} \), and \( \hat{\gamma}(u) = \gamma(u) \), for any other \( u \in \text{SPVAR} \).

By \( \models P_1 \text{ sat } \varphi_1 \) we obtain \( (\sigma_1, \gamma) \models \varphi_1 \), and thus \( (\sigma_1, \hat{\gamma}) \models \varphi_1[r_1 / \text{req}, e_1 / \text{exec}] \). Similar to the soundness proof of the Rule for Parallel Composition from Section 3.3, given in Appendix B.1, we can prove
\[
(\sigma, \hat{\gamma}) \models \varphi_1[r_1 / \text{req}, e_1 / \text{exec}] \land (\varphi_2[r_2 / \text{req}, e_2 / \text{exec}] \land \text{noact}(dch(P_1))) \land \sigma_2 \land \sigma_2^+(r).\text{exec} = \emptyset \lor \sigma_2^+(r).\text{exec} = \emptyset.
\]

Further, from \( \sigma_i^+(r).\text{exec} = \emptyset \lor \sigma_i^+(r).\text{exec} = \emptyset \), we obtain \( (\sigma, \hat{\gamma}) \models (e_1 = \emptyset \lor e_2 = \emptyset) \).

Hence, the assumption of the rule leads to \( (\sigma, \hat{\gamma}) \models \varphi[r_1 \cup r_2 / \text{req}, e_1 \cup e_2 / \text{exec}] \). Since \( \sigma(r).\text{req} = \sigma_i^+(r).\text{req} \lor \sigma_i^+(r).\text{exec} = \hat{\gamma}(r_i)(\tau) \lor \hat{\gamma}(r_2)(\tau) \), and, similarly, \( \sigma(r).\text{exec} = \hat{\gamma}(e_1)(\tau) \lor \hat{\gamma}(e_2)(\tau) \), we obtain \( (\sigma, \gamma) \models \varphi_2 \).

**Processor Closure**

Suppose \( \models S \text{ sat } \varphi_1 \), and \( \models \varphi_1 \land (\text{exec} = \emptyset \rightarrow \text{req} = \emptyset \rightarrow \varphi_2) \).

Consider \( \sigma \in \mathcal{M}(\ll S \gg) \). Then there exists a \( \sigma_1 \in \mathcal{M}(S) \) such that \( |\sigma| = |\sigma_1| \), and for all \( r < |\sigma|: (\sigma(r).\text{comm} = \sigma_1(r).\text{comm}, (\sigma_1(r).\text{exec} = \emptyset \rightarrow \sigma_1(r).\text{req} = \emptyset) \). Let \( \gamma \) be any arbitrary environment. By \( \models S \text{ sat } \varphi_1 \) we obtain \( (\sigma_1, \gamma) \models \varphi_1 \). Since, for \( r > |\sigma_1| \), \( (\sigma_1 \uparrow \tau, \gamma \uparrow \tau) \models \text{exec} = \emptyset \land \text{req} = \emptyset \), we have \( (\sigma_1, \gamma) \models (\text{exec} = \emptyset \land \text{req} = \emptyset) \).

Thus \( (\sigma_1, \gamma) \models \varphi_2 \). Since \text{req} and \text{exec} do not occur in \( \varphi_2 \), we obtain \( (\sigma, \gamma) \models \varphi_2 \).
E.2 soundness of the proof system in section 5.6.2

well-formedness axiom

the soundness of the extended well-formedness axiom can be proved as follows. consider any environment \( \gamma \) and \( \sigma \in \mathcal{M}(P) \). then lemma 5.4.3 implies that for all \( \tau < |\sigma|, p_1 \in \sigma(\tau).\text{exec} \) and \( p_2 \in \sigma(\tau).\text{req} \) imply \( p_1 \geq p_2 \).

thus \( \delta_1 \in \sigma(\tau).\text{req} \) and \( \delta_2 \in \sigma(\tau).\text{exec} \) imply \( \delta_1 \leq \delta_2 \).

hence, \( \delta_1 \in \mathcal{P}(\text{req}(\tau))(\gamma, \sigma) \) and \( \delta_2 \in \mathcal{P}(\text{exec}(\tau))(\gamma, \sigma) \) imply \( \delta_1 \leq \delta_2 \).

thus, for all \( \gamma \), for all \( \tau < |\sigma|, [\text{req}(\tau) \leq \text{exec}(\tau)]\gamma \sigma \).

then \( [\forall t < \text{time} : \text{req}(t) \leq \text{exec}(t)]\gamma \sigma \) and thus \( [\forall t < \text{time} : \text{Prio}(t)]\gamma \sigma \).

atomic

suppose \( \exists t \geq t_0 : \text{request during } [t_0, t) \land \text{execute during } [t, t + d) \land \text{time} = t + d \rightarrow C. \)

assume \( [\text{time} = t_0] \gamma \sigma \), then \( \gamma(t_0) = |\sigma| \).

consider \( \sigma \in \mathcal{M}(\text{atomic}(d)) = \text{SEQ}(\text{Request}, \text{Execute}(d)). \)

then there exists a \( \tau \in \text{TIME} \cup \{\infty\} \) such that

for all \( \tau_1 < \tau : \sigma(\tau_1).\text{req} = \{0\} \) and \( \sigma(\tau_1).\text{exec} = \emptyset \), if \( \tau < \infty \) then \( \sigma(\tau).\text{exec} = \{0\} \),

for all \( \tau_2, \tau < \tau_2 < \tau + d : \sigma(\tau_2).\text{exec} = \{\infty\} \), for all \( \tau_3, \tau \leq \tau_3 < \tau + d : \sigma(\tau_3).\text{req} = \emptyset \),

and \( |\sigma| = \tau + d \).

let \( \gamma \) be any environment. then there exists a \( \tau \in \text{TIME} \cup \{\infty\} \) such that

\[ \text{req}(0, \tau) = \{0\} \land \text{exec}(0, \tau) = \emptyset \] \( \gamma \sigma \), \([\tau < \infty \rightarrow \text{exec}(\tau) = \{0\}]\gamma \sigma \),

\[ \text{exec}(\tau, \tau + d) = \{\infty\} \land \text{req}(\tau, \tau + d) = \emptyset \] \( \gamma \sigma \), and \( [\text{time} = \tau + d]\gamma \sigma \).

by the definition of the abbreviations

\[ [\text{request during } [0, \tau]]\gamma \sigma, [\text{execute during } [\tau, \tau + d]]\gamma \sigma, \text{ and } [\text{time} = \tau + d]\gamma \sigma. \]

since \( \gamma(t_0) = |\sigma| \), \([\text{time} = t_0] \gamma \sigma \), \([\text{request during } [t_0, t_0 + \tau]]\gamma \sigma , \]

\[ [\text{execute during } [t_0 + \tau, t_0 + \tau + d]]\gamma \sigma , \text{ and } [\text{time} = t_0 + \tau + d]\gamma \sigma . \]

hence \( \exists t \geq t_0 : \text{request during } [t_0, t) \land \text{execute during } [t, t + d) \land \text{time} = t + d \downarrow \gamma \sigma . \)

by the assumption of the rule we obtain \([C]\gamma \sigma \), and then \( |\sigma| < \infty \) leads to \([C \land \text{time} < \infty]\gamma \sigma \).
\[ \exists t \geq t_0 : \text{req}(t_0, t) = \{0\} \land \text{exec}(t_0, t) = \emptyset \land \\
(t < \infty \rightarrow \text{exec}(t) = \{0\}) \land \text{exec}(t, t + K_e) = \{\infty\} \land \text{req}(t, t + K_e) = \emptyset \land \\
\text{req}(t + K_e, t + K_e + d) = \emptyset \land \text{exec}(t + K_e, t + K_e + d) = \emptyset \land \text{time} = t + K_e + d] \gamma \sigma. \]

By the definition of the abbreviations
\[ \exists t \geq t_0 : \text{request during} \ [t_0, t) \land \text{execute during} \ [t, t + K_e) \land \\
\text{noReqExec during} \ [t + K_e, t + K_e + d) \land \text{time} = t + K_e + d] \gamma \sigma. \]

Hence, by the assumption of the rule, \([C] \gamma \sigma\), and if \(|\sigma| < \infty\) then \([C \land \text{time} < \infty] \gamma \sigma\).

**Send and Receive**

We prove the soundness of the Send Rule. The soundness of the Receive Rule can be proved similarly. Suppose
\[ \exists t_1 \geq t_0 : \text{ReqExec}(t_0, \{c!, c\}, t_1) \land \exists t_1 \geq t_1 : \text{wait} \ to \ c! \ at \ t_1 \ until \ comm \ at \ t \land \\
\text{no ReqExec during} \ [t_1, t + K_c) \land \text{time} = t + K_c \rightarrow C. \]

Assume \([\text{time} = t_0] \gamma \sigma\), then \(\gamma(t_0) = [\sigma]\).

Consider \(\sigma \in M(c!) = \text{SEQ}(\text{Request}, \text{Execute}(K_c), \text{WaitSend}(c), \text{Comm}(c))\).

Then there exists a \(\tau \in \text{TIME} \cup \{\infty\}\) such that for all \(\tau_1 < \tau: \sigma(\tau_1).\text{req} = \{0\}\) and \(\sigma(\tau_1).\text{exec} = \emptyset\), if \(\tau < \infty\) then \(\sigma(\tau).\text{exec} = \{\emptyset\}\),

for all \(\tau_2, \tau < \tau_2 < \tau + K_c: \sigma(\tau_2).\text{exec} = \{\infty\}\),

for all \(\tau_3, \tau < \tau_3 < \tau + K_c: \sigma(\tau_3).\text{comm} = \sigma(\tau_3).\text{req} = \emptyset\), and

there exists a \(\hat{\tau} \in \text{TIME} \cup \{\infty\}\) such that \(\hat{\tau} > \tau + K_c\),

for all \(\tau_4, \tau + K_c < \tau_4 < \hat{\tau}: \sigma(\tau_4).\text{comm} = \{c\}\), \(\sigma(\tau_4).\text{req} = \sigma(\tau_4).\text{exec} = \emptyset\),

for all \(\tau_5, \hat{\tau} < \tau_5 < \hat{\tau} + K_c: \sigma(\tau_5).\text{comm} = \{c\}, \sigma(\tau_5).\text{req} = \sigma(\tau_5).\text{exec} = \emptyset\),

and \(\sigma(\tau_5) = \hat{\tau} + K_c\). Then
\[ \exists t_1 \geq t_0 : \exists t_3 : t_1 = t_3 + K_c \land \text{request during} \ [t_0, t_3) \land \text{execute during} \ [t_3, t_1) \land \\
\text{no} \ \{c!, c\} \ \text{during} \ [t_0, t_1) \land \exists t_1 \geq t_1 : \text{wait} \ to \ c! \ at \ t_1 \ until \ comm \ at \ t \land \\
\text{req}(t_1, t + K_c) = \emptyset \land \text{exec}(t_1, t + K_c) = \emptyset \land \text{time} = t + K_c] \gamma \sigma. \]

By definition of the abbreviations
\[ \exists t_1 \geq t_0 : \text{ReqExec}(t_0, \{c!, \ldots, c_n\}, t_1) \land \exists t_1 \geq t_1 : \text{wait} \ to \ c! \ at \ t_1 \ until \ comm \ at \ t \land \\
\text{no ReqExec during} \ [t_1, t + K_c) \land \text{time} = t + K_c] \gamma \sigma. \]

Hence, by the assumption of the rule, \([C] \gamma \sigma\), and if \(|\sigma| < \infty\) then \([C \land \text{time} < \infty] \gamma \sigma\).

**Guarded Command**

To show the soundness of the rules for guarded commands, first observe that a model from the semantics of a guarded command is the concatenation of a model from \(\text{SEQ}(\text{Request}, \text{Execute}(K_c))\) and a model in which the \text{req}- and \text{exec}-fields are empty and the \text{comm}-field corresponds to the semantics from Chapter 3. Also the rules for guarded commands from Section 5.6 are essentially the same as the rules from Section 3.4, with the addition of a requesting and executing period (represented by \(\text{ReqExec}(t_0, \{c_1, \ldots, c_n\}, t_1)\)) and empty \text{req}- and \text{exec}-fields during subsequent pe-
riods. The correspondence between $SEQ(Request, Execute(K_2))$ and $ReqExec(t_0, \{c_1?, \ldots, c_n?\}, t_1)$ can be shown similar to the proofs given above.

**Priority Assignment**

Suppose $\models C : \{\hat{p}\} S \{q\}$,
$\models C[\gamma req, e/exec] \land ReplacePrio(t_0, p) \rightarrow C_1$, and
$\models q[\gamma req, e/exec] \land ReplacePrio(t_0, p) \rightarrow q_1$.
Assume $[\hat{p} \land time = t_0] \gamma \sigma$, then $\gamma(t_0) = |\sigma|$. Consider $\sigma \in M(prio p (S))$. Then there exists $\sigma_1 \in M(S)$ such that $\sigma = \sigma_1[p/0]$. Thus $|\sigma| = |\sigma_1|$ and for all $\tau < |\sigma|$,

$$
\sigma(\tau).comm = \sigma(\tau).comm
\sigma(\tau).req = \{pt \mid pt \in \sigma_1(\tau).req \land pt \neq 0\} \cup \{p \mid 0 \in \sigma_1(\tau).req\}
\sigma(\tau).exec = \{pt \mid pt \in \sigma_1(\tau).exec \land pt \neq 0\} \cup \{p \mid 0 \in \sigma_1(\tau).exec\}.
$$

Since $[\hat{p}] \gamma \sigma$ and $\models C : \{\hat{p}\} S \{q\}$, we obtain $[C] \gamma \sigma_1$, and if $|\sigma_1| < \infty$ then $[q] \gamma \sigma_1$.

Define $\hat{\gamma}$ such that

$$
\hat{\gamma}(r)(\tau) = \begin{cases} 
\sigma_1(\tau).req & \text{for } \tau < |\sigma_1| \\
\phi & \text{for } \tau \geq |\sigma_1|
\end{cases}
\hat{\gamma}(e)(\tau) = \begin{cases} 
\sigma_1(\tau).exec & \text{for } \tau < |\sigma_1| \\
\phi & \text{for } \tau \geq |\sigma_1|
\end{cases}
$$

and $\hat{\gamma}(u) = \gamma(u)$, for any other $u \in SPVAR$.

Then $[C[\gamma req, e/exec]] \hat{\gamma} \sigma_1$, and if $|\sigma_1| < \infty$ then $[q[\gamma req, e/exec]] \hat{\gamma} \sigma_1$.

By $\sigma_1.comm = \sigma.comm$ this leads to $[C[\gamma req, e/exec]] \hat{\gamma} \sigma$, and if $|\sigma| = |\sigma_1| < \infty$ then $[q[\gamma req, e/exec]] \hat{\gamma} \sigma$.

Since the syntactic restrictions for programs require that $S$ does not contain any parallel composition, we can easily see that $0 \in \sigma_1(\tau).req$ implies $\sigma(\tau).req = \{0\}$. Thus, for all $\tau < |\sigma_1|$, $\sigma_1(\tau).req = \{0\}$ implies $\sigma(\tau).req = \{p\}$ and $\sigma_1(\tau).req \neq \{0\}$ implies $\sigma(\tau).req = \{p\}$ and $\hat{\gamma}(r)(\tau) \neq \{0\}$ implies $\sigma(\tau).req = \{0\}$.

Then, for all $\tau < |\sigma|$, $\hat{\gamma}(r)(\tau) = \{0\}$ implies $\sigma(\tau).req = \{0\}$.

Since $\gamma(t_0) = |\sigma|$ this leads to

$$
[Vt, t_0 \leq t < time : (r(t) = \{0\} \rightarrow req(t) = \{p\}) \land (r(t) \neq \{0\} \rightarrow req(t) = r(\tau))] \hat{\gamma} \sigma.
$$

Similarly,

$$
[Vt, t_0 \leq t < time : (e(t) = \{0\} \rightarrow exec(t) = \{p\}) \land (e(t) \neq \{0\} \rightarrow exec(t) = e(\tau))] \hat{\gamma} \sigma.
$$

Thus $[ReplacePrio(t_0, p)] \hat{\gamma} \sigma$. Hence the assumptions of the rule lead to $[C_1] \hat{\gamma} \sigma$, and if $|\sigma| < \infty$ then $[q_1] \hat{\gamma} \sigma$. Since $r$ and $e$ are fresh, we obtain $[C_1] \gamma \sigma$, and if $|\sigma| < \infty$ then $[q_1] \gamma \sigma$.

**Parallel Composition**

Suppose $\models \exists 1, t_2 : time = \max(t_1, t_2) \land \bigwedge_{i=1}^n C_i[\gamma time, r_i/req, e_i/exec]\land$
not active $dch(P_i)$ during $[\gamma time] \land Vt, t_0 \leq t < time :$

$$(e_1(t) = \phi \lor e_2(t) = \phi) \land (req(t) = r_1(t) \cup r_2(t)) \land (exec(t) = e_1(t) \cup e_2(t)) \rightarrow C$$
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\[ \exists t_1, t_2 : \text{time} = \max(t_1, t_2) \land \bigwedge_{i=1}^{n} q_i(t_i) = \emptyset \land r_i(t_i) = q_i \land e_i(t_i) = \emptyset \land \neg \text{active dch}(P_i) \quad \forall t, t_0 \leq t < \text{time} : \\
\quad (e_1(t) = \emptyset \lor e_2(t) = \emptyset) \land (\text{req}(t) = r_1(t) \cup r_2(t)) \land (\text{exec}(t) = e_1(t) \cup e_2(t)) \rightarrow q. \]

Assume \( p_1 \land p_2 \land \text{time} = t_0 \) \( \gamma \sigma \), then \( \gamma(t_0) = |\sigma| \). Consider \( \sigma \in \mathcal{M}(P_1 \parallel P_2) \). Then \( dch(\sigma) \subseteq \text{dch}(P_1) \cup \text{dch}(P_2) \), and for \( i = 1,2 \) there exist \( \sigma_i \in \mathcal{M}(P_i) \) such that \( |\sigma| = \max(|\sigma_1|, |\sigma_2|) \), and for all \( r < |\sigma| : [\sigma]_{dch(P_i)}(r).\text{comm} = \sigma^+_i(r).\text{comm} \), \( \sigma(r).\text{req} = \sigma^+_i(r).\text{req} \cup \sigma^+_2(r).\text{req} \), \( \sigma(r).\text{exec} = \sigma^+_1(r).\text{exec} \cup \sigma^+_2(r).\text{exec} \), and \( \sigma^+_1(r).\text{exec} = \emptyset \lor \sigma^+_2(r).\text{exec} = \emptyset \).

By \( \vdash C_i : \{ p_i \} S_i q_i \) we obtain \( [C_i] \gamma \sigma_i \), and if \( |\sigma| < \infty \) then \( [q_i] \gamma \sigma_i \).

Define \( \tilde{\gamma} \) such that, for \( i = 1,2 \), \( \tilde{\gamma}(r_1)(r) = \sigma^+_1(r).\text{req} \), \( \tilde{\gamma}(e_1)(r) = \sigma^+_1(r).\text{exec} \), and \( \tilde{\gamma}(u) = \gamma(u) \), for any other \( u \in SPVAR \). Then \( [C_i(t_i) \text{time}, r_i \text{req}, e_i \text{exec}] \tilde{\gamma} \sigma_i \), and if \( |\sigma| < \infty \) then \( [q_i(t_i) \text{time}, r_i \text{req}, e_i \text{exec}] \tilde{\gamma} \sigma_i \).

Since these assertions now only refer to the \text{comm}-field of \( \sigma_1 \), we can use the proof from Appendix C.1 for the Parallel Composition Rule of Section 3.4 to obtain \( [C[t_i \text{time}, r_i \text{req}, e_i \text{exec}] \tilde{\gamma} \sigma \), and if \( |\sigma| < \infty \) (and hence \( |\sigma_i| < \infty \)) then \( [q[t_i \text{time}, r_i \text{req}, e_i \text{exec}] \tilde{\gamma} \sigma \). Also \( \text{time} = \max(t_1, t_2) \tilde{\gamma} \sigma \), and \( \text{no dch}(P_i) \text{ during } [t_1 \text{time}] \tilde{\gamma} \sigma \), and thus \( \neg \text{active dch}(P_i) \text{ during } [t_1 \text{time}] \tilde{\gamma} \sigma \).

Furthermore, from \( \sigma^+_1(r).\text{exec} = \emptyset \lor \sigma^+_2(r).\text{exec} = \emptyset \) we obtain \( \forall t, t_0 \leq t < \text{time} : (e_1(t) = \emptyset \lor e_2(t) = \emptyset) \tilde{\gamma} \sigma \).

Since \( \sigma(r).\text{req} = \sigma^+_1(r).\text{req} \lor \sigma^+_2(r).\text{req} = \tilde{\gamma}(r_1)(r) \cup \tilde{\gamma}(r_2)(r) \), we have \( \forall t, t_0 \leq t < \text{time} : \text{exec}(t) = r_1(t) \cup r_2(t) \tilde{\gamma} \sigma \).

Similarly, \( \forall t, t_0 \leq t < \text{time} : \text{exec}(t) = e_1(t) \cup e_2(t) \tilde{\gamma} \sigma \). Hence, the assumptions of the rule lead to \( [C] \gamma \sigma \), and if \( |\sigma| < \infty \) then \( [q] \gamma \sigma \). Since \( t_1, r_1, \) and \( e_1 \) are fresh logical variables, we obtain \( [C] \gamma \sigma \), and if \( |\sigma| < \infty \) then \( [q] \gamma \sigma \).

**Processor Closure**

Suppose \( \vdash C : \{ p \} S \{ q \} \),
\( \vdash C \land (\forall t, t_0 \leq t < \text{time} : \text{exec}(t) = \emptyset \rightarrow \text{req}(t) = \emptyset) \rightarrow C_1 \), and
\( \vdash q \land (\forall t, t_0 \leq t < \text{time} : \text{exec}(t) = \emptyset \rightarrow \text{req}(t) = \emptyset) \rightarrow q_1 \).

Assume \( \vdash [p \land \text{time} = t_0] \gamma \sigma \), then \( \gamma(t_0) = |\sigma| \). Consider \( \sigma \in \mathcal{M}(S \parallel \mathcal{S}) \).

Then there exists a \( \sigma_1 \in \mathcal{M}(S) \) such that \( |\sigma| = |\sigma_1| \), and for all \( r < |\sigma| : \sigma(r).\text{comm} = \sigma_1(r).\text{comm} \), \( \sigma_1(r).\text{exec} = \emptyset \). Since \( \gamma \sigma \) and \( \vdash C : \{ p \} S \{ q \} \), we obtain \( [C] \gamma \sigma_1 \), and if \( |\sigma_1| < \infty \) then \( [q] \gamma \sigma_1 \).

Further, for all \( r < |\sigma_1| \), \( \text{exec}(r) = \emptyset \rightarrow \text{req}(r) = \emptyset \gamma \sigma_1 \), and thus \( \forall t, t_0 \leq t < \text{time} : \text{exec}(t) = \emptyset \rightarrow \text{req}(t) = \emptyset \gamma \sigma_1 \).

Hence, by the assumptions of the rule, \( [C_1] \gamma \sigma_1 \), and if \( |\sigma_1| < \infty \) then \( [q_1] \gamma \sigma_1 \).

Since \( |\sigma| = |\sigma_1| \) and \text{req} and \text{exec} do not occur in \( C_1 \) and \( q_1 \), we obtain \( [C_1] \gamma \sigma \), and if \( |\sigma| < \infty \) then \( [q_1 \gamma \sigma] \).
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Samenvatting

Belangrijk bij de ontwikkeling van computerprogramma's is de vraag of het ontworpen programma inderdaad aan de gestelde eisen voldoet. Voor een complex systeem dat intensief met zijn omgeving communiceert zijn er dermate veel mogelijke berekeningen dat testen alleen niet meer voldoende is om de correctheid van het systeem te garanderen. Daarom zijn er talrijke formele methoden bedacht waarmee op wiskundige wijze bewezen kan worden dat een programma aan een specificatie voldoet. Het merendeel van deze methoden abstraheert van de snelheid waarmee computerprogramma's uitgevoerd kunnen worden en dientengevolge kunnen ze geen uitspraken doen over het tijdsgedrag van een programma. In dit proefschrift formuleren we echter bewijsmethoden waarmee, behalve functionele eigenschappen, ook tijdsafhankelijke eigenschappen bewezen kunnen worden. Deze zogenaamde real-time eigenschappen specificeren bijvoorbeeld dat een programma na een bepaalde tijd eindigt, met een zekere periodiciteit uitvoer levert, of binnen een bepaalde tijd op invoer reageert.

Compositionaliteit

Aangezien het verifiëren van grote programma's met veel parallelle processen geen eenvoudige zaak is, willen we die verificatietaak oplossen in kleinere deeltaken. Daarom formuleren we bewijsmethoden die compositional zijn, dat wil zeggen dat de specificatie van een samengesteld programma bewezen kan worden op basis van de specificaties van de componenten zonder verdere informatie over de interne structuur, zoals de programmatekst, van die delen. Met zulke methoden kunnen de ontwerpstappen tijdens het ontwikkelen van een programma correct bewezen worden en kunnen delen van een systeem onafhankelijk ontworpen worden aan de hand van hun specificatie.

Programmeertaal

We bewijzen eigenschappen van computerprogramma's die geschreven zijn in een programmeertaal waarin parallelle processen communiceren door het sturen van boodschappen via kanalen. Als basis voor een compositionele bewijstheorie formuleren we een denotationele, en dus compositionele, semantiek die de betekenis van programma's precies vastlegt. Deze semantiek beschrijft ook het tijdsgedrag van een programma, bijvoorbeeld op welke tijdstippen er communicaties plaats vinden en wanneer het programma eindigt. Dit tijdsgedrag is gebaseerd op aannames omtrent, onder andere, de executietijd van atomaire acties en de tijdsduur van een communicatie. Een belangrijke aanname betreft de uitvoering van parallelle processen. Als startpunt voor de beschrijving van real-time systemen veronderstellen we maximaal parallelisme waarbij elke proces zijn eigen processor heeft. Nieuw in dit proefschrift is de generalisatie van deze aanname naar de situatie waarin meerdere processen op een processor uitgevoerd kunnen worden en de executievolgorde wordt bepaald door de prioriteiten van de acties.
Specificatie

Voor het specificeren van zowel functionele als real-time eisen worden twee formalismen ontwikkeld en vergeleken. Het eerste formalisme is gebaseerd op temporele logica waarin bijvoorbeeld uitgedrukt kan worden dat vanaf een bepaald moment een eigenschap altijd zal gelden of dat een eigenschap ooit in de toekomst zal gelden. Aangezien traditionele temporele logica alleen een qualitatieve notie van tijd kent, voegen we voor de specificatie van real-time eigenschappen een quantitatief element toe. Hierdoor wordt het bijvoorbeeld mogelijk te specificeren dat een eigenschap zal gelden gedurende 7 tijdseenheden, of dat een eigenschap binnen 15 tijdseenheden zal gelden. Het tweede formalisme gebruikt de klassieke Hoare tripels (pre-conditie, programma, post-conditie). Door een uitbreiding van de assertietaal, dat is de taal waarin pre- en post-conditie uitgedrukt worden, kunnen we daarmee het functionele en real-time gedrag van eindigende berekeningen specificeren. Dit is echter niet erg bevredigend voor de specificatie van reactive systemen die een voortdurende interactie met hun omgeving hebben en in het algemeen geen eindigende berekeningen hebben. Daarom voegen we een extra assertie toe, commitment genoemd, waarmee het real-time communicatie gedrag van zowel eindigende als niet-eindigende berekeningen gespecificeerd kan worden.

Verificatie

Om te kunnen bewijzen dat een programma aan een specificatie voldoet, geven we voor beide formalismen een compositioneel bewijssysteem. Voor de parallelle compositie van processen hebben beide methoden een regel die gebaseerd is op een eenvoudige conjunctie van de specificaties van de processen. Voor sequentiële compositie en iteratie verkrijgen we in de temporele logica benadering compositionele regels door de logica uit te breiden met operatoren die nauw aansluiten bij deze programma constructies. In het formalisme gebaseerd op Hoare tripels zijn de pre- en post-condities uitermate geschikt voor het correct bewijzen van sequentiële programma's. Opmerkelijk hierbij is dat het tijdsaspect gebruikt kan worden om het bewijs van niet-real-time eigenschappen te vereenvoudigen. Zo kan het bewijs van een liveness eigenschap (bijvoorbeeld terminatie) voor een iteratie gereduceerd worden tot het vinden van een geschikte invariant.

Overzicht

Dit proefschrift is als volgt gestructureerd. Na een inleiding in hoofdstuk 1, schetsen we in hoofdstuk 2 de basis principes bij het ontwikkelen van compositionele bewijsmethoden voor functionele eigenschappen van parallelle programma’s. In hoofdstuk 3 formuleren we de kern van de twee eerder genoemde formalismen, waarbij we, om de essentie te benadrukken, programma variabelen buiten beschouwing laten. In hoofdstuk 4 laten we zien dat dit raamwerk aangepast kan worden voor een programmeertaal met variabelen. De theorie in de hoofdstukken 3 en 4 gaat uit van maximaal parallelisme. In hoofdstuk 5 generalizeren we dit model naar de situatie met meerdere processen per processor en dynamische prioriteiten. Een conclusie en een schets van toekomstig werk wordt gegeven in hoofdstuk 6. In de appendices bewijzen we een aantal lemma’s en de geldigheid van de bewijssystemen, dat wil zeggen, we tonen aan dat alle formules die afgeleid kunnen worden ook geldig zijn. Verder bewijzen we dat de methoden van hoofdstuk 3 relatief volledig zijn, hetgeen betekent dat als we afzien van het bewijs van geldige asserties we elke geldige formule kunnen afleiden.
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behorend bij het proefschrift

Specification and Compositional Verification
of Real-Time Systems

van

Jozef Hooman
1. Door de beschikbaarheid van een notie van tijd kan in real-time formalismen soms het bewijs van niet-real-time eigenschappen vereenvoudigd worden. Zo kan in het Hoare-stijl formalisme een terminatiebewijs voor een iteratie gereduceerd worden tot het vinden van een geschikte invariant. (Zie voorbeeld 4.4.4, p. 122.)

2. Het prefix invariantie axioma in het formalisme zonder real-time van hoofdstuk 2 is onafhankelijk van de andere axioma’s en regels. Dit geldt niet voor real-time uitbreidingen, omdat dan de onderlinge volgorde van de communicaties afgeleid kan worden uit hun timing.

3. Bij de specificatie en verificatie van real-time reactieve systemen is het uitermate handig de aannames omtrent het gedrag van de omgeving expliciet te specificeren in een afzonderlijke assertie. In het formalisme met uitgebreide Hoare tripels kan dit gedaan worden door een vierde assertie, assumption genoemd, toe te voegen. Dit levert formules van de vorm \((A, C) : \{p\} S \{q\}\).

4. In een assumption/commitment formalisme kan een fraaie regel voor parallele compositie verkregen worden door voor de geldigheid van de formule \((A, C) : \{p\} S \{q\}\) een inductieve relatie tussen \(A\) en \(C\) te eisen (zie [ZREB84]). In een real-time versie van dit formalisme is de volgende eis voldoende (zie [Hoo90]): er is een \(\delta > 0\) zodat
   
   (a) voor alle \(t\) met \(0 \leq t < \delta\): \(C\) geldt op tijdstip \(t\), en
   
   (b) voor alle \(t \geq \delta\): als \(A\) geldt op \(t - \delta\) dan geldt \(C\) op \(t\).


5. In een formalisme ter bestudering van fout-tolerante programma's dienen ook real-time eigenschappen beschreven te kunnen worden. Technieken voor fout-tolerantie introduceren namelijk in het algemeen een vorm van redundantie die het tijdsgedrag van een systeem zal beïnvloeden. Het is daarom essentieel dat de afweging tussen fout-tolerantie en real-time formeel uitdrukbaar is.

6. Met een kleine uitbreiding kunnen de formalismen van dit proefschrift ook fout-tolerante programmima's specificeren. In het formalisme met uitgebreide Hoare tripels voeren we daartoe een primitieve $\text{fail}(P, t)$ in die uitdrukt dat proces $P$ faalt op tijdstip $t$. In de temporele logica variant voegen we een primitieve $\text{fail}(P)$ toe. Het verschil tussen deze twee primitieven wordt veroorzaakt door de absolute notie van tijd in de Hoare-stijl benadering en de relatieve notie in de temporele logica aanpak. In het bewijssysteem staan we voor atomaire acties willekeurig faalgedrag toe, zodat elke aanname omtrent het optreden van fouten expliciet moet worden vermeld in de specificatie. Voor samengestelde programmaconstructies kunnen eenvoudig de regels uit dit proefschrift gebruikt worden.

7. De in dit proefschrift ontwikkelde technieken kunnen ook gebruikt worden voor de axiomatizatie van de executeerbare, grafische, specificatietaal Statecharts.


Een uitgebreide versie verschijnt in *Theoretical Computer Science*.

8. Een praktisch bruikbaar specificatie formalisme dient een combinatie te zijn van een executeerbare specificatietaal en een logica waarin eigenschappen van een systeem uitgedrukt kunnen worden.
9. De in dit proefschrift gebruikte versies van temporele logica zijn ongeschikt voor het compositioneel verifiëren van sequentiële programma's.

10. Projectvoorstellen dienen ook onder wetenschappelijke output te vallen; ze worden immers ook beoordeeld en eventueel herschreven.

11. Een grens van 27 jaar voor het verkrijgen van studiefinanciering had precies het onstaan van dit proefschrift, en daarmee de ontwikkeling van een compositionele theorie voor real-time systemen, verhinderd.