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Analog Computation of Wavelet Transform Coefficients in Real-Time
Oscar Moreira-Tamayo and José Pineda de Gyvez

Abstract—This brief presents a time-domain approach for the implementation and continuous generation of wavelet transform coefficients for spectral analysis applications. The wavelet generation relies on amplitude modulation techniques. This approach offers two extra degrees of freedom through the appropriate use of the modulation index and the selected envelope signal. The added flexibility along with choice of frequencies allows to generate different time-frequency windows with equal resolution for all frequencies. A convolution (correlator) circuit that computes the wavelet transform and delivers the coefficient corresponding to each wavelet was designed to substantiate theoretical findings. Experimental results of a hardware prototype are presented.

I. INTRODUCTION

Wavelet transforms can be used for signal processing or for signal analysis. In signal processing they are used to adapt or to transform the signal for some specific purposes such as filtering, compression, etc. While in spectral analysis they are utilized to extract information about the frequency contents of a signal. This is the main focus of this brief. Applications of spectral analysis include spectrogram computation for speech recognition, echo detection for radar applications, detection of spikes for machine failure diagnosis, screening of heart anomalies for medical diagnosis, etc. These applications have in common that they do not require reconstruction of the input signal. The requirements on each application vary from obtaining a representation of the signal’s spectrum covering all frequencies on a given range (spectrogram), to just detecting the presence of some frequency components in a certain time. For the latter case the wavelet set is required to be a complete set. An optimum solution for these problems provides the required accuracy with minimum computation time and hardware. The system described in this brief can be considered as a high quality frequency to voltage converter with adjustable time-frequency windows for best accuracy.

The main advantages of the system hereby proposed are the high speed and low cost of analog electronics. Time-frequency windows can be generated for signal analysis to provide the same resolution for different frequencies. As it will be seen, these time-frequency windows are computed simultaneously as the input signal is received providing an output with very small delay.

In this brief we operate with continuous-time signals and compute a discrete number of coefficients of the continuous wavelet transform (CWT) in both the time and frequency domains. The implementation is intended only for frequency to voltage transformations. CWT transform requires an infinite number of coefficients to be able to decompose and reconstruct a signal. It is practically impossible to implement the CWT in time-domain since the required number of coefficients is infinite.

A wavelet transform can be implemented in the frequency or in the time-domain. The first case involves the design of filters. Reported implementations consist of modulated filter banks [1], [2] and switched capacitor techniques [3]. The time-domain implementation involves the design of wavelet generators, multipliers, and integrators in order to perform the convolution of the signal with the wavelet.

II. WAVELET GENERATION THROUGH AMPLITUDE MODULATION

For many applications, the most important parameters in spectral analysis are time localization and frequency resolution. These two parameters define the time-frequency window that is being produced. The selection of the wavelet and its size is determined by the time-frequency window specifications. Let us consider now Gabor wavelets which consist of complex exponentials limited by a time window [4]. The size of the time-frequency window can be defined as the product of its root mean square (rms) time and frequency durations [4], [5] represented as $D_t$, and $D_f$, respectively,

$$D_t^2 = \frac{1}{E} \int_{-\infty}^{\infty} v(t)^2 dt,$$

$$D_f^2 = \frac{1}{2\pi E} \int_{-\infty}^{\infty} \Omega^2 |V(j\Omega)|^2 d\Omega$$

where $v(t)$ is the window function used to modulate the complex exponential. $E$ is the window energy, i.e., $E = \int v(t)^2 dt$. $D_t$ is the rms time-domain duration and $D_f$ is the frequency domain duration of $v(t)$. Throughout the course of this section $v(t)$ is assumed to be real. There is a tradeoff between time localization and frequency resolution. If a window in the time-domain is narrow, its frequency domain characteristic is broad and vice versa. The product $D_tD_f$ is fixed for a given wavelet and it cannot be arbitrarily small as stated by the uncertainty principle, i.e., $D_tD_f \geq 0.5$. Equality is reached only if the window $v(t)$ is Gaussian [4]. Sinusoidal wavelets are an approximation to this minimum window as it will be shown in the rest of this section.

Many practical applications involving spectral analysis require a continuous analysis of the signal. The corresponding wavelet transforms need to be computed repeatedly using a scaled and shifted version of the basic wavelet. In order to perform these operations a wavelet chain is proposed. A wavelet chain consists of a sequence of wavelets generated consecutively one after another. Fig. 1 shows a chain of Spline [4] wavelets. Each wavelet in the chain can be maintained equal or be adjusted to a specific size depending upon the application. For instance, in Fig. 1 the wavelets are being successively scaled. Chains of sinusoidal wavelets can easily be generated by modulating a complex exponential signal with a lower frequency sinusoidal signal, i.e., a sinusoidal wavelet is defined as

$$\psi_s(t) := \begin{cases} A_e e^{-i\phi} \sin \left[ \omega_s t + \phi \right], & \text{for } -\pi < \omega_s t < \pi, \\ 0, & \text{elsewhere} \end{cases}$$

where $A_e$ is a reference magnitude of the wavelet, $\omega_s$ is the frequency being analyzed (analyzing frequency), $\omega_s$ is the frequency of the envelop and $m$ is the modulation index. The lower and upper bounds of this wavelet are given as $l_s = -\pi/\omega_s$ and $l_f = \pi/\omega_s$, respectively. One can conclude that the time duration
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is $2\pi/\omega_r$. It can be seen from the limits imposed by (2), that the wavelet has a finite support. This wavelet is suitable for time-domain analog implementations since it is formed by sinusoidal signals which can be generated with simple circuits. Moreover, the shape of the envelope signal can be changed as well. Consider for instance a triangular signal (Barlett window [6]) which also can be easily implemented by integrating square signals. Obviously, the resulting wavelet is different from the one using sinusoidal envelopes. Now let us investigate the condition for these functions to be admissible wavelets. This condition is given by $\int \psi(t) dt = 0$. Strictly speaking, the condition on $\psi$ should be $\int |\psi(\omega)|^2 d\omega < \infty$, where $\Psi$ is the Fourier transform of $\psi$; if $\psi(t)$ decays faster than $t^{-\gamma}$ for $t \to \infty$, this condition is equivalent to the one above [7].

The wavelets in this paper meet this requirement since they have finite support. Thus

$$\int \psi(t) dt = \frac{A_\psi}{\omega_r \sqrt{n^2 \pi^2 - 1}} \left( - \sin(\pi n \omega_r t) + j \frac{\pi^2}{n^2 - 1} \right) \sin(n \pi)$$

where $n = \omega_r / \omega_p$. Notice that (3) is equal to zero if $\omega_r$ is an integer multiple of $\omega_p$, i.e., $n$ is an integer. Also notice that the function approaches zero as the constant $n$ is big enough, i.e.,

$$\lim_{n \to \infty} 2A_\psi \frac{(1 - m)}{(n^2 - 1) \omega_p} \sin(n \pi) = 0.$$  

The last condition is commonly met in practical applications. The modulus index adds an extra degree of freedom as different time windows can be computed using the same expression by varying only $m$. For example, if the modulating index $m$ is 1 or $23/27$ we have wavelets based on the Hanning or Hamming window, respectively.

Now, let us analyze the size of the time frequency window for a sinusoidal wavelet based on the Hanning windows used in (2) with $A_\psi = 1$. Its rms duration is calculated as follows [8]:

$$D_\psi^2 = \frac{1}{E} \int_{-\pi/\omega_p}^{\pi/\omega_p} t^2 [1 + \cos(\omega_p t)]^2 dt$$

$$= \frac{-15 + 2\pi^2}{6\omega_p^2},$$

$$D_\psi^2 = \frac{1}{2\pi E} \int_{-\infty}^{\infty} \omega^2 \frac{\omega_p^2}{\omega^2 - \omega_p^2} \sin \left( \frac{\omega \pi}{\omega_p} \right) \sin(n \pi)$$

$$= \frac{\omega_p^2}{3}.$$  

Observe that $D_\psi D_f = 0.513173$, only 2.62% larger than the smaller possible window (Gaussian). If we consider that the conventional duration of each wavelet is $\Delta t = 2\pi/\omega_p$, then solving for $\omega_p$ and substituting into (5) we have $D_\psi = \sqrt{(2\pi^2 - 156/6) (\Delta t/2\pi)} = 0.1414 \Delta t$. This result implies that the rms duration of the signal is

$$0.1414 \text{ of the conventional duration. Considering again the wavelet chain we can see now that the time-frequency windows are not continuous since the rms duration is smaller that the conventional duration. This is illustrated in Fig. 2 in which a time discontinuity or gap in the transition between two consecutive wavelets of the chain is shown. If the application requires this gap to be filled it can be done by having delayed chains of wavelets.}

### III. Implementation Procedure

The proposed approach consists of generating a chain of wavelets by multiplying two periodic functions. Each wavelet is then multiplied by the signal to be analyzed, $f(t)$, and integrated. The equation to be implemented in hardware is

$$(W_x f)(a, b) = \frac{1}{\sqrt{a}} \int_f^0 f(t)$$

$$\cdot \left[ g \left( \frac{t-b}{a} \right) - v \left( \frac{t-b}{a} \right) \right] dt$$

where $g(\cdot)$ is the analyzing signal, $v(\cdot)$ is a periodic window signal used as envelope in the modulation process, $a$ is a variable that represents the frequency scaling of the wavelet, $b$ is the time shift of the wavelet, and $\cdot$ denotes complex conjugation. The function in brackets in (7), $g(\cdot)v(\cdot)$, represents the actual wavelet. Recall that each wavelet is bounded by $l_f$ and $l_I$, which are given by the window signal. As an example, consider the case of Fig. 1 in which a set of valid limits are $l_f = l_I = l_{II}$.

Let us consider the sinusoidal wavelets [see (2)]. We have that the analyzing signal $g(\cdot)$ specifies a complex sinusoidal consisting of two orthogonal functions expressed as follows:

$$g(t) = e^{-j\omega_c t} = \cos(\omega_c t) + j \sin(\omega_c t).$$

The envelope function $v(\cdot)$ is formed by sinusoidal envelopes and can be generated with the signal

$$v(t) = \frac{1}{2} [1 + m \cos(\omega_p t)].$$

Then (7) turns into (noting that $\omega_p = \omega / n$)

$$(W_x f)(a, t_w) = \frac{1}{\sqrt{a}} \int_{t_0+ak/2}^{t_0+(n+1)k/2} f(t) \cos \left( \frac{\omega_r f}{a} \right)$$

$$+ \frac{1}{2} \left[ 1 + m \cos \left( \frac{\omega_r f}{an} \right) \right] dt$$

$$+ \frac{j}{\sqrt{a}} \int_{t_0+ak/2}^{t_0+(n+1)k/2} f(t) \sin \left( \frac{\omega_r f}{a} \right)$$

$$+ \frac{j}{2} \left[ 1 + m \cos \left( \frac{\omega_r f}{an} \right) \right] dt.$$
where \( t_0 \) is the time where the center of the time frequency window is located. Notice that the factor \( a \) represents the scaling of the wavelet. If one were analyzing a signal of frequency \( \omega_0 = \omega_c \), then \( a \) would be set to 1. The integration limits in (2) are given as \(-\pi < \omega_c t < \pi\). If the wavelet is scaled for \( t \rightarrow t/a \) then the limits become \(-a\pi < \omega_c t < a\pi\). Therefore, our integration limits in terms of the window size \( \Delta t \) become \( a\Delta t \). In the implementation the limits are evaluated when the cosine function reaches a minimum, e.g., for \( m = 1 \), the minimum of \( v(t) \) is zero and occurs when the argument of the cosine function \( \omega_c t/a \) is \(-\pi\) or a \( 2\pi \) multiple. The integration process is carried out independently for each wavelet in the chain of wavelets.

At this point we have two individual sinusoidal functions, a cosine and a sine, which are generated and computed separately. The real and imaginary coefficients can have a fast fluctuation due to the phase of the signal. If the input signal is in phase with the real part of the wavelet, the coefficient will be all real (imaginary will be zero). If it is shifted by \( 90^\circ \) the coefficient will be imaginary. The coefficients will present a fast fluctuation proportional to the difference in frequency between the input signal and the wavelet. However, if the input signal is constant in some time interval, the magnitude will be constant and the phase will vary. These parts can be obtained by computing the magnitude from (7) as follows:

\[
|W_s(f)(a, b)| = \sqrt{\text{Re} |W_s(f)(a, b)|^2 + \text{Im} |W_s(f)(a, b)|^2}
\]

Phase \([W_s(f)(a, b)] = \arctan \left\{ \frac{\text{Im} [W_s(f)(a, b)]}{\text{Re} [W_s(f)(a, b)]} \right\} \quad (11)

IV. HARDWARE IMPLEMENTATION

Fig. 3 shows the block diagram for the system implementation. In order to generate orthogonal signals \( (90^\circ \) phase shift) with integer multiple frequencies, the signals are generated using a pulse signal (master clock) as the time reference. The master clock \((ck_m)\), is divided using two different flip-flops, one of them triggered by the positive edge and the other by the negative edge \((ck_1\) and \(ck_2\)). These two signals are filtered through two equal filters (to have the same phase shift in both signals), passing only the fundamental signal and producing two orthogonal sinusoidal. The envelope can be generated separately or by dividing the master clock and filtering it afterwards, especially when short wavelets are required. The next step is to add a dc component according to the modulation index desired to compose the windowing signal. The modulation index is equal to the magnitude of the sinusoidal divided by the dc component. Then the two sinusoidal are multiplied by the envelope. For our prototype
we used the analog multiplier MC1494. At this point the chain of wavelets similar to the one displayed in Fig. 1 has been generated. Notice that by changing the frequency of the master clock the shape of the wavelet is scaled proportionally. If this happens, the amplitude of the wavelet and the filters’ cut off frequency need to be readjusted in order to have a scaled version of the same wavelet.

The wavelet signals are then applied to a convolution section. The wavelets are multiplied by the signal to be analyzed and then integrated. The integrating block was implemented using Operational Transconductance Amplifiers (OTA) [9] and a capacitor $C_1$. The OTA was chosen because it has the advantage of being electronically programmable, i.e., its transconductance is a function of the current $I_g$. The integrator is resetted right after the end of each wavelet. Using a pulse $\phi_1$ transistor $M_1$ resets the capacitor $C_1$. Many applications require interfacing the circuit to a digital system, therefore, a sample and hold circuit is needed. The buffer, transistor $M_2$, and capacitor $C_2$ perform this function. The signals that reset the capacitors ($\phi_1$ and $\phi_2$) are two pulses, their duration must be sufficiently long to fully discharge the capacitors. Observe that the pulse $\phi_2$ is used to trigger $\phi_1$, i.e., the output is sampled first, and then the integrator is resetted. Pulse $\phi_2$ is triggered by a timed signal produced by a comparator circuit. A delayed version of the envelope signal is compared with a threshold voltage producing a square wave. The threshold for the comparator is adjusted to produce a positive flank just before the wavelet ends. This flank triggers an astable multivibrator that produces $\phi_2$, i.e., the sampling pulse.

VI. EXPERIMENTAL RESULTS

The first test consists of applying different signals to find their wavelet coefficients. The wavelet used for this case-study has an analyzing frequency $\omega_n = 3500$ Hz, modulated by an envelope that has a frequency which is $1/16$ of the inner frequency, i.e., $\omega_n = 3500$ Hz/16 = 218.75 Hz. Recall that the analyzing frequency must be an integer multiple of the envelope for short waves. Fig. 4 shows the results of analyzing a pure sinusoidal signal at the exact same frequency (3500 Hz) of the wavelet but with $+90^\circ$ phase shift with respect to the real part. Fig. 4(a) shows the product of the real part of the wavelet and the input signal, and the result of the integration. Fig. 4(b) shows the same results but for the imaginary part. As expected, the result of integrating the signal in Fig. 4(a) is zero, and the result of integrating Fig. 4(b) is 1.0 V which corresponds to the imaginary part of the wavelet coefficient. Since the real part is zero, the magnitude of this wavelet coefficient is 1.0 V and the phase is $\pi/2$. This voltage is the result of applying a signal at the same frequency as the analysis signal, therefore, it can be used as a normalization parameter. If other signals with different frequencies but the same amplitude are applied, the magnitude of the coefficients will be smaller as Fig. 5 shows. The plot in Fig. 5 was obtained by applying a set of sinusoidal signals with an amplitude of 1 V, covering the frequency range where the magnitude of the coefficient was higher than zero. This is the frequency resolution characteristic of the wavelet employed.

VII. CONCLUSION

A systematic approach to generate wavelets in time-domain was developed. In particular, we showed the time-domain implementation of Amplitude Modulated Wavelets. Each wavelet transform coefficient is being computed simultaneously as the wavelet is generated and the output is available right after the wavelet is completed. This constitutes a system with minimum delay. The results are suitable for those applications that require fast computation of wavelet coefficients. By using a bank of these circuits a spectral decomposition can be achieved with small computation time.
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Re-examination of Pole Splitting of a Generic Single Stage Amplifier

Wing-Hung Ki, Lawrence Der, and Steve Lam

Abstract—Pole splitting on the frequency response of a generic single stage amplifier due to the insertion of a compensation capacitor is re-examined. The Miller’s Theorem is discussed in detail and it is shown that the initial dominant pole of an uncompensated amplifier remains dominant after compensation. Input and output impedances are computed to reveal the root locus and bandwidth of these quantities. Simulation results are presented in confirming the analysis

Index Terms—Amplifier design, Frequency compensation.

I. INTRODUCTION

Stability is an important issue in the design of a feedback amplifier. Designers rely heavily on the gain and phase margins in determining the transient performance of an amplifier. Dominant pole compensation with pole splitting is a traditional technique used to obtain adequate phase margin. Fig. 1(a) shows the schematic of a generic single-stage amplifier with a compensation capacitor $C_1$ connected across its input and output ports. Textbook discussions [1]–[4] usually assume that the initial dominant pole is at the input side of the amplifier.
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