ABSTRACT
The current paper presents a study into the range and variability of natural gestures when interacting with medical images, using traditional non stereo and stereoscopic modes of presentation. The results have implications for the design of computer-vision algorithms developed to support natural gesture-based interactions in a medical context.
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1 INTRODUCTION
Information technology is increasingly deployed in hospital settings, in particular in areas of patient information management (e.g., the Electronic Medical Record, or EMR) and pre-operative planning. This enables easy and ubiquitous access to accurate and up-to-date clinical information, increasing a hospital’s efficiency and quality of care. In the operating room (OR), however, the use of digital information has been relatively limited, due to a demanding set of human-machine interface (HMI) requirements imposed by the task environment. First, in OR procedures, time is at a premium. Therefore, access to medical data needs to be easy and fast. Second, the surgeon’s attentional focus should be on the patient, and not on the interaction technology nor on instructing assistants to interact with the technology on their behalf, which is a slow and error-prone process (see e.g., [1]). Again, this stresses the need for accurate and intuitive HMI technologies in the OR. Third, sterility of the working environment needs to be guaranteed. Traditional HMI technologies, such as mouse and keyboard, are difficult to sterilize and are known to be potential sources of infection [2]. Taken together, these requirements specify an HMI that is fast, accurate, intuitive, and does not require hands-on interaction.

The field of Human-Computer Interaction (HCI) is progressing fast in developing HMI technologies that build on natural modes of human communication and interaction, including speech, hand- and body gestures, facial expressions, and gaze. Several of these HMI technologies are being explored for their potential in the demanding OR environment. Examples include the FACE MOUSE [3], a laparoscopic positioning system controlled by the surgeon using face gestures, the Non-Contact Mouse [1], where surgeons interact with endoscopic images while using a well-defined set of gestures to perform standard mouse functions (pointer movement and button presses), and Gestix [4], another hand gesture-based system for browsing medical images from an EMR database. These systems invariably aim to support intuitive interactions, yet require surgeons to use a relatively well-specified and limited set of gestures, in order for the computer vision algorithms to achieve an acceptable rate of recognition.

What has remained unexplored to date is the range and individual variability of gestures used when unconstrained interactions are allowed. This is the purpose of the current research. Moreover, we hypothesize that differences may exist in gesturing behavior when medical images are presented on a traditional non-stereo display as compared to a stereoscopic 3D display. In particular, we expect that images that are not displayed in stereo, to elicit gestures that are more in line with traditional interactions using a desktop metaphor (e.g., point and click, double-click). In contrast, we expect stereoscopic 3D to elicit gestures that are more spatial in nature. This includes an increase in two-handed interactions. Previous work [5] has shown that people often express spatial manipulations using two-handed gestures. To address this question in our experiment, we will include both non-stereo
and stereoscopic modes of visualization. Participants were asked to demonstrate the gestures used to perform various manipulation tasks. Since the purpose of the experiment was to find out the range and variability of gestures participants would naturally use, we did not provide any a priori constraints or requirements on the gestures participants were allowed to perform. As implementing one specific set of gesture recognition algorithms would have constrained the expressive ability of participants, we chose to use a set of static images, rather than interactive ones, throughout the experiment.

2 METHOD

2.1 Design

In this explorative study we manipulated the presentation mode (non stereo vs. stereo) in a between- subjects experimental design. Within each presentation mode participants performed seven different tasks; positioning, selecting, activating, rotating, zooming in, zooming out, and deactivating. The tasks are performed using four types of content; three medical images, and an overview image where the three medical images are arranged vertically. The dependent variable was the type of gesture performed by the participant to carry out the specific task.

2.2 Participants

Twenty-four participants between 20 and 34 years, all with normal or corrected to normal vision took part in this study. All participants had stereovision better than 40 min of arc, as tested with the Randot® stereotest. Participants were either students or employees at the Eindhoven University of Technology with no or little knowledge of using gestures as interaction technology. Students were compensated with 5 Euros for their participation.

2.3 Setting, Apparatus and Materials

The stimuli of the task were displayed on an HHI Free2C 3D Display, a high-resolution autostereoscopic display with stereo video head tracking. All gestures were recorded with three camera’s (one from the left, one from the right and one from above) to ensure the gestures would be clearly visible for later analysis. Three medical images were used: a scan of a heart, a hip with blood vessels, and an image of a spine. These images were obtained from a public domain website and did not contain any identifiable patient information. The stereoscopic images were presented on an autostereoscopic display, with a maximum disparity of approximately 60 min of arc.

2.4 Tasks and Procedure

The participants performed seven tasks as described above. The tasks were explained with short scenarios in order to avoid using technical terms such as rotation or zoom-in or zoom-out. For example, we formulated rotation as “When you want to see the back or the side of the volume, how should you do that?” This was done to avoid a priori associations with desktop metaphors, mobile phones with touch screens, or other technical products users may be familiar with.

On arrival at the lab, users were made aware that they were being recorded during the experiment. After a stereo acuity test we explained the context of the experiment and mentioned that any kind of gesture was acceptable in this experiment. To familiarize participants with the task of gesturing in relation to what was being displayed, the experiment started with 4 colored squares, were the task was to point to the colors mentioned by the experimenter. The proper experiment then started with an overview of the three medical images, and participants had to move one of the images to the bottom or the top of the screen, followed by a selection of a specific image. After selecting an image, it was subsequently shown and users performed five tasks. The first was activating the volume, followed by rotating the image, and zooming in and out of the volume. The last task was to deactivate the volume. After completing these tasks the overview image was presented again and users had to select the next image. This procedure was repeated for all three medical images.

The order of the images was counterbalanced for each participant. Depending on the condition the participant was in, the images were either presented in monoscopic or in stereoscopic viewing mode. The gestures performed by the participants did not result in changes in the image, i.e., the images remained static during the experiment. The duration of this experiment was around 15 minutes.

3 Results

Noldus Observer XT 9 was used for the analysis of the video streams. The classification of the gestures was performed by two observers. The gestures were classified using functional categories. “Dynamic pointing” is a pointing finger moving toward the screen and back. A “double click” gesture is typically performed with a finger making two movements toward the screen. The “point and drag” gesture is performed by pointing at an object and moving it towards the new position. The “swipe” gesture is a horizontally movement of the hand or finger in front of the screen, were the start and end position is the same. The “pinch” gesture is moving two fingers towards each other. The “reverse pinch” is the other way around. “Wipe away gesture” is performed by moving the hand horizontally in front of the screen, or from top to
the bottom of the screen. The difference between the Wipe away and the sweep gesture is that the wipe away gesture is performed in one single movement, i.e. the hand does not return to the starting position.

Using these functional categories for the classification of gestures revealed that for certain types of actions there is considerable similarity in the type of gestures used by participants. However, it should be noted that we defined quite broad gesture categories, thus the gesturing behavior within one category still varied somewhat per participant. Both the number of hands or fingers, as well as the execution of the gestures varied between participants. For positioning, selecting, and activating the majority of users performed the gesture using one finger. Typical gestures that were performed with one full hand are: wave, sweep, grasp object and bring towards you, and wipe away gestures. The pinch and reverse pinch gestures were performed either with two fingers of one hand or one full hand. Further, the results showed that in non-stereo visualizations the dynamic pointing and double click gestures are performed both with one finger at one hand or one full hand, whereas in the stereo visualizations mainly one finger at one hand was used.

In Figures 1 and 2, the most frequently used gestures are plotted for each task. The results revealed that for positioning and selecting similar gestures were used in both non-stereo and stereo visualizations. However for the tasks: activating, rotating, zooming-in, zooming-out and deactivating, more variability was observed in gesture behavior.

To activate an image without stereo, a “double click” gesture was preferred by 38.9% of the users, whereas in a stereoscopic presentation “dynamic pointing” was seen as the most natural way to activate the content by 44.4% of the participants. A “sweep” gesture was preferred in 58.3% of the participants for rotating an image in the stereo condition. For the non-stereo content an “arm turn” (36.1%) was used the most, followed by the Sweep gesture (27.8%). The “reverse pinch” gesture was used most frequently (41.7%) to “zoom- in” to an image when it was not presented in stereo. In the stereo mode the results showed more variability between users; 25% of the users preferred “grab volume and bring towards you” and 16.7% of the users preferred the “reverse pinch” gesture. Also, zooming out in stereo revealed more variability in gestural behavior than without stereo. In the stereo condition: 22.2% of the users preferred “bring hands together”, 13.9% “grab volume and push”, whereas in the non-stereo condition the “pinch” gesture was preferred. The last task was deactivating the volume. In the stereo condition a “wipe away” gesture was preferred by 44.4% of the cases. In the non stereo condition the “wipe away” gesture is preferred in 25% and a wave gesture in 16.7% of the cases.

4 DISCUSSION

When users were unconstrained in the gestures they performed for the various tasks, we observed both considerable similarity as well as variability in gestures used by the participants, depending on the task action required. In line with our initial hypothesis we found a number of differences in gestures between non-stereo and stereo modes of visualization. For visualizations without stereo the gestures used for Activating, Zooming-in and Zooming-out were comparable.
with traditional interaction styles using a desktop metaphor (double click, resizing windows). For stereo visualizations however those gestures were more spatial in nature, such as “sweeping” a volume or “grabbing” a volume. Contrary to our expectations, however, gestures in stereo were not performed more frequently with two-hands as compared to gestures in the non-stereo mode of visualization.

When designing and implementing natural gesture-based interactions in a medical context we can take advantage of the fact that for some interactions (positioning and selecting), the gestures are relatively uniform. However, other, more complicated actions, such as rotating and zooming, showed more variability, thus making a “one-size-fits-all” implementation of such actions less intuitive for at least some of the users. Of course, in limited, well-specified tasks (e.g., browsing an EMR, without zooming or transforming the image), the natural set of gestures may be more limited than in our study. Alternatively, gesture recognition software could incorporate a learning algorithm making it more robust to some of the between- and within-user variability. Moreover, our results also demonstrated some differences in gesture-based interactions in relation to non-stereo versus stereo visualizations of the same content. Although this may partly be due to individual variation, it should be taken into account as a potentially relevant parameter in the design of future medical HMIs utilizing 3D displays.
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