Modeling and Analyzing Resource-Constrained Business Processes

Cesar Oliveira, Ricardo Lima
Center of Informatics
Federal University of Pernambuco
Recife, Brazil
{calo,rnfl}@cin.ufpe.br

Thiago Andre
Politechnique School of Pernambuco
University of Pernambuco
Recife, Brazil
tma@dsc.ipe.br

Hajo A. Reijers
Information Systems
Eindhoven University of Technology
Eindhoven, The Netherlands
h.a.reijers@tue.nl

Abstract—In this paper we review several approaches for the performance evaluation of business workflows and propose an approach based on Generalized Stochastic Petri Nets, which presents desirable characteristics, such as analytic solutions. We present a case study demonstrating the application of our proposal and compare the results with that obtained by a colored Petri net model.

Index Terms—business process, performance evaluation, resource constraints, generalised stochastic petri nets

I. INTRODUCTION

Modeling Discrete-Event Dynamic Systems (DEDS) and predicting its performance are challenging tasks. For instance, traditional queueing network modeling framework can fail to capture precedence constraints or complex synchronization behavior. Moreover, models including detailed aspects of the system cannot be analyzed using methods based on the theory of continuous-time Markov chains on a finite or countably infinite state space.

In this context, Generalized Stochastic Petri Nets (GSPN) have proven to be a popular and useful tool for modeling and performance analysis of complex stochastic DEDS. The system under study is modeled using exponentially distributed firing delay with timed transitions, which occurs only at an increasing sequence of random time. Thus, through GSPN is relatively easy to capture precedence constraints, synchronization behavior, and random execution of preemptive tasks in a DEDS with limited resources.

Business Process Management (BPM) is the achievement of an organization’s objective through the improvement, management, and control of essential business process [9]. BPM explores techniques and workflow tools to design, enact and analyze operational processes. An operational processes designed and controlled through a workflow is a kind of DEDS. While workflow management aims at automating the business process, BPM emphasizes the analysis and optimization of the workflow performance. Usually, the evaluation of three metrics are essential in business processes: time constraints; time performance; and efficiency of resource utilization.

In this paper, we apply GSPN to analyze the time performance of business processes. We define a set of building blocks (GSPN models) to represent the elements of a workflow. The proposed models supports the modeling and performance analysis of business process with multiple customers and limited resources. A computational tool, called BPEL2Net, was also developed. It aims to support the design of workflow and its posterior translation into a GSPN model composed of the building blocks described in this work. The generated GSPN model can then be used to qualitative analysis or performance evaluation.

We present closed-form formulae for computing the throughput at each point of the workflow. Furthermore, we define a formula to calculate the minimum number of resources required in each organizational role. Although these metrics can be calculated analytically, GSPN simulation is also employed in order to obtain other interesting metrics such as queueing time. We employ Time Net tool [6] to analyze and simulate GSPN models generated by the BPEL2Net tool. Figure 1 shows a general view of the modeling and analysis methodology proposed in this paper.

An application example demonstrates the use of the method for performance evaluation proposed in this paper. Results are compared against those obtained through an approach based on Colored Petri Nets (CPN).

II. LITERATURE REVIEW

In this section, we present existing approaches for the performance evaluation of business workflows. We classified these approaches according to three criteria: workflow scenario; nature of the results; modeling power.

The criterion workflow scenario evaluates if the modeling approach represents relevant elements of the real workflow environment. In particular, we classified the approaches according to the following parameters: 1) number of customers; 2) number of resources, and; 3) number of process definitions.
The criterion **nature of results** evaluates the characteristics of results obtained through the modeling approach. We adopt two parameters with this propose: 1) **type**: the format employed to describe the features of the data gathered from an experimental study (simple average, probability distribution, etc); 2) **metrics**: list of metrics that are directly obtainable from the model.

The criterion **modeling power** is useful to understand both how accurately the model can express system’s characteristics and how much effort is required to design the model. Here, six parameters are explored: 1) **time representation**: determines if the approach deals with discrete or continuous time; 2) **time variability**: captures if the approach allow for the direct representation of time with different probability distributions - if it allows, it is marked as yes; otherwise, it is marked as “no”; the cases where the variability can be achieved with extra effort are marked as "maybe"; 3) **readability**: indicates how easy is to understand, read and maintain the model; 4) **effort**: evaluates the abstraction level of the modeling language as well as the effort required to calculate desired metrics - we assume three levels of modeling effort: **high**, **medium**, and **low**; 5) **tool**: indicates if the approach is supported by a computational tool (we take in consideration only tools created for the approach itself); 6) **scalability**: indicates how the approach scale with the size of the system.

### A. Overview of Related Approaches

Rud et al. [15] propose a model based on operational research techniques to estimate the performance of BPEL processes and the workload of web services. Statistical information is collected through an on-line system that monitors network and service operations. Their model supports multiple customers and multiple processes concurring for limited resources (server capacity). Mean value is used in equations developed to compute response time and to estimate resource utilization.

Reijers [14] proposes a Petri net-based model, called Stochastic Workflow Net (SWN), which is able to numerically compute the distribution of workflow execution time. The system processes a single customer in this model and resources are unlimited. The model evaluation mechanism takes into account a single process. The time representation is discrete, which allows for an easier computation of time distributions. Independently, Hao [7] presents a model that has the same characteristics proposed earlier by Reijers, without presenting relevant differences or advantages.

Van der Aalst et al. [2][1] show the application of queueing theory for performance evaluation of Workflow Net (WF-Net) models. WF-Nets are a widely known Petri net representation of workflow used for qualitative analysis. However, queueing theory is not useful for performance evaluation of complex workflows because it does not support parallelism and synchronization. In these cases, WF-Nets can be analyzed through the use of colored Petri nets. Token colors represent different customer orders and simulation is employed to retrieve approximated performance measures with certain confidence level.

Ferscha [5] was, as far as we know, the first to propose the use of GSPN for performance evaluation of business processes. His model represents a set of agents concurring for resources in order to execute the processes that they are responsible for. The interactions and dependencies between processes are taken in consideration (e.g., producer-consumer relations). There is not a clear notion of customer in the model proposed by Ferscha, as the agents are working continuously independent of any customer demand. Also, it is not expressed how a single agent executes parallel activities, which makes the model confusing when trying to compare to today’s workflow concepts and practices. The only metric mentioned in this work is the throughput of the system.

Schomig & Rau [16] present a colored GSPN for performance evaluation of workflow that is aligned with concepts recognized by the Workflow Management Coalition (WfMC). They argue that token differentiation is important because decisions made at one point of the workflow can affect decisions that will be made at another point in the future. Four basic branch structures are modeled: AND-Split (fork), AND-Join (synchronization), OR-Split (exclusive decision) and OR-Join (path merging). Similar to Ferscha’s model and Reijer’s SWN, this approach does not take into account customer demand. Process is executing continuously and a single customer is being served in each run. Resource constraints are considered, but once a single customer is being served, these constraints affect only the execution of parallel activities. They also show that state-space explosion seriously limits the application of this technique for practical applications today.

Shuxia Li & Zhu [11] also present a GSPN model for the analysis of workflow performance, which they call Generalized Stochastic Workflow Net (GSWN). The model presents single customer and infinite resources. They argue that it is reasonable to think in infinite resources, since human resources can deal with several tasks in parallel. They consider the same four routing structures as Schomig & Rau. They also recognize that state-space explosion impairs the application of the approach for complex workflow models.

JianQiang Li et al. [10] present an hybrid approach, called Multi-dimension Workflow Net (MWF-net). Their work represent a set of independent processes that are executed by a shared set of resources. Each process is represented by a time-extended WF-Net. These processes are linked together by mapping them to a common set of organizational roles. Each timed transition is associated to a role in the organizational structure. In a third layer, these roles are mapped to resource pools, which represent the workforce available in each role. By applying decomposition and combination algorithms, the authors show how to obtain information about resource utilization and a lower bound for the process performance. These algorithms employ both Petri net analysis and complementary analytic formulae based on queueing theory. Multiple customers are considered to arrive independently at each workflow.

Simulation of workflow is a common practice in industry. Many industrial workflow systems provide simulation features. These applications employ different Discrete Event Simulation
(DES) algorithms. Due to this distinction, results obtained from one tool can significantly differ from another. Scientific works that employ simulation of workflow mostly use Petri net based simulations, due to its formal semantics.

As previously mentioned, van der Aalst et al. extend their WF-Net models with color in order to obtain a colored Petri net model that can be used for performance evaluation [2].

Reijers presents a Resource-Extended SWN [14], which adds resource constraints to the original SWN model and employs colored tokens for representing multiple different customers in the system. However, the algorithms adopted in the SWN model are not valid for the resource-extended version. Results in this new model are obtained by simulating the colored Petri net.

Netjes et al. [12] provide a model for evaluating resource allocation alternatives for optimizing workflow performance. Again, colored Petri nets are employed and results are obtained by simulation.

Dehnert et al. [4] present a model that employs colored GSPN to evaluate workflow performance. The model is divided into two parts: the resources model and the workflow model. The former represents every communication and document transport between the departments and employees. It also represents employee vacations or holidays. The workflow model represents the activities and dependencies between activities. These two models are merged for analysis purpose. Multiple processes can be evaluated in the same model, sharing the resources. Customer demand is not represented. Resource utilization and execution time can be estimated from this model through analytical solution based on the state-space generation or by simulation.

Table I summarizes the characteristics of the works mentioned above.

### III. The Choice for GSPN

Many works exist on performance evaluation of workflow using Colored Petri Nets (CPN). In this section we explain the reasons of our choice for a GSPN based approach. We highlight key advantages of GSPN over CPN for the purpose of performance evaluation, considering CPN Tools’ [8] implementation as reference.

There are some characteristics found in CPN models that are undesirable when dealing with timed models:
1) time is represented as integer. Once the time is tracked by a global integer variable, time calculated by the model must be rounded to integer values, resulting in a lost of precision that can cause undesirable effects in a complex model;
2) it is difficult to investigate the model analytically with the objective of finding mathematical relations between the elements and metrics.

Time is not a natural concept in CPN, its progression must be manipulated by the modeler. Therefore, the semantics of this progression is of responsibility of the user. Moreover, the necessity of rounding timestamps to integer is an additional concern. For example, rounding an exponentially distributed random variable to the next integer will lead to a geometric distribution instead of an exponential. The modeler must be sure that this does not affect the behavior of his/her model. Even when the modeler takes care about this, a long simulation can be influenced by numerical errors due to this rounding and the final results can be seriously affected.

The second point observed comes from the fact that it is difficult to define an stochastic process corresponding to the CPN model. So, if one intends to study properties of the system in addition to simulating it, the CPN will give little support for that task. For example, one could be interested in the impact of changing the arrival distribution to the overall response time. In a CPN model, the only option the modeler have is to simulate the model with several distributions and measure this impact. On the other hand, an stochastic model could be studied in order to find a mathematical relation between the arrival distribution and the response time, if such a relation exists.

Nevertheless, CPN has some good characteristics for performance evaluation. It provides more freedom to express time behavior. It allows for the creation of arbitrary discrete time distributions. Moreover, the model can be rapidly adapted to fit other time distributions.

Generalized stochastic Petri nets, on the other hand, is a formalism designed to represent stochastic systems. They are isomorphic to Continuous Time Markov Chains (CTMC), an

---

**TABLE I**

<table>
<thead>
<tr>
<th>Work</th>
<th>Workflow Scenario</th>
<th>Nature of Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reijers [14] (SWN)</td>
<td>single</td>
<td>limit.</td>
</tr>
<tr>
<td>Schomig [16]</td>
<td>single</td>
<td>average</td>
</tr>
<tr>
<td>Denhert [4]</td>
<td>single</td>
<td>average</td>
</tr>
<tr>
<td>Our</td>
<td>mult.</td>
<td>limit.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Rand [15]</td>
<td>cont.</td>
<td>no</td>
<td>high</td>
<td>low</td>
</tr>
<tr>
<td>Reijers [14] (SWN)</td>
<td>discrete</td>
<td>yes</td>
<td>high</td>
<td>med.</td>
</tr>
<tr>
<td>Ferscha [5]</td>
<td>cont.</td>
<td>maybe</td>
<td>high</td>
<td>low</td>
</tr>
<tr>
<td>Schomig [16]</td>
<td>cont.</td>
<td>maybe</td>
<td>high</td>
<td>low</td>
</tr>
<tr>
<td>JianQiang [10]</td>
<td>cont.</td>
<td>maybe</td>
<td>low</td>
<td>high</td>
</tr>
<tr>
<td>Reijers [14] (RESWN)</td>
<td>discrete</td>
<td>yes</td>
<td>low</td>
<td>med.</td>
</tr>
<tr>
<td>Rud [15]</td>
<td>cont.</td>
<td>maybe</td>
<td>med.</td>
<td>high</td>
</tr>
<tr>
<td>Our</td>
<td>cont.</td>
<td>maybe</td>
<td>low</td>
<td>high</td>
</tr>
</tbody>
</table>
analytical model used for stochastic study for decades. Time
is a natural concept in GSPN models, associated to timed
transitions. Therefore, no manipulation of timing variables is
necessary. Moreover, the CTMC associated to a GSPN can be
clearly defined, which makes it possible to study its properties
over a formal basis.

The drawback is that GSPN transitions can only be asso-
ciated to exponentially distributed times. Methods for approx-
imating other distributions do exist [3] and are widely used.
These methods require the addition of auxiliary structures to
model the desired distribution.

IV. MODELS DESCRIPTION

In this section we summarize our proposal for a GSPN rep-
resentation of business workflows. The complete formalization
is published in a technical report [13].

A business workflow is basically comprised of atomic activ-
ities, order relations between these activities and the definition
of roles that are responsible for executing them. At runtime,
we need to consider also resources that are assigned to these
roles and process instances that are in execution.

For representing the process definition, we provide basic
models for activities and roles, and composition rules that can
be applied for combining several activities, making it possible
to model complex workflows. For representing the runtime
environment of the workflow, we define a workflow system
model, which adds customer and resource information to the
model in order to allow performance evaluation.

A. Basic Models

We model each role \( i \) by a place \( R_i \), which holds tokens
representing resources assigned to that role. An activity is
modeled by two places and two transitions. Place \( W \) represents
the worklist, holding one token for each item that demands
processing. Place \( S \) contains tokens that are being processed
by a resource. Transition \( q \) is enabled as soon as an item is
put in the worklist and a resource is available for handling it.
Transition \( T_{ACTIVITY} \) is an exponential transition with mean
delay set to the activity’s expected execution time. This model
can be seen in Fig. 2, surrounded by a dashed square.

The workflow system model is created by adding customer
arrival and departure structures and putting resources in role
places. Fig. 2 displays a workflow system with a single activity
(inside dashed square). The customer arrival is modeled by the
\( T_{ARRIVAL} \) transition. This transition produces tokens
according to a Poisson process with rate \( \lambda \). A delay \( d_\lambda = 1/\lambda \)
is assigned to it in order to obtain the desired arrival rate.

B. Composition Operations

The composition operations are uniformly defined such that
every composed structure contains a single starting place and
a set of departing transitions. Every token that arrives at
that starting place must eventually depart through one of the
departing transitions.

We call such structures sub-processes. An activity model
is the most simple sub-process structure. Every composition
operation is defined as a function that maps one or more sub-
process operands to a resulting sub-process.

The composition operations are:

- Sequence (SEQ) - two or more sub-processes are executed
  in sequence;
- Alternative Path (XOR) - a decision is made about one
  from a set of sub-processes that can be executed;
- Parallelism (AND) - a set of sub-processes are executed
  in parallel and synchronized at the end;
- Simple Iteration (LOOP) - one sub-process is executed
  several times;
- Grid-form Iteration (GRID-LOOP) - a set of sub-
  processes are executed several times, but there is an
  exit point after each sub-process that lets the iteration
  finish after the execution of that sub-process, without
  completing the whole cycle;
- Multiple Path (OR) - there are two sub-processes that can
  be executed in a non-exclusive way. If both are executed,
  they must be synchronized at the end of the structure;
- Interleaving (INTER) - a set of sub-processes can be
  executed in any order, but two sub-processes from this
  set can not be executed in parallel for the same process
  instance.

The structures for these composition operations are rep-
C. Metrics and Analysis

The proposed model can be used for both qualitative (correctness) and quantitative (performance) analysis. The correctness of a sub-process is analyzed by using the soundness model shown in Fig. 5. This model allows the verification of the Soundness property, as stated by van der Aalst. All role places receive resource tokens according to the scenario under study. If the model is live and bounded, then it is Sound.

Once the sub-process is correct, a workflow system can be modeled, by adding the customer arrival and departure structures. Hence, several performance metrics can be retrieved.

For each role $R_i$ in the workflow that is responsible for activities $A_1, \ldots, A_N$, we can compute the minimum number $K$ of resources necessary for this role in order to avoid infinite queues in the system as:

$$K > \sum_{i=1}^{N} \lambda_i d_i .$$

Once the minimum number of resources is provided, the system reaches an equilibrium state, from where we can retrieve stationary metrics. Table II summarizes the metrics for the basic activity model. These metrics also allow for the computation of the expected number of available resources, given by $E(R) = K - \sum_{i=1}^{N} E(S_i)$.

An important metric that must be calculated for each activity or sub-process is the local arrival rate, i.e., the customer arrival rate at that specific point in the workflow. These rates can be obtained by the formulae below, on the basis of the composition operations applied.

Let $U_R$ be a sub-process composed by a set of minor sub-processes $U_i$ and $\lambda_i$ be the customer arrival rate at the beginning of $U_R$, the local arrival rate $\lambda_i$ at each sub-process $U_i$ can be computed as follows.

- Sequence $U_R = SEQ(U_1, U_2) : \lambda_1 = \lambda_2 = \lambda$.
- Alternative Path $U_R = XOR(U_1, \ldots, U_N, Pr)$, where $Pr(U)$ is the probability of choosing the path $U : \lambda = \lambda Pr(U_i), \quad i = 1, \ldots, N$.
- Parallelism $U_R = AND(U_1, \ldots, U_N) : \lambda_i = \lambda, \quad i = 1, \ldots, N$.
- Simple Iteration $U_R = LOOP(U_1, \theta)$, where $\theta$ is the probability of leaving the iteration: $\lambda_1 = \frac{\theta}{\lambda}$.
- Grid-form Iteration $U_R = GRID - LOOP\{U_1, \ldots, U_{N+1}\} : \{U_1, \ldots, U_{O_2}\}, Pr$, where each $U_i$ is a sub-process in the iteration cycle, each $U_{O_i}$ is a sub-process executed after exiting from the exit point $p_j$ and $Pr$ maps a probability to each exit point to be taken

$$\lambda'^1 = \frac{\lambda}{\sum_{j=1}^{N} Pr(p_j)} ; \quad \lambda'^{i-1} = \lambda'^i \prod_{v=1}^{i-1} (1 - Pr(p_v)) ;$$

$$\lambda'^{N+1} = \lambda'^1 \prod_{v=1}^{N} Pr(p_v) .$$

- Multiple Path $U_R = OR(U_1, U_2, \alpha, \beta)$, where $\alpha$ is the probability of only $U_1$ be chosen, $\beta$ is the probability of only $U_2$ be chosen and $\pi$ is the probability of both be chosen ($\alpha + \beta + \pi = 1$); $\lambda_1 = (\alpha + \pi) \lambda$; $\lambda_2 = (\beta + \pi) \lambda$.
- Interleaving $U_R = INTER(U_1, U_2, \ldots, U_N) : \lambda_i = \lambda, \quad i = 1, \ldots, N$.

After computing the arrival rates, every metric from the activity model can be analytically obtained from the formulæ presented in Table II, except by the worklist sizes. Also, the time spent at synchronization points can not be obtained from formulæ. For obtaining these metrics, the GSPN must be evaluated. Notice that the workflow system is unbounded. Therefore, the GSPN must be evaluated through simulation. After obtaining the expected markings of the places of interest, the complete set of metrics can be computed.

V. CASE STUDY

This section presents an application of the GSPN model to evaluate a real Workflow process. This Workflow consists in a Modification Request process executed in a software house. We used the process in a hypothetical scenario, where the enterprise is applying efforts to increase the productivity of its programming team and reduce costs with salary. In the initial scenario, there are five general purpose programmers. The organization is planning to select some of them and provide training such that they become specialized in one of two areas: 1) interface development (front-end engineer); or 2) database development (database engineer). Their salaries will also be updated according to their new role. Notice that a generalist programmer, if present, can perform the same tasks of the specialists, although with less efficiency and quality. The company wants to figure out how many specialists in each area is required in order to achieve the desired objective.

### TABLE II

<table>
<thead>
<tr>
<th>Metric</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected Number of Activity Instances</td>
<td>$E(S) = \lambda I$</td>
</tr>
<tr>
<td>Expected Number of Work Items</td>
<td>$E(W) = \text{expectation of place } W$</td>
</tr>
<tr>
<td>Expected Number of Cases</td>
<td>$E(n) = E(W) + E(S)$</td>
</tr>
<tr>
<td>Mean Response Time</td>
<td>$E(\tau) = E(n)/\lambda$</td>
</tr>
</tbody>
</table>
Table III presents the labels assigned to each Activity along with the roles responsible for each one of them. The generalist programmer can execute any of the implementation Activities. The tables IV and V present the (hypothetical) statistical data about current process performance. Table IV presents the mean execution time for each Activity, which where assigned to GSPN transitions (as so as time between case arrivals). Notice that the implementation Activities have different mean values depending on whether the resource is a specialized programmer or the generalist programmer. Table V shows the probabilities of choices in each decision point. Since there are only two alternatives in every branch, only the probability of one alternative is shown. The probability of the other alternative is just the complement of that value.

For the cost analysis, we assigned hypothetical salaries to each type of programmer: $15 per-hour for the front-end engineer; $20 per-hour for database engineer; and $10 per-hour for each generalist programmer. Although generalist programmers are able to perform the two Activities, they have no expertise and provide an inferior QoS.

The BPEL2Net tool uses the basic models and composition operations proposed in this work to generate the corresponding GSPN model. The TimeNet tool [6] was employed for evaluating the model. The model was simulated with confidence level of 99%. We simulated seven different possible configurations of specialist/generalist employment. Table VI presents the numerical results.

Results showed that the configuration with 3 front-end engineers, 2 database engineers, and no generalist programmer provided the best response time. This configuration lead to an average response time around 94 hours, or 12 days, with cost of $8,959.98 dollars, for each modification request. However, taking into account the costs, the less expensive configuration was obtained with 2 front-end engineers, 1 database engineers, and 2 generalist programmers. This configuration lead to an average response time of 117 hour, or 15 days, with a cost of $8,224.59 dollars for each modification request. The cost for each modification request is obtained through the following equation: $E(\tau) = \sum C_i$, where $C_i$ is the cost-per-hour of resource $i$, and $E(\tau)$ is the average time required for the modification to be performed. Figure 7 presents a plot of these results along with the results obtained from a CPN model, described in next subsection. We omitted the worst configuration from the graph.

The worst performance was the one in which only generalists are employed. In this case, the response time was of 1,447 hours, with a cost of $72,353.11 dollars per modification. This shows that an investment on specialized workers for this organization can provide excellent returns.
A. Comparison to the CPN approach

We applied colored Petri nets to model and evaluate the same Workflow. The key difference between the two models is that, in the CPN, the decisions taken in every alternative structure is based on Case Data instead of being stochastic. However, we generated Cases with data that fit in the statistics presented in Table V. The decision for exiting from the loop is randomized in every iteration, also according to the probabilities defined in Table V.

CPN Tools was employed to simulate the model with confidence level of 99%. As can be seen in Fig.7, the average results were very similar. Taking into account the response time, the best configuration was the same as that obtained with the GSPN model. Moreover, results for the cost analysis were also similar to that calculated through our GSPN model. The values obtained from the CPN presented a difference of approximately 18% in average from the values calculated by the GSPN. Further experiments should be conducted in order to find the cause of this difference. Errors due to CPN’s necessity of rounding time may have influenced. Nevertheless, the results were coherent to that obtained through the GSPN models.

VI. CONCLUSION

With the purpose of evaluating the performance of business processes, we proposed a set of GSPN models to represent key components of workflow languages. Our approach can represent complex workflow systems through the composition of the basic models.

The suggestion of criteria for comparing methods developed to analyze the performance of business processes is an additional contribution of this work. Such criteria were employed to compare eleven different works, including our approach. CPN based approaches demonstrated to cover most of the good characteristics prescribed by the criteria adopted. However, CPN models represent time as integer. This potentially causes a loss of precision due to necessity of rounding timestamp values to integer. GSPN deals with continuous time directly, providing more accurate results. Eventually, observing the set of criteria proposed, our approach achieved at least the same level of quality as that found on higher quality CPN based approaches. This is not the case of other works which also employ the GSPN formalism. Therefore, the analysis revealed that our work includes more good characteristics than those observed in other works which adopt GSPN for modeling and analyzing the performance of business processes. Moreover, the choice for GSPN provides more accurate results.

A case study was conducted to validate our approach. The results were very satisfactory, since they were similar to that obtained through a well known CPN based approach.

As a final contribution, we developed a tool, called BPEL2Net, for translating BPEL workflow descriptions into GSPN, using the basic models and composition rules proposed in this paper. The tool and the case study presented in this paper can be accessed at www.cin.ufpe.br/~calo/bpel2net.

As a future work, we will implement a framework with several plugins to support the design and performance analysis of business processes using our proposal. We are currently working on a plugin to support the graphical modeling of business process workflows. We plan to develop plugins for communicating with the TimeNet tool from our graphical interface and importing workflows modeled using different tools and languages (BPMN, BPEL, UML, etc).
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