Instability of MaxWeight Scheduling Algorithms
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Abstract—MaxWeight scheduling algorithms provide an effective mechanism for achieving queue stability and guaranteeing maximum throughput in a wide variety of scenarios. The maximum-stability guarantees however rely on the fundamental premise that the system consists of a fixed set of sessions with stationary ergodic traffic processes. In the present paper we examine a scenario where the population of active sessions varies over time, as sessions eventually end and new sessions occasionally start. We identify a simple necessary and sufficient condition for stability, and show that MaxWeight policies may fail to provide maximum stability. The intuitive explanation is that these policies tend to give preferential treatment to flows with large backlogs, so that the rate variations of flows with smaller backlogs are not fully exploited. In the usual framework with a fixed collection of flows, the latter phenomenon cannot persist since the flows with smaller backlogs will build larger queues and gradually start receiving more service. With a dynamic population of flows, however, MaxWeight policies may constantly get diverted to arriving flows, while neglecting the rate variations of a persistently growing number of flows in progress with relatively small remaining backlogs. We also perform extensive simulation experiments to corroborate the analytical findings.

I. INTRODUCTION

MaxWeight-type scheduling algorithms provide an effective mechanism for achieving maximum throughput and guaranteeing queue stability in a wide variety of scenarios. In a seminal paper, Tassiulas & Ephremides [23] presented a MaxWeight scheduling policy for throughput maximization in multi-hop wireless networks, where only certain subsets of the links may be simultaneously activated due to interference considerations, see also Kahale & Wright [7] for instance. In subsequent work, Tassiulas & Ephremides [24] described a MaxWeight policy for allocating a server among several parallel queues with time-varying connectivity.

Broadening the latter framework, MaxWeight-type policies were developed for power control and scheduling of shared wireless downlink channels with rate variations, see for instance Andrews et al. [2], Neely [13] and Neely et al. [15], [16]. Extending the scope further, Eryilmaz & Srikant [4], Neely et al. [14] and Stolyar [20], [21] devised algorithms for joint congestion control, routing and scheduling based on MaxWeight principles. The powerful properties of MaxWeight-type policies have emerged as one of the central paradigms in the broader realm of cross-layer control and resource allocation in wireless networks, see Georgiadis et al. [6] for a comprehensive overview.

MaxWeight-type algorithms have also been proposed for throughput maximization in input-queued switches, where only certain subsets of input-output pairs (e.g. matchings) may be simultaneously connected because of compatibility constraints, see for instance McKeown et al. [10]. The book of Meyn [11] contains extensive background material on MaxWeight policies. Crucial heavy-traffic results for MaxWeight policies were obtained by Stolyar [19].

The distinguishing characteristic of MaxWeight policies is that the subset of queues that are simultaneously served is selected so as to be of maximum ‘weight’, hence the term ‘MaxWeight’. The weight of a queue is usually defined as the current backlog or the product of the backlog and the feasible instantaneous service rate for that queue, if selected. In multi-hop settings, the backlog differential is typically used, i.e., the difference in backlog with a downstream queue, giving rise to so-called back-pressure mechanisms. The combinations of queues which can be scheduled simultaneously are subject to certain constraints, based on for example interference conditions. In a more general sense, MaxWeight policies can be interpreted as selecting a service vector from a (possibly time-varying) feasible region that maximizes the inner product with the backlog vector.

Under mild assumptions, MaxWeight-type algorithms have been shown to provide maximum throughput, i.e., achieve queue stability whenever feasible to do so at all. A particularly appealing feature is that MaxWeight policies only need information on the current backlogs and instantaneous service rates, and do not rely on any explicit knowledge of the rate distributions or the traffic parameters. On the downside, finding the maximum weight subset is often a challenging problem and potentially NP-hard, which is exacerbated in a distributed setting, where message passing and exchange of backlog information create a substantial communication
overhead in addition to the computational burden. This issue is especially pertinent as the maximum weight problem generally needs to be solved at a very high pace, commensurate with the fast time scale on which scheduling algorithms tend to operate. In order to address this issue, Tassiulas [22], Eryilmaz et al. [5] and Chaporkar & Sarkar [3] showed that randomized policies involve less stringent requirements and yet suffice for achieving maximum stability. In addition, several authors have considered algorithms that solve the maximum weight problem in some approximate sense, and quantified the resulting penalty in guaranteed throughput, see for instance Lin & Shroff [8], Sharma et al. [17], [18] and Wu & Srikant [25], [26].

As mentioned above, MaxWeight-type policies have been shown to achieve maximum stability under fairly mild assumptions. A fundamental premise however is that the system consists of a fixed set of queues with stationary ergodic traffic processes. In reality, the collection of active queues dynamically varies, as sessions eventually end, while new sessions occasionally start. In many situations the assumption of a fixed set of queues is still a reasonable modeling convention, since the scheduling actions and packet-level queue dynamics tend to occur on a very fast time scale, on which the population of active sessions evolves only slowly. In other cases, however, sessions may be relatively short-lived, and the above time scale separation argument does not apply. The impact of flow-level dynamics over longer time scales is particularly relevant in assessing stability properties, as the notion of stability only has strict meaning over infinite time horizons.

Motivated by the above observations, we examine in the present paper the stability properties of MaxWeight scheduling policies in a scenario with flow-level dynamics. For transparency, we focus on a point-to-point shared wireless downlink channel with rate variations, and do not consider multi-hop scenarios. We will show that MaxWeight scheduling policies may fail to provide maximum stability in the presence of flow-level dynamics. The intuitive explanation is that MaxWeight policies tend to give preferential treatment to flows with large backlogs, even when their service rates are not particularly favorable, and thus the rate variations of flows with smaller backlogs are not fully exploited. Note that the preferential treatment in fact also applies in the absence of any flow-level dynamics. In that case the phenomenon cannot persist however since the flows with smaller backlogs will build larger queues and gradually start receiving more service, creating a countering force. In contrast, in the presence of flow-level dynamics, MaxWeight policies may constantly get diverted to arriving flows, while neglecting the rate variations of a persistently growing number of flows in progress with relatively small remaining backlogs, so the opposing effect is never triggered.

It is worth observing that the instability of MaxWeight policies is fundamentally different from the instability of the Proportional Fair scheduling strategy demonstrated by Andrews [1]. The latter phenomenon is an illustration of the fact that utility-based scheduling strategies (which do not consider backlog information) may generally fail to achieve packet-level stability, even in the absence of any flow-level dynamics.

It is further worth drawing a distinction with the result in Lin et al. [9] showing the stability of joint scheduling and congestion control algorithms in the presence of flow-level dynamics without relying on the conventional simplifying time scale separation argument. The main difference with the present paper lies in the additional congestion control and the absence of rate variations in [9]. Inspection of the results in the present paper suggests that conventional forms of congestion control would not prevent the kind of instability phenomenon that we observe. In other words, the root cause for the instability appears not to be the lack of congestion control, but the fact that the rate variations are not maximally exploited in the presence of flow-level dynamics.

The remainder of the paper is organized as follows. In Section II we present a detailed model description. In Section III we derive a simple necessary and sufficient condition for stability in the presence of flow-level dynamics. Section IV establishes that the MaxWeight policy may fail to provide maximum stability by treating specific model instances where the latter necessary and sufficient condition is satisfied, yet MaxWeight scheduling does not keep the system stable. In Section V extensive simulation results are provided to confirm the analytical findings and to demonstrate that the instability may also occur in more complex scenarios which do not lend themselves to an analytical treatment. In Section VI we make some concluding remarks.

II. Model description

We consider a single wireless link shared by K classes of flows. The system operates in a time-slotted fashion, and in each time slot at most one of the flows can be scheduled for transmission.

Denote by $A_k(t)$ the number of class-$k$ flows starting in time slot $t$. We assume that $A_k(1), A_k(2), \ldots$ are i.i.d. copies of some random variable $A_k$ with mean $\mu_k < \infty$. Each of the flows generates some finite random amount of traffic. We distinguish between two scenarios for the traffic influx of the various flows: (i) instantaneous traffic bursts; and (ii) gradual traffic streams.

In case (i) each flow generates an instantaneous traffic burst upon arrival to the system. Denote by $B_{ki}$ the size of the burst of the $i$-th class-$k$ flow (in bits). We assume that $B_{k1}, B_{k2}, \ldots$ are i.i.d. copies of some integer random variable $B_k$ with $\mathbb{E}\{B_k\} < \infty$.

In case (ii), each flow starts a random finite activity period upon arrival to the system, during which it produces a gradual stream of traffic. Denote by $D_{ki}$ the duration of the activity period of the $i$-th class-$k$ flow (in slots). We assume that $D_{k1}, D_{k2}, \ldots$ are i.i.d. copies of some integer random variable $D_k$ with $\mathbb{E}\{D_k\} < \infty$. Denote by $F_{ki}(t)$ the amount of traffic in bits generated by the $i$-th class-$k$ flow in time slot $t$. For notational convenience, we define $F_{ki}(t)$ for all $t$, but its value is only relevant if the $i$-th class-$k$ flow
is active. We assume that \( F_{k_1}(1), F_{k_2}(2), \ldots \) are i.i.d. copies of some integer random variable \( F_k \) with \( \mathbb{E}\{F_k\} < \infty \), and that the traffic processes are independent among the various flows. Denote by \( B_{ki} := \sum_{t=S_{ki}}^{S_{ki}+D_{ki}-1} F_{ki}(t) \) the total amount of traffic generated by the \( i \)-th class-\( k \) flow, with \( S_{ki} \) denoting its arrival time. By the above assumptions, \( B_{k1}, B_{k2}, \ldots \) are i.i.d. copies of some integer random variable \( B_k \) with mean \( \mathbb{E}\{B_k\} = \mathbb{E}\{D_k\} \mathbb{E}\{F_k\} < \infty \).

Note that scenario (i) may be interpreted as a special case of scenario (ii) with \( D_k \equiv 1 \) and \( F_k \equiv B_k \). For economy of notation, however, it is useful to classify scenario (i) as a separate case. In both scenarios, traffic may only start to be served in the next slot after it arrives. Flows leave the system as soon as all their bits have been transmitted (and no further bits are due to arrive in the case of gradual traffic streams). During the period between its arrival and departure, a flow is actually present in the system. We assume that \( k \) work enters the system is \( \tau_k \). By the above assumptions, \( \tau_k \) is necessary for the service of a class-\( k \) flow when served at rate \( R^\infty_k \).

### III. NECESSARY AND SUFFICIENT STABILITY CONDITION

In this section we first establish a simple necessary condition for stability to be achievable, and then proceed to show that this is in fact also (nearly) sufficient. The system is said to be stable if it empties infinitely often.

**Proposition 3.1:** The condition \( \rho \leq 1 \) is necessary for stability to be achievable.

**Proof.** The expected number of slots required for the service of an arbitrary class-\( k \) flow is bounded from below by \( \tau_k \). Thus the rate at which class-\( k \) work enters the system is bounded from below by \( \rho_k = \alpha_k \tau_k \), and the total rate at which work arrives is bounded from below by \( \rho = \sum_{k=1}^{K} \rho_k \). The latter quantity may not exceed one in order for stability to be achievable. □

We proceed to show that the above condition is also (nearly) sufficient for stability to be achievable. This may be intuitively explained as follows. With a dynamic population of flows, there will always be a flow that has the maximum possible feasible rate with high probability when there are sufficiently many flows present in the system. In other words, whenever a flow gets selected for transmission, it can be served at the maximum possible rate with high probability. Thus the expected number of slots required for the service of an arbitrary class-\( k \) flow can be brought arbitrarily close to \( \tau_k \), so that the system can be stabilized for values of \( \rho \) arbitrarily close to 1.

Evidently, the above explanation only provides heuristic arguments and does not account for several subtle yet critical issues. However, the intuitive insight offers useful guidance for the construction of a Lyapunov function which serves as the basis of a rigorous proof of the propositions presented below.

We will distinguish between the two traffic scenarios described in the previous section. As mentioned earlier, the scenario with instantaneous traffic bursts may be interpreted as a special case of that with gradual traffic streams. For transparency, however, we provide a separate treatment which introduces the key concepts while avoiding some of the additional complexity that arises in the general case. The proofs for both cases can be found in the appendix.

**Proposition 3.2:** For any \( \rho < 1 \), there exists a scheduling strategy that achieves stability in case of instantaneous traffic.

**Proposition 3.3:** For any \( \rho < 1 \), there exists a scheduling strategy that achieves stability in case of gradual traffic.

**Remark 3.1:** It is worth emphasizing that the scheduling strategies considered in the proofs of Propositions 3.2 and 3.3 mainly serve to prove that \( \rho < 1 \) is sufficient for the existence of a stable strategy, and are therefore specifically designed for that purpose. The strategies may not be ideal for practical purposes as they may not provide particularly good performance, especially at lower loads. They also involve knowledge of various parameter values, which may be hard to obtain and is not used by the MaxWeight policy. (While the latter may be considered ‘unfair’, observe that in the standard case with a fixed set of flows no amount of additional information can help to achieve better stability performance than the MaxWeight policy provides.) The fact that for gradual traffic the scheduling strategy assumes prior knowledge of the duration of the activity period further adds to this. The design and analysis of suitable scheduling algorithms which guarantee maximum stability in the presence of flow dynamics while requiring minimum information and providing good performance across a wide range of loads, remains a challenging subject for further research.

### IV. INSTABILITY OF MAXWEIGHT SCHEDULING

In this section we establish that MaxWeight scheduling may fail to provide maximum stability. Specifically, we analyze two model instances where the sufficient condition stated in the previous section is satisfied, yet the MaxWeight strategy does not keep the system stable. For the sake of tractability, we focus on relatively simple models with instantaneous traffic and just a single class of flows. In the next section we present extensive simulation results to demonstrate that the instability may also occur in more complex scenarios with gradual traffic that do not lend themselves easily to an analytical treatment.
A. Scenario I

Flows start according to a Bernoulli process, i.e., in each time slot either a flow starts with probability \( \alpha \) or no flow starts with probability \( 1 - \alpha \), independent from slot to slot. The service requirement of each flow is a constant \( B = 2D + 1 \) for some integer \( D \geq 1 \). The feasible transmission rate of a flow is either \( D + 1 \) with probability \( p \) or \( 2D + 1 \) with probability \( 1 - p \), \( 0 < p < 1 \). The feasible transmission rates are independent across time and among different flows.

Proposition 3.2 states that \( \rho = \alpha < 1 \) is a sufficient condition for stability to be achievable. We now show that the MaxWeight scheduling strategy fails to achieve stability for \( \alpha > 1/(1 + p) \). The reason for the potential instability may be explained as follows. When a flow starts, the MaxWeight strategy will immediately serve it in the next slot, regardless of whether it has feasible rate \( D + 1 \) or \( 2D + 1 \). To see that, observe that older flows present in the system will necessarily be of size \( D \), and have no chance to be selected in competition with a new flow of size \( 2D + 1 \). In case the new flow has feasible rate \( D + 1 \), it will require an additional slot at some later point for the service to be completed. In other words, the MaxWeight strategy ‘wastes’ a second slot on the service of flows whose initial feasible rate is \( D + 1 \), whereas a single slot would suffice under a more cautious strategy. More specifically, since the expected number of slots required per flow is \( 1 + p \), it follows that \( \alpha > 1/(1 + p) \) precludes stability.

Remark 4.1: We can extend the example of instability to a slightly more general setting. Consider, as in the situation described above, a system with a single class of flows. Flows start according to a Bernoulli process, i.e., in each time slot either a flow starts with probability \( \alpha \) or no flow starts with probability \( 1 - \alpha \), independent from slot to slot. The service requirement of each flow is a constant \( B \). In addition to \( R^{\text{max}} \), we also introduce \( R^{\text{min}} = \min \{ i : P \{ R = i \} > 0 \} \). Assume now that feasible service rates are such that

\[
(B - R^{\text{min}}) \cdot R^{\text{max}} < B \cdot R^{\text{min}}.
\]

It is easy to see that this condition implies that a flow entering the system will immediately get scheduled. Hence, the average number of slots required for the service of an arbitrary flow is bounded from below by

\[
1 + \sum_{i=1}^{R^{\text{max}}} \frac{B - i}{R^{\text{max}}} P\{R = i\}.
\]

Thus, stability is precluded if

\[
\alpha \left( 1 + \sum_{i=1}^{R^{\text{max}}} \frac{B - i}{R^{\text{max}}} P\{R = i\} \right) > 1.
\]

Note that the quantity in (1) is strictly smaller than \( [B/R^{\text{max}}] \), provided that \( R^{\text{min}} < R^{\text{max}} \).

B. Scenario II

We discuss a second scenario where the MaxWeight strategy fails to achieve maximum stability. As before, flows start according to a Bernoulli process, i.e., in each time slot either a flow starts with probability \( \alpha \) or no flow starts with probability \( 1 - \alpha \), independent from slot to slot. The service requirement of each flow is a constant \( B \). For convenience, we assume \( B = 8D \) for some integer \( D \geq 1 \). The feasible transmission rate of a flow is either \( 1 \) with probability \( p \) or \( 2 \) with probability \( 1 - p \), \( 0 < p < 1 \). The feasible transmission rates are independent across time and among different flows. In this case, Proposition 3.2 states that stability can be achieved as long as \( \rho = 4\alpha D < 1 \).

Let \( N_i(t) \) denote the number of flows of size \( i \) at time \( t \). It may be shown that for \( \rho \leq 1 \), the process \( (N_3D+1(t), N_3D+2(t), \ldots, N_B(t)) \) of flows of size \( 3D + 1 \) or greater is ‘stable’. This makes sense since large flows receive priority, and the onset of instability manifests itself in the growth of the number of small flows. It then follows that the system spends a non-negligible fraction of time in states where all flows of size \( 3D + 1 \) or greater have rate one and there is at least one flow of size greater than \( 6D + 1 \). In these states, the MaxWeight strategy will serve a flow at rate one. Similar to the previous scenario, this means that the fraction of time that transmission rate one is used, does not approach zero as \( \rho \to 1 \), and instability follows.

V. NUMERICAL EXPERIMENTS

In this section we present simulation results that confirm the instability of MaxWeight scheduling, as well as clarify the nature of the instability. All simulations consist of a single run of \( 10^5 \) time slots. In each slot, a new flow starts with probability \( \alpha \).

The first scenario we consider is Scenario II from Section IV, with \( D = 2 \). Figure 1 shows the number of bits in the system, plotted for various values of \( \alpha \). Although the condition \( \alpha < 1 \) ensures the existence of a stable scheduling strategy in this scenario, it is easily seen that this is not sufficient for the MaxWeight policy to achieve stability.

![Figure 1](image-url)
length of this period is geometrically distributed with parameter $p$. In Figure 2, three two-class scenarios are presented. Flows belong to either of the classes with equal probability, and the transmission rates are geometrically distributed with parameter $q$. Hence, $R^{\text{max}} = \infty$, and the necessary stability condition found in Proposition 3.1 simplifies to $\alpha < 1$. Besides the sample path for MaxWeight scheduling, we also plot the behavior of MaxRate scheduling, a somewhat simpler version of the algorithm used in Propositions 3.2 and 3.3, in which the flow with the highest rate is scheduled. In each of these figures, MaxRate scheduling provides stability, whereas MaxWeight scheduling fails to do so. Note that although the MaxWeight scheduling policy is unstable in the cases presented, it is still possible for particular classes of flows to be stable. This is in contrast to MaxWeight scheduling in the static scenario.

Figure 3 displays the number of bits over time in a single-class scenario when the transmission rates can assume only two possible values.

Figure 4 contains a similar scenario, but with the transmission rates geometrically distributed with parameter $q$, so $R^{\text{max}} = \infty$. This figure again demonstrates that MaxWeight fails to provide maximum stability.

VI. CONCLUSION

We studied the performance of MaxWeight scheduling in a setting where flow dynamics are taken into consideration. We determined an explicit necessary condition for stability, and devised a simple policy to show that this condition in fact is also (nearly) sufficient for stability. Two illustrative examples were provided of scenarios where MaxWeight scheduling fails to attain stability under this condition.

The analytical results are supported and complemented by simulation experiments for more involved scenarios. The simulations compare the MaxWeight scheduling strategy to the MaxRate policy, and confirm the instability of the MaxWeight strategy.

It is worth recalling that although the policies that we constructed in the proofs of Propositions 3.2 and 3.3 achieve maximum stability, they may not be ideal for practical purposes and may not provide particularly good delay performance, especially at lower loads. Moreover, the policies require knowledge of various parameter values which may be difficult to obtain in practical situations and is not used by the MaxWeight policy. (While the latter may be considered ‘unfair’, note however that in the standard case with a fixed set of flows no amount of additional information can help to achieve better stability performance than the MaxWeight policy provides.) The design and analysis of suitable scheduling algorithms which guarantee maximum stability in the presence of flow dynamics remains a challenging subject for further research.

APPENDIX

Proof of Proposition 3.2. We first introduce several constants that will be used. Let $\epsilon := \frac{1}{2}(1-\rho)/(K+1) > 0$. Denote $\theta_k := \mathbb{P}[R_k > 0]^{-1}$, and let $L_k := \min\{l : \sum_{i=t+1}^{\infty} i \mathbb{P}[B_k = i] \leq \epsilon/\theta_k\}$, and observe that $L_k < \infty$ since $\mathbb{E}[B_k] < \infty$. Define $Z_k = \min\{R^{\text{max}}_k, \alpha_k \mathbb{E}[B_k]/\epsilon\}$. Note that $\alpha_k \mathbb{E}[B_k/Z_k] \leq \alpha_k \max\{\mathbb{E}[B_k/R^{\text{max}}_k], \mathbb{E}[\epsilon B_k/(\alpha_k \mathbb{E}[B_k])]\} \leq \alpha_k \max\{\max\{\mathbb{E}[B_k/R^{\text{max}}_k] \}, 1\}, \epsilon/\alpha_k + 1 \leq \max\{\rho_k, \alpha_k + \epsilon\} \leq \rho_k + \epsilon$.

We consider a scheduling strategy with the following property: it serves a class-$k$ flow that either (i) has a feasible transmission rate $Z_k$ or higher or (ii) has a residual size $L_k$ or larger and a positive feasible transmission rate, whenever possible. Ties are broken arbitrarily. Let us say that in time slot $t$ a flow
of class $k(t)$ with a residual size of $l(t)$ bits is served at rate $r(t)$, with the convention that $k(t) = l(t) = r(t) = 0$ in case no flow gets scheduled in time slot $t$ all.

In order to describe the evolution of the system over time, we introduce the process $N(t) = (N_1(t), \ldots, N_K(t))$, with $N_k(t) = (N_1^k(t), N_2^k(t), \ldots)$ and $N_1^k(t)$ representing the number of class-$k$ flows in the system with a residual size of $l$ bits at the beginning of slot $t$.

Observe that

$$N_1^k(t + 1) = N_1^k(t) + A_1^k(t) - I_{k(t)=k,l(t)=l},$$

with $A_1^k(t)$ denoting the number of class-$k$ flows arriving at time $t$ with a size of exactly $l$ bits. It is easily verified that the process $N(t)$ is a Markov chain.

Define the Lyapunov function:

$$V(n) := \sum_{k=1}^{K} \left( \sum_{i=1}^{L_k} n_i^k \left( \frac{i}{Z_k} + \theta_k \sum_{i=L_k+1}^{\infty} i^n_i \right) \right),$$

with $n = (n_1, \ldots, n_K)$ and $n_k = (n_1^k, n_2^k, \ldots)$.

The above function provides a measure for the total amount of work in the system in terms of the total number of slots required for the service of all currently present flows, assuming that class-$k$ flows of residual size no larger than $L_k$ are always served at rate $Z_k$, while class-$k$ flows of residual size of at most $L_k$ are served at rate $\theta_k = \mathbb{P}(R_k > 0)$.

We can write the drift as

$$V(N(t + 1)) - V(N(t)) = \sum_{k=1}^{K} I_k(t) - D(t),$$

with

$$I_k(t) := \sum_{i=1}^{L_k} A_1^k(t) \left( \frac{i}{Z_k} \right) + \theta_k \sum_{i=L_k+1}^{\infty} i A_{1}^k(t),$$

reflecting the increase in the workload due to the arrival of class-$k$ flows, and

$$D(t) := \left( \frac{l(t)}{Z_k(t)} \right) \left( I_{1 \leq t \leq L_k(t)} + \theta_k l(t) I_{l(t) > L_k(t)} \right) - \left( \frac{l(t) - r(t)}{Z_k(t)} \right) I_{1 \leq t \leq L_k(t)} - \theta_k l(t) I_{l(t) > L_k(t)}.$$

representing the decrease in the workload due to the service of flows.

The conditional drift may then be written as:

$$\mathbb{E}\{V(N(t + 1)) - V(N(t)) | N(t) = n\} = \sum_{k=1}^{K} \mathbb{E}\{I_k(t)\} - \mathbb{E}\{D(t) | N(t) = n\}.$$

We first derive an upper bound for $\mathbb{E}\{I_k(t)\}$.

$$\mathbb{E}\{I_k(t)\} = \sum_{i=1}^{L_k} \left( \frac{i}{Z_k} \right) \mathbb{E}\{A_i^k(t)\} + \theta_k \sum_{i=L_k+1}^{\infty} i \mathbb{E}\{A_i^k(t)\}.$$

$$= \theta_k \sum_{i=1}^{L_k} \left( \frac{i}{Z_k} \right) \mathbb{P}(B_k = i) + \theta_k \sum_{i=L_k+1}^{\infty} i \mathbb{P}(B_k = i)$$

$$= \theta_k \left( \mathbb{E}\{B_k \} + \sum_{i=L_k+1}^{\infty} i \mathbb{P}(B_k = i) \right) \leq \theta_k + 2\varepsilon.$$ (3)

We now turn to a lower bound for $\mathbb{E}\{D(t) | N(t) = n\}$. Note that

$$D(t) \geq I_{l(t) > L_k(t), r(t) > 0} + \theta_k l(t) I_{l(t) > L_k(t), r(t) > 0}$$

$$= I_{l(t) > L_k(t), r(t) > 0, E_{small}^m(t)} + I_{l(t) > L_k(t), r(t) > 0, E_{large}^m(t)}$$

$$= I_{l(t) > L_k(t), r(t) > 0, E_{large}^m(t)} + I_{E_{small}^m(t) \cap E_{large}^m(t)}.$$ Further observe

$$I_{l(t) > L_k(t), r(t) > 0, E_{small}^m(t)} = I_{E_{small}^m(t)} = 1 - I_{E_{large}^m(t)}.$$

We deduce that

$$D(t) \geq 1 - I_{E_{small}^m(t)} - [R_k(t) > 0] - I_{E_{large}^m(t)}.$$ Thus,

$$\mathbb{E}\{D(t) | N(t) = n\} \geq 1 - \mathbb{P}(E_{small}^m(t) | N(t) = n) - \mathbb{P}(R_k(t) > 0) \left( E_{large}^m(t) | N(t) = n \right).$$

Let $s_k := \sum_{i=L_k}^{\infty} n_i^k$. If $\sum_{k=1}^{K} s_k > 0$, then $\mathbb{P}(E_{large}^m(t) | N(t) = n) \geq \min_{k=1, \ldots, K} \mathbb{P}(R_k > 0)$, so that $\mathbb{P}(R_k(t) > 0) = 1 - \sum_{k=1}^{K} s_k \leq \varepsilon$.

If $\sum_{k=1}^{K} s_k \geq N_{\varepsilon,\eta}$, then $\mathbb{P}(E_{small}^m(t) | N(t) = n) \leq (1 - \eta) N_{\varepsilon,\eta} \leq \varepsilon$.

Define

$$C = \{ n | \sum_{k=1}^{K} s_k < N_{\varepsilon,\eta} \text{ and } \sum_{k=1}^{K} n_k = 0 \}.$$
Then we obtain that
\[
\mathbb{E}\{D(t) \mid N(t) = n\} \geq 1 - \epsilon
\]
for any \( x \notin C \).

Combining Equations (2), (3), and (4),
\[
\mathbb{E}\{V(N(t + 1)) - V(N(t)) \mid N(t) = n\} \leq -\epsilon,
\]
for any \( n \notin C \). In addition, it is easily verified that \( \mathbb{E}\{V(N(t + 1)) \mid N(t) = m\} < \infty \) for any \( m \in C \).

Inspection of the Foster-Lyapunov drift criteria then shows that the set \( C \) is visited infinitely often [12]. Since \( C \) is finite and the all-empty state is reachable from any state in \( C \), if we additionally assume the scheduling strategy to be non-idling, it follows that the system must empty infinitely often. \( \square \)

**Remark A.1:** If \( B_k \) has finite support, i.e., \( B_k^{\max} := \sup\{b : \mathbb{P}\{B_k = b\} > 0\} < \infty \), then the above proof may be considerably simplified by taking \( L_k = B_k^{\max} \) and dropping all the terms involving \( N_k \).

**Proof of Proposition 3.3.** We introduce several constants that will be used. Let \( \epsilon := \frac{1}{2}(1 - \rho)/(K + 2) > 0 \) and define \( \theta_k, L_k \) and \( Z_k \) as in the proof of Proposition 3.2. In addition to that, define \( \sigma_k := \alpha_k \mathbb{E}\{D_k\} \), \( \bar{\sigma} := \sum_{k=1}^{K} \sigma_k \), \( \delta = \epsilon/\bar{\sigma} \), and \( \Omega = (1 - \epsilon)/\delta \). Finally, let \( M_k := \min\{m : \sum_{j=m+1}^{\infty} \mathbb{P}\{D_k = j\} \leq \sigma_k/(\alpha_k \Omega)\} \), and observe that \( M_k < \infty \) since \( \mathbb{E}\{D_k\} < \infty \).

We consider a scheduling strategy with the following property: it serves an inactive class-\( k \)-flow that either (i) has a feasible transmission rate \( Z_k \) or higher; or (ii) has a residual size greater than \( L_k \) and a positive feasible transmission rate, whenever possible. Let us say that in time slot \( t \) a flow of class \( k(t) \) with a residual size of \( l(t) \) bits is served at rate \( r(t) \), with the convention that \( k(t) = l(t) = r(t) = 0 \) in case no flow gets scheduled in time slot \( t \) at all.

In order to describe the evolution of the system over time, we introduce \( N(t) := (N_1(t), \ldots, N_K(t)) \), with \( N_k(t) = (N^k_1(t), Q^k_1(t), N^k_2(t), Q^k_2(t), \ldots), Q^k_1(t) = (Q^k_1(t), Q^k_2(t), \ldots), N^k_1(t) \) representing the number of inactive class-\( k \)-flows in the system at the beginning of slot \( t \) with a residual size of \( l \) bits, and \( Q^k_1(t) \) the number of class-\( k \)-flows in the system at time \( t \) with a residual activity period of length \( m \) and a total size of \( l \) bits.

Observe that
\[
N^k(t + 1) = N^k(t) + Q^k_1(t) - I_{k(t) = k, l(t) = l},
\]
and
\[
Q^k_1(t + 1) = Q^k_1(t) + A^{k,m}_l(t),
\]
with \( A^{k,m}_l(t) \) denoting the number of class-\( k \)-flows arriving at time \( t \) with an activity period of length \( m \) and a size of exactly \( l \) bits. It is easily verified that the process \( N(t) \) is a Markov chain.

Define the Lyapunov function:
\[
V(n) := \sum_{k=1}^{K} M_k \delta \sum_{j=1}^{M_k} j q^{k,j}_{\ast} + \sum_{j=M_k+1}^{\infty} j q^{k,j}_{\ast} + \sum_{i=1}^{L_k} (q^{k,i}_{\ast} + n^i_k) + \theta_k \sum_{i=L_k+1}^{\infty} i(q^{k,i}_{\ast} + n^i_k),
\]
with
\[
n = (n_1, \ldots, n_K), \quad n_k = (n^{k_1}, n^{k_2}, n^{k_3}, \ldots), \quad q^k_1 = (q^{k_1}_1, q^{k_2}_1, \ldots), \quad q^k_m = \sum_{j=1}^{\infty} q^{k,j}_j. \quad q_{\ast}^k = \sum_{j=1}^{\infty} q^{k,j}_{\ast}.
\]
The above function provides a measure for the total workload and weighted aggregate residual lifetime of all the flows present in the system.

Note that
\[
V(N(t + 1)) - V(N(t)) = \sum_{k=1}^{K} I_k(t) + \delta \sum_{k=1}^{K} J_k(t)
\]
\[
- \delta \sum_{k=1}^{K} E_k(t) - D(t),
\]
with
\[
I_k(t) := \left( \sum_{j=1}^{M_k} A^{k,j}_l(t) \right), \quad \theta_k \sum_{i=L_k+1}^{\infty} iA^{k,i}_l(t),
\]
reflecting the increase in the workload due to the arrival of class-\( k \)-flows,
\[
J_k(t) := \sum_{j=1}^{M_k} j A^{k,j}_l(t) + \Omega \sum_{j=M_k+1}^{\infty} j A^{k,j}_l(t),
\]
with \( A^{k,i}_l(t) := \sum_{j=1}^{\infty} A^{k,j}_l(t), A^{k,j}_l(t) := \sum_{i=1}^{\infty} A^{k,j}_l(t) \), representing the increase in the aggregate residual lifetime due to the arrival of class-\( k \)-flows,
\[
D(t) := \left[ \frac{I(t)}{Z_k(t)} \right] I_{\sum_{i=1}^{l} I(i) > L_k(t)} + \theta_k(t) I_{\sum_{i=1}^{l} I(i) = L_k(t)} - \frac{I(t) - r(t)}{Z_k(t)} I_{\sum_{i=1}^{l} I(i) = L_k(t)}
\]
\[
- \theta_k(t) I_{\sum_{i=1}^{l} I(i) = L_k(t)}
\]
capturing the decrease in the workload due to the service of inactive flows, and
\[
E_k(t) := \sum_{j=1}^{M_k} q^{k,j}_l(t) + \Omega \sum_{j=M_k+1}^{\infty} Q^k_l(t)
\]
corresponding to the decrease in the aggregate residual lifetime due to the aging of active class-\( k \)-flows.

The conditional drift may then be written as:
\[
\mathbb{E}\{V(N(t + 1)) \mid V(N(t)) \mid N(t) = n\} = \sum_{k=1}^{K} \mathbb{E}\{I_k(t)\} + \delta \sum_{k=1}^{K} \mathbb{E}\{J_k(t)\}
\]
\[
- \delta \sum_{k=1}^{K} \mathbb{E}\{E_k(t) \mid N(t) = n\} - \mathbb{E}\{D(t) \mid N(t) = n\}.
\]
As the arrival process of new flows is the same in both settings, we conclude from Equation (3) that
\[
\mathbb{E}\{I_k(t)\} \leq \rho_k + 2\epsilon. 
\] (6)

Next we establish an upper bound for \(\mathbb{E}\{J_k(t)\}\).
\[
\mathbb{E}\{J_k(t)\} = \sum_{j=1}^{M_k} j\mathbb{E}\{A_{kj}(t)\} + \Omega \sum_{j=M_k+1}^{\infty} j\mathbb{E}\{A_{kj}(t)\}
= \alpha_k \left( \sum_{j=1}^{M_k} j\mathbb{P}\{D_k = j\} + \Omega \sum_{j=M_k+1}^{\infty} j(1-1/\Omega)\mathbb{P}\{D_k = j\} \right)
\leq 2\sigma_k. 
\] (7)

We proceed with a lower bound for \(\mathbb{E}\{E_k(t)\} | N(t) = n\).
\[
\mathbb{E}\{E_k(t)\} | N(t) = n \geq \alpha_k \sum_{j=1}^{M_k} q_j k^j + \Omega \sum_{j=M_k+1}^{\infty} q_j k^j. 
\] (8)

Thus \(\mathbb{E}\{E_k(t)\} | N(t) = n \geq \Omega\) whenever \(q_k := \sum_{j=M_k+1}^{\infty} q_j k^j \geq \Omega\) or \(s_k := \sum_{j=M_k+1}^{\infty} q_j k^j \geq 1\).

We turn to a lower bound for \(\mathbb{E}\{D(t) | N(t) = n\}\). Define
\[
\hat{C} = \{n \in \mathbb{N}^k : \sum_{k=1}^{K} n_k < N_{c,\eta} \text{ and } \sum_{k=1}^{K} s_k = 0\}. 
\]

Using similar arguments as in the previous proof, we then obtain
\[
\mathbb{E}\{D(t) | N(t) = n\} \geq 1 - \epsilon 
\] (9)

for any \(n \notin \hat{C}\).

Define the set
\[
\hat{\hat{C}} = \{n \in \mathbb{N}^k : \sum_{k=1}^{K} n_k \leq N_{c,\eta}, \sum_{k=1}^{K} s_k = 0 \text{ and } \sum_{k=1}^{K} q_k \leq \Omega \text{ and } \sum_{k=1}^{K} s_k' = 0\}. 
\]

Suppose \(n \notin \hat{\hat{C}}\). Then either \(\sum_{k=1}^{K} q_k > \Omega \text{ or } \sum_{k=1}^{K} s'_k \geq 1\) or \(n \notin C\).

If \(n \notin C\), then the conditional drift is bounded from above by
\[
\rho + 2K\epsilon + 2\delta \sigma - 1 + \epsilon = \rho + (2K + 3)\epsilon - 1 = -\epsilon. 
\]

If \(\sum_{k=1}^{K} q_k > \Omega \text{ or } \sum_{k=1}^{K} s'_k \geq 1\), then the conditional drift is bounded from above by
\[
\rho + 2K\epsilon + 2\delta \sigma - \delta \Omega = \rho + (2K + 3)\epsilon - 1 = -\epsilon. 
\]

Combining Equations (5)-(9),
\[
\mathbb{E}\{V(N(t+1)) - V(N(t)) | N(t) = n\} \leq -\epsilon, 
\]
for any \(n \notin \hat{\hat{C}}\). In addition, it is easily verified that \(\mathbb{E}\{V(N(t+1))|N(t) = m\} < \infty\) for any \(m \in \hat{\hat{C}}\).

Inspection of the Foster-Lyapunov drift criteria then shows that the set \(\hat{C}\) is visited infinitely often \([12]\). Since \(\hat{C}\) is finite, and the all-empty state is reachable from any state in \(\hat{C}\), if we additionally assume the scheduling strategy to be non-idling, it follows that the system must empty infinitely often. \(\square\)
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Figure 3. The number of bits in the system plotted against time for various parameters.

(a) $p = 0.25$, $R = 1, 2$ w.p. 1/2, $\alpha = 0.43$.

(b) $p = 0.05$, $R = 5, 10$ w.p. 1/2, $\alpha = 0.4$.

(c) $p = 0.25$, $R = 1, 4$ w.p. 9/10, 1/10, $\alpha = 0.65$.

(d) $p = 0.05$, $R = 5, 20$ w.p. 9/10, 1/10, $\alpha = 0.64$.

Figure 4. The number of bits in the system plotted against time for various parameters.

(a) $p = 0.25$, $q = 0.2$, $\alpha = 0.95$.

(b) $p = 0.05$, $q = 0.2$, $\alpha = 0.9$.

(c) $p = 0.25$, $q = 0.05$, $\alpha = 0.99$.

(d) $p = 0.05$, $q = 0.05$, $\alpha = 0.95$. 
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