Identification of Ultrasound Contrast Agent Dilution Systems for Ejection Fraction Measurements

Massimo Mischi, Student Member, IEEE, Annemieke H. M. Jansen, Antonius A. C. M. Kalker, Fellow, IEEE, and Hendrikus H. M. Korsten

Abstract—Left ventricular ejection fraction is an important cardiac-efficiency measure. Standard estimations are based on geometric analysis and modeling; they require time and experienced cardiologists. Alternative methods make use of indicator dilutions, but they are invasive due to the need for catheterization.

This study presents a new minimally invasive indicator dilution technique for ejection fraction quantification. It is based on a peripheral injection of an ultrasound contrast agent bolus. Left atrium and left ventricle acoustic intensities are recorded versus time by transthoracic echocardiography. The measured curves are corrected for attenuation distortion and processed by an adaptive Wiener deconvolution algorithm for the estimation of the left ventricle impulse response, which is interpolated by a monocompartment exponential model for the ejection fraction assessment. This technique measures forward ejection fraction, which excludes regurgitant volumes.

The feasibility of the method was tested on a group of 20 patients with left ventricular ejection fractions going from 10% to 70%. The results are promising and show a 0.93 correlation coefficient with echographic bi-plane ejection fraction measurements. A more extensive validation as well as an investigation on the method applicability for valve insufficiency and right ventricular ejection fraction quantification will be an object of future study.

I. INTRODUCTION

The measurement of left ventricle (LV) ejection fraction (EF) is a common clinical practice. Usually the techniques for EF measurements are based on magnetic resonance imaging (MRI), ultrasound imaging, or nuclear imaging (positron emission tomography and single photon emission computed tomography) [1]–[8]. The acquired images are analyzed by manual or automatic segmentation. Once the end-diastolic \( V_{cd} \) and the end-systolic \( V_{cs} \) volumes are estimated, the percent ejection fraction is defined as given in (1).

\[
EF\% = \frac{V_{cd} - V_{cs}}{V_{cd}} \cdot 100.
\]  
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A fast method for EF measurements, which is referred to as Teichholz technique [9], makes use of M-mode echocardiography and quantifies the EF based on the movement of the ventricular endocardium along one line [10]. More accurate estimates usually are derived from a LV bi-dimensional long-axis view, which provides information on a complete ventricular section [8], [11].

The use of a geometrical model is necessary to transform a bi-dimensional contour into a three-dimensional one (volume). A simple model assumes the ventricle to be represented by a stack of circles along the main axis (long axis) [5], [8]. If the information on a second ventricular section also is considered, the volume estimate can be derived from two perpendicular long axis planes (bi-plane method) [4], [5], [8]. This technique defines the ventricle as a stack of ellipses and adds one degree of freedom to the geometrical volume model. The result is an accurate interpolation of the ventricular endocardium [5]. However, none of these techniques, which are based on geometrical models, can detect abnormal shapes due to pathologic conditions (e.g., an aneurysm).

With MRI and advanced tri-dimensional ultrasound imaging, it is possible to measure the real contour for a series of short axes planes (normal to the long axis) [3], [6]. As tri-dimensional echocardiography is relatively new, MRI is well established and considered as the gold standard technique for EF and ventricular volume estimates [4], [11].

Unfortunately, geometric EF measurements are time consuming. The reliability of automatic border detection algorithms for echo images is sometimes very limited, and cardiologists prefer a manual delineation of the cardiac contours. As a consequence, the EF assessment procedure not only slows down the clinical practice dramatically but also requires the use of experienced cardiologists. Also MRI, despite the better image quality, requires a long procedure both for patient scanning and for data analysis, so that it does not suit emergency routines. Moreover, patients who are claustrophobic or have an implanted pacemaker cannot be scanned.

Geometric EF estimates do not consider blood volume transfers. Some patients present a significant insufficiency of the mitral valve. In this case, the geometric EF is the sum of two undistinguished terms: the forward EF (FEF), which is due to the blood volume that is ejected into the aorta, and the backward EF (BEF), which is due to the
blood volume that is ejected back into the left atrium (LA) due to mitral valve insufficiency. Only the FEF is a real indicator of the cardiac efficiency and is related to stroke volume and cardiac output.

The FEF assessment can be performed by use of indicator dilution techniques [12], [13]. A cold saline (thermodilution) or a dye (dye dilution) bolus is injected for the measurement [12], [13]. The injected indicator bolus is detected either in the LV or in the aorta out-track. The measurement is based on the detected indicator concentration and, therefore, is related to blood volume transfers. A mathematical interpretation of the measured indicator dilution curve (IDC, indicator concentration-versus-time curve) allows assessing the FEF [12].

A correct FEF estimation requires the bolus to be injected into the LV during diastole (Holt method [14]). In fact, the measurement must be performed in the LV (or aorta out-track) during contrast wash-out with no incoming contrast. Therefore, catheterization is needed, and the clinical application of the method is very limited due to the high invasiveness.

An invasiveness reduction is accomplished by use of radio-opaque contrast or radionuclides for X-rays or nuclear angiography. Videodensitometry of cine-loops can lead to FEF assessments [15], [16]. However, despite a noninvasive contrast detection, the contrast injection still needs cardiac catheterization (invasiveness issue), and the use of X-rays or radionuclides is not recommended in several situations.

The use of ultrasound contrast agents (UCA) opens new possibilities for minimally invasive indicator dilution measurements [17]–[27]. The UCA are microbubbles (diameter approximately from 1 to 10 µm [28], [29]) of gas stabilized by a shell of biocompatible material and are easily detectable by ultrasound investigation [30]–[33].

An UCA bolus is injected and detected by an ultrasound transducer in a specific site. In fact, due to its echogenicity, the diluted contrast produces an increase of backscattered acoustic intensity. The acoustic backscatter is related to the contrast concentration and can be used to generate IDCs. The UCA IDCs usually are interpreted by means of indicator dilution models, such as gamma variate, lognormal, compartmental, or random walk models, which are directly fitted to the curves [18], [19], [21], [34], [35].

In this study, UCA IDCs are not fitted and interpreted directly by a model. Instead, they are processed to characterize the dilution system between different IDC detection sites. In fact, the contrast dilution system between two contrast detection sites may be considered as a linear system and, therefore, characterized by its impulse response.

Unfortunately, even though the contrast dilution system is linear, the same is not true for the acoustic detection system. The measured acoustic intensity curve is distorted by nonlinearities that are introduced by both the ultrasound scanner and the contrast attenuation [26], [32], [36]. However, in the low contrast concentration range, the nonlinearities due to the ultrasound scanner signal processing are neglectable, and the attenuation effect can be modeled and compensated to generate a complete linear system [22], [33]. Once the complete system (UCA dilution and detection) is linear, the linear-system theory can be applied to obtain further information on the dilution process.

Outcome of the linear-system identification approach is a new method for the analysis of UCA dilution curves. A small dose of contrast is peripherally injected (typically in an arm vein) as a bolus and detected by a transthoracic ultrasound transducer. Acoustic intensity curves are measured by analysis of the B-mode output of the ultrasound scanner [37]. The scanner is set in power modulation mode in order to enhance the signal due to contrast acoustic backscatter [38]. The measured intensity curves are compensated for attenuation and transformed into real IDCs, which are linearly related to the contrast concentration.

Several IDCs are measured in different sites in the central circulation. A Wiener deconvolution technique is implemented to estimate the impulse response between the selected sites [39]–[42]. The choice for a least square error deconvolution algorithm is due to the small signal-to-noise ratio (SNR) of UCA acoustic intensity dilution curves. Specific models are then adopted to analyze the estimated impulse response.

In general, many clinical parameters can be assessed by estimation of impulse responses between different sites; however, in this study we focus on the FEF measurement. Two IDCs are measured in the LA and the LV. A Wiener deconvolution filter is applied to obtain the impulse response of the dilution system between LA and LV, i.e., the LV impulse response. The estimated impulse response corresponds to the LV IDC after a theoretical rapid injection of the contrast right into the LV. Therefore, the dilution system identification approach allows a minimally invasive FEF measurement without catheterization. Only a peripheral contrast bolus injection is needed.

The Wiener filter behavior is tested by specific simulation for different SNR and FEF. The FEF measurements then are validated in vivo. Twenty patients with EF going from 10% to 70% and no significant mitral insufficiency (EF ≃ FEF) were selected for the measurement. The EF was assessed by echographic bi-plane method applied to two- and four-chamber views with contrast opacification. The EF and FEF estimates were compared. The results show a 0.93 correlation coefficient between the two measurements.

II. Methodology

A. Ejection Fraction Measurement

The ejection fraction can be assessed by the measurement of the concentration of a diluted indicator [12], [24]. A ventricle can be modeled as a monocompartment system, whose volume changes as a periodic function of time. This can be represented by a cylinder-piston system as shown in Fig. 1. The system is filled with a fluid. Two
valves are used for the fluid input and output and are driven by pressure changes. During diastole, the volume increases, the output valve is closed, and the input valve is open for the ventricle filling. During systole, the volume decreases, the input valve is closed, and the output valve is open for the ejection of the ventricular fluid.

If a contrast bolus is rapidly injected within a diastolic phase and the mixing is perfect, the contrast concentration at the end-diastolic phase is given by $C_i$ and equals the injected indicator mass $M$ divided by $V_{ed}$. During the following systole, part of the contrast mass ($\Delta M$) in ejected out of the cylinder. The concentration $C_{i+1}$ at the subsequent end diastole is given in (2).

$$C_{i+1} = \frac{M - \Delta M}{V_{ed}} = C_i \cdot \left(1 - \frac{V_{ed} - V_{es}}{V_{ed}}\right). \quad (2)$$

Combining (1) and (2), the percent EF can be expressed in terms of $C_i$ and $C_{i+1}$ as given in (3).

$$EF\% = \left(1 - \frac{C_{i+1}}{C_i}\right) \cdot 100. \quad (3)$$

The EF estimate in (3) only considers the fluid that is ejected through the output valve (aortic valve in the LV). If the input valve is insufficient (i.e., it leaks), part of the contrast is ejected back through the input valve (mitral valve in the LV). However, this fraction of contrast comes again into the ventricle during the subsequent diastole and, therefore, does not contribute to $\Delta M$. As a consequence, the EF definition in (3) is better referred to as FEF.

Usually the SNR of measured IDCs is very low ($\text{SNR} = 20 \log(A_{\text{max}}/N) \approx 15 \text{ dB}$, where $A_{\text{max}}$ and $N$ are the IDC maximum amplitude and the noise amplitude respectively [18], [19]) and the definition of the right samples to estimate $C_i$ and $C_{i+1}$ is critical. A better approach is the use of an IDC model interpolation. The LV is well approximated by a simple monocompartment model, whose impulse response equals an exponential function (see Appendix). If $C_0$ is the concentration after a sudden indicator injection in the compartment at time $t = 0$, the IDC $C(t)$ is represented as given in (4), where $\tau$ is the time constant.

$$C(t) = C_0 \cdot e^{-t/\tau}. \quad (4)$$

The exponential function in (4) can be used to fit the IDC as measured from the model that is shown in Fig. 1. The ripple due to the pulsatile flow does not represent a problem because it is averaged over a large number of cycles. Once the exponential model is fitted to the IDC down-slope, the FEF is measured by (3) as given in (5), where $\Delta t$ is the cardiac period.

$$FEF = 1 - \frac{C_{i+1}}{C_i} = 1 - \frac{e^{-\Delta t/\tau}}{e^{-\tau}} = 1 - e^{-\Delta t/\tau}. \quad (5)$$

Eq. (5) is commonly used for IDC FEF measurements. However, it is valid only when the contrast bolus is rapidly injected into the ventricle within a diastolic phase, which is the reason why indicator dilution techniques for FEF measurements require catheterization and ventricular injection [12].

Eq. (4) represents the LV contrast concentration curve after the ventricle is suddenly filled with concentration $C_0$. Therefore, (4) also can be interpreted as the impulse response of the LV. In fact, assuming a perfect mixing in the LV, the rapid contrast injection can be represented by a concentration impulse (expressed as a time-space Dirac function) passing through the mitral valve. As a result, the consequent LV concentration that is given in (4) expresses the LV impulse response function.

When the input function is not an impulse, a derivation of the impulse response of the ventricle still is possible. In fact, if the input and output concentration curves of the LV system are known, a deconvolution technique can be applied to identify the system and estimate its impulse response (see Section II-C). With the assumption of LA perfect mixing, the LA IDC represents the LV input function. As a result, the measurement of the LA and LV IDCs is sufficient for the LV system identification. The estimated impulse response satisfies the assumptions of (3), and (5) can be applied without further restrictions.

The advantage of using a system identification approach for FEF measurements consists of a substantial reduction of the invasiveness level. Ventricular injection and catheterization can be avoided, and the LV impulse response, represented by (4), can be derived from the LA and LV IDCs after a peripheral contrast bolus injection.

### B. Ultrasound Contrast Agent Dilution Curves

The combined use of ultrasound and UCAs is a solution that allows the simultaneous measurement of several IDCs from different sites in the central circulation. In fact, several regions of interest (ROI) can be placed on any position in the B-mode output of an ultrasound scanner for acoustic intensity quantification.

After a peripheral intravenous injection of a small bolus of contrast, a trans-thoracic ultrasound transducer is positioned and fixed to show a four-chamber view (see Fig. 2). Therefore, the contrast can be detected for acoustic intensity curve measurements in both atria and ventricles. The acoustic intensity is determined as the average intensity in
the defined ROI. After the LA and LV acoustic intensity curves are measured (see Fig. 2 and Fig. 3), a deconvolution technique could estimate the impulse response of the system between the two sites (LV dilution system identification). However, a strict requirement is the linearity of the system. Although the contrast dilution system is linear, the relation between measured acoustic intensity and real contrast concentration is distorted by several nonlinearities.

In order to ensure a linear relation between contrast concentration and acoustic backscatter, the injected dose of contrast is very small (0.5 mg of SonoVue®, Bracco, Milan, Italy) [19]. In fact, the integrated acoustic backscatter is linearly related to contrast concentration in the low-concentration range [22], [32], [33], [36]. However, also according to experimental measurements, an attenuation effect is recognizable between LV and LA intensity curves [22], [32], [33], [36]. While the LV ROI is near the transducer, the LA ROI is beyond the LV and is detected by ultrasonic waves that pass twice through the contrast-filled LV (see Fig. 2). Consequently, as shown in Fig. 3, the LA acoustic backscatter is attenuated, and the LA intensity curve is lower than the LV curve.

The attenuation effect on the LV acoustic intensity curve is approximately constant (invariant with time), as it is mainly due to the tissue between the transthoracic transducer and the LV apex. Such an effect does not influence the linearity of the relation between contrast concentration and acoustic intensity. Nonlinearities are introduced by the attenuation between LV and LA ROI. As a consequence, the attenuation of the LV acoustic intensity is neglected, and the attenuation effect on the LA intensity curve can be compensated by exploiting the information derived from the LV acoustic intensity curve.

The acoustic intensity decay between LV and LA due to attenuation is described by an exponential relation as given in (6) [43], where \( \hat{I}_{LA} \) and \( I_{LA} \) represent the LA acoustic intensity with and without attenuation, \( a_t \) is the total attenuation coefficient, and \( r \) is the distance between the LA and LV ROI:

\[
\hat{I}_{LA} = I_{LA} \cdot e^{-2a_tr}.
\]

The attenuation coefficient \( a_t \) is the sum of two terms \( a_t = a_1 + a_2 \): the stationary attenuation coefficient \( a_1 \) due to physiological structures (tissue and blood) and the nonstationary attenuation coefficient \( a_2 \) due to diluted contrast. The standard value for \( a_1 \), which is used to estimate derated pressure values in tissue, is equal to 0.3 dB/cmMHz [44]. For small contrast concentrations, the attenuation coefficient is linearly related to the contrast concentration [26], [32], [36]. Therefore, the attenuation coefficient \( a_2 \) is linearly related to the contrast concentration in the LV \( C_{LV} \) (\( a_2 = k_1C_{LV} \)). Due to the constant attenuation of the LV acoustic intensity \( I_{LV} \), the relation between \( C_{LV} \) and \( I_{LV} \) is linear (\( C_{LV} = k_2I_{LV} \)), and \( a_2 \) can be represented as a linear function of \( I_{LV} \). With \( k = 2k_1k_2r \), (6) is given as in (7).

\[
\hat{I}_{LA}(t) = I_{LA}(t) \cdot e^{-(2a_1r + kI_{LV}(t))}.
\]
nonattenuated intensities $I_{LA}$ and $I_{LV}$. In order to estimate $I_{LA}$, two conditions have to be added. The first condition concerns the ratio $b$ between the peak concentration in the LV and LA. This condition also can be expressed as $I_{LV_{max}} = bI_{LA_{max}}$, where $I_{LA_{max}}$ and $I_{LV_{max}}$ represent the maxima of the LA and LV intensity curves without attenuation. The second condition is derived from the assumption of neglectable attenuation of the LV acoustic intensity and is expressed as $I_{LV} = I_{LA}$. Combining these two conditions with (7), $I_{LA}$ is derived from the measured (attenuated) intensities $\hat{I}_{LA}$ and $\hat{I}_{LV}$ as given in (8):

$$I_{LA}(t) = \hat{I}_{LA}(t)e^{-2ar} \cdot \left(\frac{\hat{I}_{LV}(t)}{b\hat{I}_{LA_{max}}}\right)^{\frac{t}{\hat{I}_{LV_{max}}}}. \tag{8}$$

The distance $r$ usually is fixed to 5 cm, and the ultrasound frequency is 1.9 MHz. As a result, $a_1r = 0.328$. The ratio between peak concentrations in the LV and LA is difficult to determine. However, the final FEF measurements show difficult results when an equal peak concentration is considered. Therefore, the peak concentration ratio $b$ is fixed to 1. Further research will include a specific experimentation for an accurate assessment of the concentration ratio $b$ and its dependency on physiological parameters.

Eq. (8) expresses the LA acoustic intensity curve without attenuation $I_{LA}$ as a function of attenuated measurements; therefore, it allows compensating for the attenuation effect on the measured LA intensity curve $\hat{I}_{LA}$. After compensation, both the LA and LV intensity curves are linearly related to the contrast concentration; therefore, they are referred to as IDCs. The resulting IDCs are ready to be processed for the LV impulse response estimation.

C. LV Impulse Response Estimation

The fluid-dynamic dilution system between contrast injection and detection is a linear system. In fact, if two boluses of mass equal to $\alpha M$ and $\beta M$ are injected ($\alpha, \beta \in \mathbb{R}$), the detected IDC, as from all the IDC models [18], [19], [21], [34], [35], equals $\alpha C(t) + \beta C(t)$. Therefore, once the LA and LV ultrasound intensity curves are transformed into IDCs by compensating for all the nonlinear effects, they can be used as inputs of a deconvolution algorithm for the estimation of the LV dilution-system impulse response [39].

In general, if $f(t)$ and $g(t)$ are the input and output functions of a linear system (e.g., the LA and LV IDCs for the LV system), $g(t)$ is the result of a convolution operation between the input $f(t)$ and the system impulse response $h(t)$ ($g(t) = h(t) * f(t)$). The impulse response $h(t)$ characterizes the linear system. In fact, if $f(t)$ is an impulse (Dirac function), $h(t) = g(t)$. However, when $f(t)$ is not an impulse, $h(t)$ still can be recovered from $f(t)$ and $g(t)$ by a deconvolution operation.

The UCA IDC measurements are influenced by several noise sources, such as bad mixing of the contrast, acoustic reverberation, backscatter oscillations due to pressure variations, bubble disruption due to ultrasound pressure, patient movement and blood-acceleration artifacts, and contrast recirculation, resulting in very noisy IDCs. Due to the small SNR, direct deconvolution techniques based on either matrix inversion in time domain or spectrum inversion in frequency domain fail [39]. In fact, although these direct deconvolution techniques are rather simple, difficulties arise as soon as the SNR decreases.

The signal to be deconvoluted, i.e., the LV IDC, is given as $G(\omega) = F(\omega)H(\omega) + N(\omega)$, where $F(\omega)$ is the LA IDC, $H(\omega)$ is the LV impulse response, and $N(\omega)$ is the noise frequency spectrum. The result of a direct deconvolution in frequency domain, i.e., the input response estimate $\hat{H}(\omega)$, is given as in (9).

$$\hat{H}(\omega) = \frac{G(\omega)}{F(\omega)} = \frac{H(\omega) + N(\omega)}{F(\omega)}. \tag{9}$$

The division of the noise spectrum $N(\omega)$ by $F(\omega)$ generates a high-frequency noise amplification because the noise band usually is larger than the signal $F(\omega)$ band. Especially for IDC applications, $F(\omega)$ contains only low-frequency components and $N(\omega)$ is a broad-band noise. As a consequence, the high-pass filter $F^{-1}(\omega)$ works as a noise amplifier, and the deconvolution operation becomes very unstable.

A possible solution is the use of a least square technique, such as a Wiener deconvolution filtering [39]–[42], [45]. It is a least square estimation of the optimum deconvolution filter $w(t)$. This method aims to minimize the $L^2$ distance $d(g(t) * w(t), h(t))$, which is defined as $d(w) = \int (f(t) * w(t) - h(t))^2 dt$.

The minimum distance is given by the zero crossing of the derivative of $d$ with respect to $w$. It is solution of the equation $d'(w) = 0$, which can be expressed as given in (10), where $R_{hh}$ and $R_{gg}$ represent the correlation between $h(t)$ and $g(t)$ and the autocorrelation of $g(t)$, respectively.

$$R_{hg}(t) = w(t) * R_{gg}(t). \tag{10}$$

Eq. (10) is referred to as normal Wiener-Hopf equation. For uncorrelated noise, $R_{hg}(t) = R_{hh}(t) + R_{hh}(t) * f(-t) = R_{hh}(t) * f(-t)$ and $R_{gg}(t) = 2R_{hn}(t) * f(-t) + R_{ff}(t) * R_{hh}(t) + R_{nn}(t) = R_{ff}(t) * R_{hh}(t) + R_{nn}(t)$. Therefore, in frequency domain, $W(\omega)$ is given as in (11), where $S_{ff}(\omega)$, $S_{hh}(\omega)$, and $S_{nn}(\omega)$ are the LA IDC input function, the LV impulse response, and the noise power spectrum respectively.

$$W(\omega) = \frac{F^*(\omega)}{S_{ff}(\omega) + \frac{S_{nn}(\omega)}{S_{hh}(\omega)}}. \tag{11}$$

Eq. (11) corresponds to a direct deconvolution filter in frequency domain except for the term $S_{nn}(\omega)/S_{hh}(\omega)$, which corresponds to the SNR spectrum. It represents the typical design of a Wiener deconvolution filter, whose bi-dimensional version was already applied to B-mode echography in order to compensate for the point spread func-
tion and increase the scanner resolution [46]–[48]. However, such an application required the estimate of both the impulse response function \( h(t) \) and the input function \( f(t) \), which represented the ultrasound pulse, resulting in a blind deconvolution. The increased complexity of the problem was solved by using a homomorphic deconvolution approach, i.e., mapping the space domain into the complex logarithmic Fourier domain (referred to as cepstrum) [49], [50]. In the presented application the input function \( f(t) \) is measured, and the standard Wiener deconvolution filter is adopted.

The LV impulse response power spectrum \( S_{hh}(\omega) \) can be derived from the exponential model in (3) and expressed as \( C_0^2 \tau^2/(1 + \tau^2 \omega^2) \). Due to the broad-band characteristic, the noise power spectrum \( S_{nn}(\omega) \) can be approximated by a constant \( N^2 \) (white noise) [18]. As a result, (11) can be expressed as given in (12):

\[
W(\omega) = \frac{F^*(\omega)}{S_{ff}(\omega) + (N^2/C_0^2 \tau^2)(1 + \tau^2 \omega^2)} \quad .
\]

An adaptive version of the filter is realized as shown in Fig. 4 [51]. An iterative process minimizes the \( L^2 \) distance \( d(g(t), f(t) * \hat{h}(t)) \) by changing the parameters \( \tau \) and \( N^2 C_0^2 \) of the Wiener filter in (12). Because the designed Wiener filter is implemented in Matlab\textsuperscript{®} (The MathWorks, Natick, MA), the adopted minimization algorithm is the Nelder-Mead Simplex Method that is available in the Matlab\textsuperscript{®} optimization toolbox [52].

Especially for low SNR, the algorithm shows long convergence time. Therefore, a suboptimal design of the Wiener filter is considered. The SNR is assumed to be constant [41], [47], so that iterations only involve the optimization of one parameter. In addition, a finite impulse response (FIR) low-pass prefilter made of 5 taps (about 1/4 of the cardiac cycle for sampling frequency equal to 20 Hz) is applied to both \( g(t) \) and \( f(t) \) in order to reduce the high-frequency noise components before deconvolution. Several prefilters have been tested; however, larger prefilters do not lead to further improvements.

The adaptive Wiener filter is applied to the measured LV IDC to estimate the LV impulse response, which is fitted by the exponential monocompartment model as shown in Fig. 5 and interpreted by (5) for the FEF estimate. In fact, the LV impulse response that is estimated after the attenuation compensation in (7) and the deconvolution filter in Fig. 4 fulfills the requirements for the application of (5). The exponential model is fitted to the impulse response down-slope by a multivariate linear regression in the logarithmic domain. It is fitted between 80% and 10% of the impulse response peak amplitude (see Fig. 5).

The final design of the deconvolution filter was tested by specific simulations. Classic \( L^2 \) SNR definitions would depend on signal length, since the SNR is non-stationary. Therefore, the SNR was defined as \( 20 \log(A_{\text{max}}/N) \), where \( A_{\text{max}} \) is the peak amplitude of the signal (IDC) and \( N \) is the noise amplitude. The input IDC \( f(t) \) was generated according to the local density random walk (LDRW) model, which was introduced by Sheppard and Savage in 1951 [53]. The model is solution of the diffusion equation [35] and shows the best least square estimation of the IDC [18], [54]–[58]. White noise was added for SNR equal to 10 dB, 15 dB, 20 dB, and \( \infty \). No measured IDC shows an SNR smaller than 15 dB (see Fig. 6). The \( f(t) \) was then convoluted with a monocompartment impulse response (exponential decay \( h(t) \)) to obtain the output IDC \( g(t) \). White noise was also added to \( g(t) \), and the same SNRs as for \( f(t) \) were generated.

The monocompartment impulse response was varied in order to generate FEFs going from 10% to 80%, which cover the real application range. Figs. 7 and 8 show the simulation results in terms of average values and standard deviations over 1000 different noise sequences for each SNR and FEF.

The algorithm shows robustness even in the case of very low SNR. The correlation coefficients are 0.9964, 0.9993, 0.9999, and 1 for SNR going from 10 dB to \( \infty \). However, when the FEF increases, an average underestimation is recognizable for low SNR.
D. Validation Setup

The use of the Wiener deconvolution approach to estimate impulse-response functions of UCA dilution systems was preliminary tested in vitro. The setup described in [19] was adopted. Two IDCs were measured at the inflow and outflow of a predetermined volume, and the dilution impulse response was estimated. The estimated impulse response then was fitted by the LDRW model for the volume assessment. The results showed a determination coefficient of the volume measurements equal to 0.99 and a standard deviation smaller than 3.1% for flow ranging from 1 to 5 L/minute [59].

These results proved the accuracy and feasibility of the impulse-response Wiener estimation, and the system then was tested for the FEF assessment in patients, which is the main objective of this paper. A 10 ml bolus of SonoVue® contrast agent diluted 1:100 into saline (0.9% NaCl) was injected intravenously and detected in B-mode by an ultrasound scanner Sonos 5500 (Philips Medical Systems, Andover, MA). A transthoracic S3 probe was positioned to show a four-chamber view. Software Q-Lab® (Philips Medical Systems) for acoustic quantification was used to measure the acoustic intensity curves. Two ROI were placed on the LA and LV for the acoustic intensity curve measurements.

The scanner was set in power modulation mode in order to enhance the signal backscattered by the contrast. Series of three adjacent ultrasound pulses of four cycles at 1.9 MHz were transmitted. The amplitude of the central pulse is twice that of the side pulses. The receiver sums the reflections of the side pulses and subtracts the reflection of the central pulse. This technique, which is a specific implementation of the power modulation mode, allows detecting the nonlinear response of bubbles while cancelling the linear response of tissue. The result is an increased sensitivity of the scanner to the contrast bubbles diluted in both the LA and the LV. A low mechanical index (i.e., the ratio between peak rarefractional pressure expressed in megapascal and square root of the central frequency of the ultrasound pulse expressed in megahertz) equal to 0.1 allowed minimizing bubble destruction. For low contrast concentrations, this harmonic imaging setting shows a very high correlation coefficient between contrast concentration and backscattered acoustic power [19].

The contrast agent SonoVue® is composed of microbubbles enclosed in a monolayer phospholipid shell. The inner gas is SF$_6$ (sulphur hexafluoride). It is a large molecule that does not diffuse easily through the shell, resulting in a high stability of the bubbles. The bubble diameter is distributed from 0.7 µm to 10 µm with a mean value equal to 2.5 µm [28], [60].

The measured acoustic intensity curves were transformed into IDCs by attenuation compensation and analyzed off-line for the FEF assessment. The analysis was implemented on a computer using both LabView® (National Instruments, Austin, TX) and Matlab® (The MathWorks, Natick, MA) software.

---

Fig. 6. Example of simulated IDCs for SNR = 15 dB.

Fig. 7. Simulation results. EF average estimates for different SNR and EF over 1000 different noise sequences.

Fig. 8. Simulation results. Standard deviation (SD) for different SNR and EF over 1000 different noise sequences.
Fig. 9. FEF measurements without use of deconvolution. The FEF is directly measured from the LV IDC exponential fit. The results show an evident underestimation with respect to EF echocardiographic bi-plane estimates.

A group of 20 patients with EF going from 10% to 70% and no significant mitral insufficiency ($EF \approx FEF$) was selected (this study was approved by the Ethics Committee of the Catharina Hospital, Eindhoven, The Netherlands). The FEF estimates were compared to EF measurements obtained by echographic bi-plane method on two- and four-chamber views with contrast opacification. The average over three EF measurements was considered as the reference value to validate the FEF estimates.

III. Results

The results of a preliminary study on 20 patients are presented. The FEF estimates are compared to the echographic bi-plane method with contrast opacification. Fig. 9 shows the FEF estimates using the exponential fit of the measured LV IDC without deconvolution. As expected, there is a large FEF underestimation. In fact, the contrast bolus is injected in an arm vein, and the hypothesis of fast injection in the LV for the application of (5) is not fulfilled.

Instead, the use of the proposed deconvolution approach results in a correlation coefficient equal to 0.93 between the ejection fraction estimates made by the proposed method and the echographic bi-plane method. Fig. 10 shows the Bland-Altman plot for the two compared techniques [61]. The bias equals 1.6% and the standard deviation (SD) equals 8%. Taking into account that comparisons of different EF measurement techniques always show significant standard deviations (usually larger than 15% [4], [11]), these preliminary results are promising and prove the feasibility of the method. The FEF estimates are shown in Fig. 11 together with the bi-plane EF estimates.

IV. Conclusions

The LV EF is an important parameter for the assessment of the cardiac condition and efficiency. Accurate EF measurements require experienced cardiologists and time-consuming geometric imaging techniques. In clinical practice, bi-dimensional imaging methods are widely used. Because they make use of geometrical models, anatomical abnormalities (for instance an aneurysm) are not detected and taken into account for the EF estimation. Moreover, such geometric methods can assess only the total EF, without distinction between forward and backward EF, which is caused by mitral insufficiency.

The indicator dilution method is an alternative solution, which can be used for FEF measurements. However, both contrast injection and detection must be performed in the LV, resulting in very invasive techniques.

A new minimally invasive technique based on UCA dilution is presented. A small bolus of UCA is injected in a peripheral vein and detected in the LA and LV by a transthoracic ultrasound transducer. The detected acoustic intensity is processed in order to obtain the LA and LV IDCs. A deconvolution algorithm is implemented in order to estimate the impulse response of the LV. The resulting curve is analyzed for the LV FEF assessment.

The method was tested and optimized by specific simulations for different noise levels. Eventually, the feasibility of the measurement was tested in vivo. The EF was mea-
sured on a group of 20 patients both by the proposed dilution method and the echographic bi-plane method. This preliminary validation proves the feasibility of the dilution method and encourages further evaluations and optimization for in-vivo applications. The peak-concentration ratio between LV and LA will be determined by specific experimentation. Future research plans also include the comparison of the dilution method with MRI EF measurements, which may be considered as the gold standard.

Apart from the LV FEF measurement, this technique also opens new possibilities for the assessment of regurgitant EF, which is caused by mitral insufficiency. In fact, the difference between EF and FEF is due to blood regurgitation and could be quantified by comparing dilution and geometric estimates.

Other immediate applications could involve right ventricle FEF measurements. The right ventricle EF cannot be measured by geometric imaging techniques as the shape is difficult to model. The proposed method could allow measuring the right ventricle FEF and provide cardiologists with a new valuable diagnostic parameter. Further applications, involving for instance the measurement of intrathoracic blood volumes, also are being investigated.

Appendix A

Eq. (4) is the impulse response of a monocompartment model. A chamber of volume $V$ with only one input and one output represents the compartment. A fluid flows through the chamber. If the chamber is not elastic and the fluid incompressible, the input and output flow $Q$ are equal. If an indicator mass $M$ is diluted in the chamber with concentration $C$, for the mass conservation principle it follows that $dM = dCV = VdC + Cdv = 0$, i.e., the change of indicator mass in the chamber $VdC(t)$ equals the indicator mass $C(t)dv$ that leaves the chamber. Therefore, because $C(t)dv = C(t)Qdt$, the system can be described by a differential equation as given in (13):

$$VdC(t) = -C(t)Qdt. \tag{13}$$

Eq. (4) is the solution of (13) for initial concentration $C(0) = C_0$ and time constant $\tau = V/Q$.
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