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PREFACE

The present thesis deals with applications of the Wigner distribution to harmonic analysis of (generalized) stochastic processes. The Wigner distribution was introduced in the thirties by E.P. Wigner in his paper [Wi], On the quantum correction for thermodynamic equilibrium, Phys. Rev. 40 (1932), 749-759, as a new concept in quantum mechanics (we refer to [GrS] for an exposition of the role of the Wigner distribution in quantum mechanics; cf. also [Si], section 26 and 27.26. 2,3,4 and 5).

In the past 30 years the Wigner distribution has received further attention as a useful tool in several branches of applied mathematics and engineering, such as radar analysis, Fourier optics and geometrical optics (cf. [Ba], [Ar], [P], [PH], [R], [Wo], [St], [Su]). In some of these branches the Wigner distribution appears in a somewhat different form, and is called the ambiguity function.

In 1948 J. Ville ([V]: Théorie et application de la notion de signal analytique, Câbles et Transmission 2 (1948), 61-74) proposed the Wigner distribution as a tool for harmonic analysis of signals. The theory of harmonic analysis (as created in the thirties by Wiener and others) is satisfactory for signals with certain stationarity properties. This excludes signals like those which are limited in time, such as pieces of music.

Signals of the latter kind need something like a local spectrum which depends on observation time.

Let us go into some more detail. Let \( f: \mathbb{R} \rightarrow \mathbb{C} \) be measurable, and assume that \( f \) belongs to the Wiener class (cf. section 4.1 of this thesis), i.e.

\[
\lim_{T \to \infty} \frac{1}{T} \int_{-T}^{T} f(x) \overline{f(x)} \, dx =: \varphi(t)
\]

exists for every \( t \in \mathbb{R} \). The spectral density function \( \varphi \) can be defined roughly as the Fourier transform of \( \varphi \). It may be shown that

\[
\varphi(\lambda) = \lim_{T \to \infty} \frac{1}{T} \left| \int_{-T}^{T} f(x) e^{-2\pi i \lambda x} \, dx \right|^2
\]
(the right hand side is to be interpreted as a limit in distributional sense sense). E.g., if \( f(x) = \sum_{n=1}^{N} \alpha_n \exp(i \lambda_n x) \) (\( \lambda \in \mathbb{R} \)) is a trigonometric polynomial, then it turns to be the measure on \( \mathbb{R} \) concentrated in the points \( \lambda_1, \ldots, \lambda_N \) with masses \( |\alpha_1|^2, \ldots, |\alpha_N|^2 \) (we have assumed \( \lambda_n \neq \lambda_m \) for \( n \neq m \)).

The above analysis does not apply to functions \( f \) for which the limits in (1) do not exist. Even in case they do exist (e.g., if \( f \) is limited in time, whence \( g \) is identically equal to zero) the formulas (1) and (2) may fail to give a useful description. A further objection concerns the fact that the spectral density function does not contain a time variable, and this certainly does not agree with the idea one has of the spectral density function when the signal \( f \) represents a piece of music.

In 1970 W.D. Mark published a paper ([Ma]): Spectral analysis of the convolution and filtering of non-stationary processes, J. Sound Vib. (1970) 11 (1), 19-33 in which a modification of the theory of harmonic analysis was proposed so as to be able to handle more general signals as well. In this paper expressions like

\[
(3) \quad \int_{-\infty}^{\infty} w(\eta - \xi) f(\xi) e^{-2\pi i \eta \xi} d\xi = S_w(\eta, \lambda)
\]

(with \( \eta \in \mathbb{R}, \lambda \in \mathbb{R} \)) occur. Here \( f \) is the signal to be analyzed, and \( w \) is a weight function with \( \int_{-\infty}^{\infty} |w(\xi)|^2 d\xi = 1 \). The function \( S_w \) was called by Mark the physical spectrum of \( f \). Note that this physical spectrum contains both a frequency variable \( \lambda \) and a time variable \( \eta \).

It was pointed out by M.S. Priestley (cf. [Prl]): Some notes on the physical interpretation of spectra of non-stationary stochastic processes, J. Sound Vib. (1971) 17 (1), 51-54 that the term "physical spectrum" for \( S_w \) is not quite correct, as \( S_w \) heavily depends on the choice of the weight function \( w \). It is more proper to say that \( S_w \) is a "candidate" for the physical spectrum of \( f \). E.g., if \( f \) belongs to the Wiener class, it seems to be adequate to take a \( w \) that averages over a long range of the real line (cf. (2)).

We sketch an alternative way leading to expressions like (3). Let \( g \) be a weight function of two variables, and put
\[ (4) \quad \int \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g(x, \omega) e^{-2\pi i \omega \xi} f(x + \eta + \xi) \overline{f(x + \eta - \xi)} \, d\omega \, d\xi = : q(\eta, \xi). \]

If \( f \) belongs to the Wiener class, and \( g \) is the characteristic function of the set \([-\pi, \pi] \times [-1, 1]\), then we get something like (1) if \( \pi \) tends to infinity. Hence (1) can be regarded as a limit case of (4).

There are two differences between (1) and (4). Firstly, (4) involves a time-frequency average, whereas in (1) only time averages occur. Secondly, the time variable \( \eta \) occurs explicitly in (4).

Performing Fourier transformation in (4) with respect to \( \xi \) we obtain (by a formal appeal to Fubini's theorem)

\[ g'(\eta, \lambda) := \int_{-\infty}^{\infty} e^{-2\pi i \lambda \xi} g(\eta, \xi) \, d\xi = \]

\[ = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g(x, \omega) \left( \int_{-\infty}^{\infty} e^{-2\pi i \xi (\lambda + \omega)} f(x + \eta + \xi) \overline{f(x + \eta - \xi)} \, d\omega \right) \, d\xi. \]

The expression between \( \{ \} \) is called (apart from a simple transformation of variables) the Wigner distribution of \( f \) at the point \( (x + \eta, \lambda + \omega) \) in time-frequency plane. Although the Wigner distribution of \( f \) may assume negative values, the function \( S'_g \) is non-negative for a fairly large class of weight functions \( g \). It is, however, in general not possible to concentrate \( g \) in arbitrarily small areas without destroying non-negativity of \( S'_g \). We refer to [Ma], [Bi] and [PH] where this fact is related to Heisenberg's uncertainty principle.

The \( S'_w \) 's of (5) are closely related to the \( S'_q \) 's of (3). If \( w \) is a weight function as in (3), then it may be shown that \( S'_w = S'_q \), where \( q \) equals (apart from a transformation of variables) the Wigner distribution of \( w \) (cf. 2.5 of appendix 2 of this thesis and [Ma], (32)). In particular, \( S'_q \) is non-negative.

The above discussion about (local) spectra applies in a more general setting, viz. in the case of signals with a random character (noise process). This motivates us to study (generalised) stochastic processes with or
without stationarity properties (examples of non-stationary processes in
electrical engineering are the Barkhanson effect and \( \frac{1}{T} \) - noise). Now we
have to consider averaged Wigner distributions (averaged over the collection
of random signals), and this involves integrals like
\[
\int_{-\infty}^{\infty} e^{-2\pi i \xi (\lambda + \omega)} R(\xi + n + \xi', \xi + n - \xi') d\xi.
\]

Here \( R \) is a positive definite function (autocorrelation function) of two
variables (compare (6) and the expression in (5) between \( (\) ). The integral
in (6) is the averaged Wigner distribution of the process at the point
\((x + n, \lambda + \omega)\) in time-frequency plane (also cf. [Ma], (82)).

A further application of averaged Wigner distributions concerns (second
order) simulation of noise processes. To explain this, let there be given
some stochastic process with finite second order moments. The problem is
to construct an "elementary" process that agrees as much as possible with
the given process as far as second order moments are concerned (the first
order moments are usually assumed to be zero). For the elementary processes
we have shot noise processes, i.e. processes of the form \( \sum_n p_n g(a_n - \lambda) \),
and "random Fourier series" processes, i.e. processes of the form
\[
\int_{-\infty}^{\infty} p_n e^{-2\pi i b_n x} g(x) \text{, or a generalized version of both types, viz. processes}
\]
of the form \( \sum_n p_n e^{-2\pi i b_n x} g(a_n - x) \) which we call "noise shower" processes.

Here \( p_n, a_n, \text{ and } b_n \text{ are random variables, and } g \text{ is a fixed function}
generalized or not). The first two kinds of processes are suited for
simulation of processes with a stationary character, but the third one
allows to handle non-stationary processes as well. The Wigner distribution
of the process to be simulated indicates how to distribute the parameters
\( a_n \text{ and } b_n \) of the noise quanta over the time-frequency plane.

By now it will be clear that Fourier theory is essential for our
investigations. As we want to study not just stochastic processes, but
generalized stochastic processes (like white noise and the processes
mentioned in the previous paragraph) we have to start from a theory of
generalized functions adapted to the needs of Fourier analysis. Such a
theory can be built on the test function space \( S \) to which appendix I is
devoted; we note that the Fourier transform is a continuous linear bijection
of \( S \). Although there is a large amount of literature on generalized
stochastic processes (we refer in particular to the recent book of Schwartz [8]), it seems that the test function space $S$ with its facilities for harmonic analysis has hardly been studied in this respect. It is to be noted that important theorems about cylindrical measures on the dual space $S'$ (space of generalized functions), such as Mihlos' theorem, Bochner's theorem and theorems on regularity, still hold (certain cylindrical measures on $S'$ can be identified with our generalized stochastic processes).

This is due to the fact that $S$ can be endowed with a nuclear topology.

The fact that our space of generalized functions is suited for Fourier analysis has a further consequence. It is possible to develop a satisfactory theory of convolution operators of $S$ and $S'$ (cf. [J3] and appendix 2). This convolution theory turns out to be convenient, particularly for stationary and ergodic processes.

The space $S$ is a good starting point for a theory of generalized stochastic processes, but not in every respect. For our present aims it is certainly quite satisfactory, but difficulties arise with local behaviour of generalized functions and processes. This is connected with the fact that $S$ does not contain functions of compact support.

We shall now give a survey of this thesis. In chapter 1 we give a number of (more or less) equivalent definitions of the notion of generalized stochastic process, and we prove a version of Mihlos' theorem (on the $\sigma$-additivity of cylindrical measures). Furthermore we consider strict sense stationary and ergodic generalized stochastic processes, and we also pay attention to Gaussian processes. Finally, chapter 1 contains a section about the embedding of "ordinary" processes defined on $\mathbb{R}$.

Chapter 2 is devoted to the first and second order moments of generalized stochastic processes, and the notions of expectation function, auto-correlation function and Wigner distribution of these processes are introduced. We pay attention to (second order) time stationarity and frequency stationarity, and we indicate a relation between processes with independent values and frequency stationary processes. Moreover, we define spectral density function and measure of time stationary processes, and we consider random measures in their connection with time stationary processes.

In chapter 3 convolution theory (cf. [J3]) is applied to both stationary and non-stationary processes. We prove a theorem on the representation of time stationary processes as filtered white noise processes, and we also
prove an ergodic theorem. We further consider shot noise processes, "random Fourier series" processes and "noise shower" processes. This gives rise to simulation theorems.

In chapter 4 the Wigner theory of generalized harmonic analysis (spectral analysis) is generalized in two respects. Firstly generalized functions are admitted, and secondly a generalization is obtained by considering Wigner distributions of functions instead of their spectral density functions (the Wigner distribution of a function always makes sense, but the spectral density function may not exist). Some applications to (generalized) stochastic processes are given.

This thesis contains 4 appendices. The first one lists all we need concerning the spaces $S$ and $S'$. E.g., it contains a survey of the theory of generalized functions as presented in [31], information about the topological structure of $S$ and $S'$, as well as theorems on continuous linear transformations in these spaces. Furthermore we provide $S'$ with a $\sigma$-algebra (the $\sigma$-algebra generated by all open sets in $S'$) that has among its members the embeddings of the $L_p(\mathbb{R})$-spaces. (the embeddings) of the classes of embeddable continuous and measurable functions and the (generalized) Wiener class.

The second appendix gives a survey of the main notions and theorems of [32] on convolution theory in $S$ and $S'$.

The third appendix contains information about the Wigner distribution for smooth and generalized functions, and about time-frequency convolution operators.

The fourth appendix contains a theorem on translation invariance of generalized functions and a theorem on generalized functions of positive type.

**Notation.** We use Church's lambda calculus notation, but instead of his $\lambda$ we have $\bar{\lambda}$, as suggested by Procedural: if $S$ is a set, then putting $\bar{\lambda} \ x_{|S}$ in front of an expression (usually containing $x$) means to indicate the function with domain $S$ and with the function values given by the expression. We write $\bar{\lambda} \ x$ instead of $\bar{\lambda} \ x_{|S}$ if it is clear from the context which set $S$ is meant.

We further have the usual notations for the set theoretical operations (we have the symbol $\oplus$ for the symmetric difference, and, if $f$ is a mapping from a set $A$ into a set $B$, then $f^{-1}(C)$ denotes the set $\{a \in A \mid f(a) \in C\}$.
for any subset \( C \) of \( \mathbb{N} \).

The sets of all real numbers and complex numbers are denoted by \( \mathbb{R} \) and \( \mathbb{C} \) respectively. The set of all integers, all positive integers, all non-negative integers, all rationals are denoted by \( \mathbb{Z} \), \( \mathbb{N} \), \( \mathbb{N}_0 \), and \( \mathbb{Q} \) respectively.

Let \((\Omega, A, \mu)\) be a \( \sigma \)-finite measure space (\( \Omega \) is a non-empty set, \( A \) is a \( \sigma \)-algebra of subsets of \( \Omega \), \( \mu \) is a \( \sigma \)-finite positive measure on \( A \)). We shall in general not assume \( \Lambda \) to be completed with respect to \( \mu \). Let \( 1 \leq p \leq \infty \). We denote by \( L^p(\Omega) \) the collection of all mappings \( f: \Omega \to \mathbb{C} \) such that \( f \) is measurable over \( \Omega \) and \( \left( \int_{\Omega} |f|^p \, d\mu \right)^{1/p} < \infty \) (if \( p = \infty \) the left hand side of this inequality is interpreted as the essential supremum of \( |f| \)). The collection of all classes of equivalent functions in \( L^p(\Omega) \) is denoted by \( L^p(\Omega) \). The \( p \)-norm in \( L^p(\Omega) \) or \( L^p(\Omega) \) is denoted by \( \| \cdot \|_p \). In cases where it is not necessary to discriminate between functions or classes of functions, we shall use the notation \( L^p(\Omega) \) for both the set of functions and the set of classes of functions. We shall use \( L^p(\Omega) \) only in cases where we want to emphasize that functions and not function classes are meant.

If \( 1 \leq p \leq \infty \), \( f \in L^p(\Omega) \), \( g \in L^q(\Omega) \) (\( q \) denotes the conjugate exponent of \( p \)), then we write
\[
\langle f, g \rangle = \int_{\Omega} f \cdot \overline{g} \, d\mu.
\]

If \( n \in \mathbb{N}, \mathbb{N} = \mathbb{N}^0 \), the class of all Borel sets of \( \mathbb{R}^n \), \( \mathcal{B} \) Lebesgue measure on \( \mathbb{R}^n \), then we write
\[
(f, g) = \int_{\mathbb{R}^n} f(x) \overline{g(x)} \, dx, \quad \| f \| = ((f, f))^{1/2}
\]
for \( f \in L^2(\mathbb{R}^n), \ g \in L^2(\mathbb{R}^n) \).

The classes of all Borel sets in \( \mathbb{N}^3 \) and \( \mathbb{N}^n \) (with \( n \in \mathbb{N} \)) are denoted by \( \mathcal{B}(\mathbb{N}^3) \) and \( \mathcal{B}(\mathbb{N}^n) \) respectively.

We give a further notational convention. Ordinary functions and stochastic processes are denoted by lower case characters, whereas generalized functions and stochastic processes are denoted by capitals (an exception is made for the elements of \( C \) and \( \mathcal{M}_r \) cf. 3 and 7 of appendix 2). We also refer to the index of symbols.
CHAPTER 1

GENERALIZED STOCHASTIC PROCESSES

In section 1 of this chapter we give several definitions of the notion of generalized stochastic processes; all these definitions are to some extent equivalent. Our definitions may seem to be rather complex and abstract, and in fact they have an indirect character in the sense that things are defined by the effect they have on other things. Therefore we shall try here to say in more common words what it is all about. We have to be a bit vague at this stage, of course.

We may think of a stochastic process as a complex-valued function of two variables $t$ and $u$; $t$ runs through the reals (it may represent the time), and $u$ runs through some probability space $\Omega$. If $t$ is fixed we have a function defined on $\Omega$, i.e. a stochastic variable. If $u$ is fixed we have a complex-valued function of $t$. Hence choosing an $u$ means choosing an element from a collection of complex-valued functions of $t$, according to some probability measure on the set of all those functions.

Our generalization of this concept of stochastic process amounts to replacing, in some form or other, the functions of $t$ by generalized functions. This transition is modelled after the one leading from the set $S$ of smooth functions to the set $S'$ of generalized functions (cf. appendix 1, 1.9 and theorem 3.3). The elements of $S'$ are no longer proper functions. Two ways have been used for the introduction of $S'$, The first one depends on the smoothing operators $N_a$ (cf. appendix 1, 1.4). For each $a > 0$, $N_a$ maps $S$ into $S$. Many "bad" functions (which are outside $S$ but still functions) are mapped by the $N_a$'s into $S$ too (cf. appendix 1, 1.5). A bad function $f$ leaves a trace $N_a f (a > 0)$ in $S$. Noting the basic property of these traces, viz. $N_{a} (N_{a} f) = N_{a + b} f$, we get a definition of $S'$. That is, elements of $S'$ are described by means of their traces. The second way amounts to defining $S'$ as a kind of dual of $S$, i.e. the elements of $S'$ are defined as certain linear functionals on $S$. This $S'$ contains an embedding of $S$, since $\gamma_{x} (f, g)$ (where $(f, g)$ is the ordinary inner product $\int_{-\infty}^{\infty} f(t) g(t) dt$) is such a linear functional. It turns out that we get the same $S'$ as by the previous generalization (cf. theorem 3.3).

We can now discuss the set $S_{\Omega, \mathbf{P}}$ of all generalized stochastic processes.
of order p (with $1 \leq p \leq \infty$). We are inclined to conceive these processes as functions of $t$ and $\omega$, but they are not. Nevertheless we can get to a set $\mathbb{S}_p^\omega$, in which we have some operations that are extensions of known operations on functions. We mention five possibilities.

(i) If $g$ is a smooth function of time, and if $X \in \mathbb{S}_p^\omega$, we can form an inner product $\langle g, X \rangle$ over $\mathbb{R}$; its value is a function of $\omega$ only (in fact it lies in $L_p(\Omega)$). This idea gives rise to the first definition (cf. 1.1.1.).

(ii) If $\alpha$ is a positive number, the "generalized" dependence on $t$ can be smoothed: if $X \in \mathbb{S}_p^\omega$, then $\alpha X$ is a function of $t$ and $\omega$ depending smoothly on $t$. That is, $\nu_t \alpha X$ is a smooth process, and $X$ can be described by its trace of smooth processes. This idea leads to the definition in 1.1.5.

(iii) If $h \in L_q(\Omega)$ then we can take the inner product over $\Omega$ with every $f \in L_p(\Omega)$. Let us denote it by $\langle f, h \rangle^\omega$. The same operation applied to $X$ instead of $f$ is expected to lead to a function $\langle f, h \rangle^\omega$ of $t$ only, but it is a generalized function. So $X$ can be described as a mapping of $L_q(\Omega)$ into $\mathbb{S}_p^\omega$. This gives rise to the definition in 1.1.23.

The transition from (i) to (iii) is easy to grasp in the following terms. In (i) a stochastic process is described by a mapping of $\mathbb{S}$ into $L_p(\Omega)$, and such a thing gives rise to a mapping of the dual space of $L_p(\Omega)$ into the dual space of $\mathbb{S}$, that is of $L_q(\Omega)$ into $\mathbb{S}_p^\omega$ (if $p \neq q$).

(iv) The idea of describing a stochastic process as a set of functions of $t$ (for each $\omega \in \Omega$ we consider $\nu_t \in L_q(\Omega)$) with a probability measure on the set of these functions, can be generalized, simply by taking generalized functions of $t$ instead of ordinary functions. This leads to the definition of 1.1.5.

(v) In order to describe a function of two variables it is often convenient to represent it by separation of variables, i.e. by a sum $\sum_k \Phi_k(t) \phi_k(\omega)$. If the sum is "decently" convergent, this represents a function of $t$ and $\omega$, but with a weaker notion of convergence we can get generalized functions. In the theory of $\mathbb{S}_p^\omega$ this is achieved by series $\sum_{k=0}^{\infty} C_k \Phi_k$, where the $\Phi_k$'s are the Hermite functions, and the $C_k$'s are complex numbers with $C_k \rightarrow 0$ as $k \rightarrow \infty$ for every $k$ (cf. appendix I, 1.10). This idea can be used with stochastic processes too (cf. 1.1.17).

Conceptually this method (v) seems to be the simplest of all and the least indirect one: it describes a generalized stochastic process by means of a sequence of elements of $L_p(\Omega)$. But (v) is not always the most convenient
one. In particular, the behaviour of these expansions under time shifts
\( t \to t + a \) (with \( a \in \mathbb{R} \)) is definitely unpleasant.

We conclude the discussion on the notion of generalized stochastic process
by the following remark. It depends on the kind of application which one of
the above methods (I), ..., (V) is to be preferred. It certainly pays to show
their equivalence, so that we are always able to apply the most convenient
one.

Section 2 of this chapter is devoted to the concepts of strict sense
stationarity and ergodicity for generalized stochastic processes. These
concepts can be formulated conveniently in terms of the probability measure
in \( S^\infty \) arising from a generalized stochastic process (cf. (iv) above).

We speak of strict sense time stationarity, e.g., if this probability
measure is invariant with respect to the time shifts \( T_a \) (\( a \in \mathbb{R} \)). If there
are no non-trivial sets in \( S^\infty \) which are invariant with respect to the time
shift we speak of time ergodicity (the trivial sets are the sets with
measure 0 or 1). We further pay attention to Gaussian generalized stochastic
processes and Gaussian white noise.

In Section 3 we introduce a class of embeddable "ordinary" stochastic
processes, and prove a theorem on the embedding of these processes in our
system of generalized stochastic processes (this embedding theorem is
conveniently formulated in terms of the first method of the above). We
further prove a theorem, stating that a large class of strict sense time
stationary ordinary processes (in the classical sense) have strict sense
time stationary embeddings. A theorem of the same kind is proved for
ordinary processes that are strict sense time stationary and ergodic.

1.1. DEFINITION OF GENERALIZED STOCHASTIC PROCESSES

1.1.1. Let \( S \) be a non-empty set, \( \Lambda \) a \( \sigma \)-algebra of subsets of \( S \) and \( P \) a
probability measure on \( \Lambda \) (hence \( (S, \Lambda, P) \) is a probability space).

Let \( p \) be an element of the extended real number system with \( 1 \leq p \leq \infty \).

DEFINITION. A generalized stochastic process of order \( p \) is an anti-
linear mapping \( \hat{X} = \int_{X}^{f} (X, f) \) of \( S \) into \( L_p(S) \) such that
\( \|X_n f\|_p \leq C \)

\((n = \infty)\) for every sequence \( \{f_n\}_{n \in \mathbb{N}} \) in \( S \) with \( f_n = 0 \). (cf. Appendix 1, 1.12)

The class of all generalized stochastic processes of order \( p \) is denoted by
\( S^\infty_p \). If \( X \in S^\infty_p \), then \( \hat{X} = \int_{X}^{f}(\xi, f) \) is a mapping of \( S \times \Omega \) into \( C \).
then we call \( \hat{x} \) a representative of \( x \) if \( \forall_{f \in H} \hat{x}(f, u) \) is a representative of \( (x, f) \) for every \( f \in S \).

1.1.2. Remarks. 1. Although it will not be used in this thesis, the following fact is of interest. Let \( \hat{x} = \sum_{f \in S} \hat{x}(f, u) \) be an anti-linear mapping of \( S \) into \( L_p(G) \). Since \( S \) is a bornological space with the topology \( \tau \), \( \hat{x} \in S_{n, p}^* \) if and only if \( \hat{x} \) is continuous (cf. the proof of appendix 1, theorem 4.5 (iii), 2.6 and [PW], §1.32). Compare also [GW], Kap. III, §1.2.

2. \( S_{n, p}^* \) is a linear space if addition and scalar multiplication are defined in the obvious way. We have \( S_{n, p_2}^* \subseteq S_{n, p_1}^* \) if \( 1 \leq p_1 \leq p_2 \leq \infty \).

3. It is often not necessary to discriminate between elements of \( S_{n, p}^* \) and their representatives.

1.1.3. We consider linear mappings of \( S_{n, p}^* \).

THEOREM. Let \( T \) be a linear operator of \( S \) with an adjoint (cf. appendix 1, 4.3), and let \( \hat{x} \in S_{n, p}^* \). If \( \hat{x} \) is defined by

\[
(\hat{x}, f) = \langle x_T, f \rangle \quad (f \in S),
\]

then \( \hat{x} \in S_{n, p}^* \).

PROOF. It follows from appendix 1, theorem 4.7 (ii) that \( T^* \) is a continuous linear operator of \( S \); hence \( \hat{x} \) is continuous as a mapping of \( S \) into \( L_p(G) \). Anti-linearity of \( \hat{x} \) is obvious, so \( \hat{x} \in S_{n, p}^* \).

1.1.4. Theorem 1.1.3 motivates the following definition.

DEFINITION. Let \( T \) be a linear operator of \( S \) with an adjoint, and let \( \hat{x} \in S_{n, p}^* \). Then \( T\hat{x} \) is defined by

\[
(T\hat{x}, f) = \langle x_T, f \rangle \quad (f \in S).
\]

Note that \( T \) is a linear mapping of \( S_{n, p}^* \) into itself.

1.1.5. In [U1], 1.3 generalized stochastic processes are introduced in a somewhat different way. First of all smooth stochastic processes of order \( D \) are defined as mappings \( x \) of \( \mathcal{G} \) into \( L_p(G) \) satisfying
\[
(*) \quad \int \mathbb{H}(t) \mathcal{E} \, dP \, \mathcal{E} \quad (F \in L_q(\mathcal{G}))
\]

(cf. [J1], 1.1.2; q denotes the conjugate exponent of p). The class of all smooth stochastic processes of order p is denoted by \(S_{\mathcal{H},p}\) (this is a linear space). Denote for \(f \in L_q(\mathcal{G})\) and \(\xi \in S_{\mathcal{H},p}\) by \(\langle \xi, f \rangle\) the function given in (*).

It has been proved (cf. [J1], 1.2.5) that every continuous linear operator \(T\) of \(S\) (cf. appendix 1, 4.2) can be extended to a linear operator of \(S_{\mathcal{H},p}\) (again denoted by \(T\)) such that

\[
T(\langle \xi, f \rangle) = \langle T\xi, f \rangle \quad (\xi \in S_{\mathcal{H},p}, f \in L_q(\mathcal{G})).
\]

The word "extended" is motivated as follows: we can regard \(S\) as a subspace of \(S_{\mathcal{H},p}\) by identifying \(x \in S\) and \(\hat{x} = \frac{1}{\sqrt{t}} f(t,0) e^{\frac{1}{2}t} h(t) \in S_{\mathcal{H},p}\) now \(T\hat{x} = \frac{1}{\sqrt{t}} f(t,0) e^{\frac{1}{2}t} (Tf)(t)\).

Next, generalized stochastic processes of order p are defined (cf. [J1], 1.3.1) as mappings \(\mathcal{X} = \sum_{\alpha > 0} X_\alpha\) of the set of positive real numbers into \(S_{\mathcal{H},p}\) satisfying

\[
\mathcal{X}_{\mathcal{H},p} = N_0 \mathcal{X}_p \quad (\alpha > 0, \beta > 0);
\]

here the \(N_\alpha\)'s are the smoothing operators of appendix 1.1.4 (\(N_0 \mathcal{X}_p\) is well-defined for \(\alpha > 0, \beta > 0\) according to the foregoing: take \(T = N_0', \mathcal{X} = \mathcal{X}_p\)).

Denote the class of all these \(\mathcal{X}\) by \(\mathcal{S}_{\mathcal{H},p}\).

If \(f \in L_q(\mathcal{G}), \xi \in \mathcal{S}_{\mathcal{H},p}\), then \(\mathcal{Y}_{\alpha > 0} \langle \xi, f \rangle\) is a generalized function:

\[
\mathcal{Y}_{\alpha > 0} \langle \xi, f \rangle = \langle \xi, f \rangle = \langle \mathcal{X}_{\mathcal{H},p}, f \rangle = \langle \mathcal{Y}_{\alpha > 0} \mathcal{X}_{\mathcal{H},p}, f \rangle\]

according to the foregoing (cf. appendix 1, 1.9 and [J1], 1.3.1).

The following theorems on linear transformations of the space \(\mathcal{S}_{\mathcal{H},p}\) have been proved (cf. [J1], 1.4.3 and 1.4.4).

(i) If \(L\) is a continuous linear functional of \(\mathcal{S}\) (cf. appendix 1, 3.2), then \(L\) can be extended to a linear mapping of \(\mathcal{S}_{\mathcal{H},p}\) into \(L_p(\mathcal{G})\) such that

\[
L(\langle \xi, f \rangle) = \int_{\mathcal{H}} \langle \xi, f \rangle \, dP \quad (\xi \in \mathcal{S}_{\mathcal{H},p}, f \in L_q(\mathcal{G})).
\]
(ii) If $T$ is a linear operator of $S$ with an adjoint, then $T$ can be extended to a linear operator $\overline{T^*}_{0, p}$ (again denoted by $T^*$) such that

$$T(K_0, f) = \langle K_0, f \rangle , \quad (K_0 \in \overline{S}^{*}_{0, p}, \ f \in L^2(\Omega)).$$

1.1.6. The following result (stated as a theorem without proof) provides a link between the definitions given in 1.1.1 and [J1], 1.3. Let $L_x$ denote for $f \in S$ the continuous linear functional $\int_{\Omega} (f, \xi)$ of $S^*$. 

**Theorem.** (i) If $K_0 \in \overline{S}^{*}_{0, p}$ (cf. 1.1.1), then there exists exactly one $Y_0 \in \overline{S}^{*}_{0, p}$ (cf. 1.1.5) such that $L_x Y_0 = \langle K_0, f \rangle$ for $f \in S$.

(ii) If $Y_0 \in \overline{S}^{*}_{0, p}$, then there exists exactly one $K_0 \in \overline{S}^{*}_{0, p}$ such that $\langle K_0, f \rangle = L_x Y_0$ for $f \in S$.

1.1.7. **Remark.** Let $T$ be a linear operator of $S$ with an adjoint. If $K_0 \in \overline{S}^{*}_{0, p}$ and $Y_0 \in \overline{S}^{*}_{0, p}$ are related to each other as in theorem 1.1.6, then the same holds for $T^* K_0$ and $T^* Y_0$ (cf. 1.1.4 and 1.1.5). Hence $L_x Y_0 = \langle K_0, T^* f \rangle = \langle T^* K_0, f \rangle = L_x T^* Y_0$ for $f \in S$.

1.1.8. We define a notion of convergence for sequences of generalized stochastic processes.

**Definition.** Let $X_n \in \overline{S}^{*}_{0, p}$ $(n \in \mathbb{N})$, and assume that $\|X_n - f\|_p \to 0$ $(n \to \infty)$ for every $f \in S$. We then say that $X_n$ converges to zero in $\overline{S}^{*}_{0, p}$-sense, and write $X_n \to 0$ $(\overline{S}^{*}_{0, p})$. If $X_n \in \overline{S}^{*}_{0, p}$, $X_n \in \overline{S}^{*}_{0, p}$ $(n \in \mathbb{N})$, we say that $X_n$ converges to $X$ in $\overline{S}^{*}_{0, p}$-sense and write $X_n \to X$ $(\overline{S}^{*}_{0, p})$ if $X_n - X \to 0$ $(\overline{S}^{*}_{0, p})$.

1.1.9. **Theorem.** Let $T$ be a linear operator of $S$ with an adjoint, and let $(X_n)_{n \in \mathbb{N}}$ be a sequence in $\overline{S}^{*}_{0, p}$ with $X_n \to 0$ $(\overline{S}^{*}_{0, p})$. Then $T X_n \to 0$ $(\overline{S}^{*}_{0, p})$.

**Proof.** Follows from definition 1.1.6 and 1.1.4. 

1.1.10. We can define convergence in the spaces $S^*_{0, p}$ and $\overline{S}^{*}_{0, p}$ as well (cf. 1.1.5). If $X_n \in S^*_{0, p}$ $(n \in \mathbb{N})$, and if there is an $A > 0, B > 0$ such that

$$\|X_n \|_p \leq \exp[a^2 (\mathbf{m} t)^2 + B (\mathbf{m} t)^2] + C \quad (n \to \infty).$$
uniformly in $t \in \mathcal{G}$, then we say that $X_n$ converges to zero in $S_{0,p}^*$-sense and write $X_n \to 0$ ($S_{0,p}^*$). If $X_n \in S_{0,p}^*$ and $X_n \to 0$ ($S_{0,p}^*$) for every $n > 0$, then we say that $X_n$ converges to zero in $S_{0,p}^*$-sense and write $X \to 0$ ($S_{0,p}^*$).

The following theorem holds (its proof is omitted).

**THEOREM.** Let $X_n \in S_{0,p}^*$, $Y_n \in S_{0,p}^*$, and assume that $X_n$ and $Y_n$ are related to each other as $X$ and $Y$ in theorem 1.1.6 $(n \in \mathbb{N})$. Then $X_n \to 0$ ($S_{0,p}^*$) if and only if $Y_n \to 0$ ($S_{0,p}^*$).

1.1.11. We give a useful criterion for $S_{0,p}^*$-convergence.

**THEOREM.** Let $X_n \in S_{0,p}^*$ $(n \in \mathbb{N})$, and assume that $(X_n, f)_{n \in \mathbb{N}}$ converges in $L_p$-sense for every $f \in S$. There is exactly one $X \in S_{0,p}^*$ such that $X_n \to X$ ($L_p$).

**PROOF.** Define $(X_n, f) := \lim_{n \to \infty} (X_n, f)$ for $f \in S$. We are going to show continuity of $X$. Let $a > 0$. Then $\{ f \in L_p(\mathbb{R}) \mid (X_n, f) \}$ is a continuous anti-linear mapping of $L_p(\mathbb{R})$ into $L_p(\mathbb{R})$ $(n \in \mathbb{N})$, and we have $\| (X_n, f) - (X, f) \|_p \to 0$ for every $f \in L_p(\mathbb{R})$. Hence $\{ (X_n, f) \}_n$ is bounded for every $f \in L_p(\mathbb{R})$.

It follows easily from the Banach-Steinhaus theorem that there is an $N > 0$ such that

$$\| (X_n, f) \|_p \leq M \| f \|_p \quad (n \in \mathbb{N}, f \in L_p(\mathbb{R})).$$

This implies that

$$\| (X_n, f) \|_p \leq M \| f \|_p \quad (f \in L_p(\mathbb{R})).$$

It follows easily from appendix 1.1.12 that $X \in S_{0,p}^*$. Also $X_n \to X$ ($S_{0,p}^*$).

It is easy to see that there is at most one $X \in S_{0,p}^*$ with $X_n \to X$ ($S_{0,p}^*$). $\square$

1.1.12. We shall meet in what follows (cf. chapter 3 and 4) conditional expectations of generalized stochastic processes. We give the following definition (compare also [Ur], IX).

**DEFINITION.** Let $\mathcal{G}$ be a $\sigma$-algebra of subsets of $\mathcal{S}$, and assume that $\mathcal{G} = \mathcal{S}$. Let $X \in S_{0,p}^*$. The conditional expectation of $X$ with respect to $\mathcal{G}$, denoted by $E(X \mid \mathcal{G})$, is defined by

$$E(X \mid \mathcal{G}) := \bigvee_{f \in \mathcal{G}} E((X, f) \mid \mathcal{G}).$$
where $\mathcal{E}(\mid \lambda_0)$ denotes ordinary conditional expectation with respect to $\lambda_0$

in $L_p(G,A,P)$ (cf. [Lo], Ch. VIII, §24.2).

1.1.13. THEOREM. Let $\lambda_0$ and $\lambda$ be as in definition 1.1.12.

Then $\mathcal{E}(\lambda_0 \mid \lambda)$ is measurable with respect to $\lambda_0$ (whence with respect to $\lambda$), and

\[ \| \mathcal{E}(\lambda_0 \mid \lambda) \|_p \leq \| \lambda_0 \|_p \]

(cf. [Lo], Ch. VIII, section 25.1.2). It follows from elementary properties of conditional expectations that $\mathcal{E}(\lambda \mid \lambda_0)$ is anti-linear as a mapping of $S$ into $L_p(G,A,P)$, and also (from (a)) that $\mathcal{E}(\lambda \mid \lambda_0)$ is continuous. Hence

$\mathcal{E}(\lambda \mid \lambda_0) \in S^*_p$.

1.1.14. We shall now indicate a relation (cf. theorem 1.1.15) between our generalized stochastic processes and probability measures on $(S^*,\lambda^*)$.

Here $\lambda^*$ is the $\sigma$-algebra of $S^*$ generated by all Borel cylinders in $S^* = \sigma$-algebra generated by all weakly open sets in $S^*$, the $\sigma$-algebra generated by all strongly open sets in $S^*$, the $\sigma$-algebra generated by all sets of the form $\{ F \in S^* \mid F_\alpha(t) \in G \}$, where $\alpha \geq 0$, $t \in \mathbb{S}$, $\mathbb{S}$ open in $\mathbb{S}$; cf. appendix 1, 5.2 and 5.2, remark).

1.1.15. Let $P^*$ be a probability measure on $(S^*,\lambda^*)$ satisfying

\[ \| \int_{P \in S^*} f(P,\epsilon) \|_p \leq 0 \quad (\text{a.e.}) \]

for every sequence $(f_n)_{n \in \mathbb{N}}$ with $f_n \in S^*$ (the $p$-norm is taken relative to $P^*$). Define $\mathcal{X}(\epsilon) = \int_{P \in S^*} (P,\epsilon)$ for every $\epsilon \in S$. Now $\mathcal{X}$ maps $S$ into $L_p(S^*,\lambda^*,P^*)$ in an anti-linear and continuous way. Hence $\mathcal{X}$ is a representative of an element of $S^*_{\lambda^*}$ (cf. 1.1.1).

We shall show the following converse:

THEOREM. If $\mathcal{X} \in S^*_p$, then there exists exactly one probability measure $P^*$ on $(S^*,\lambda^*)$ such that the simultaneous distributions of $(\mathcal{X}_n,\epsilon_1),\ldots,(\mathcal{X}_n,\epsilon_n)$ with respect to $P$ and of $\int_{P \in S^*} (P,\epsilon_1),\ldots,(P,\epsilon_n)$ with respect to $P^*$ are the same for every $n \in \mathbb{N}$, $\epsilon_1 \in S^*,\ldots,\epsilon_n \in S$.

A generalized stochastic process $\mathcal{X}$ gives rise to a cylindrical measure on the class of all Borel cylinders of $S^*$ (cf. appendix 1, 5.2 remark) in the following way. Associate with $\epsilon_1 \in S^*,\ldots,\epsilon_n \in S$ (where $n \in \mathbb{N}$) the probability measure on $S^*$ generated by the distribution function.
of \((y; z_1, \ldots, z_n)\). We refer to the work of Schwartz ([6]) where general
theorems on \(c\)-additivity of cylindrical measures on arbitrary topological
spaces are proved. These theorems also apply to our case, and can be used
to prove theorem 1.1.15. Our setting, however, allows a fairly simple proof
(1.1.16-18) of theorem 1.1.15. This proof is based on the properties of the
Hermite functions (compare also appendix 1, 5.6).

1.1.16. Let \(\mathcal{N} = \mathcal{N}_\epsilon\). We need some lemmas for the proof of theorem 1.1.15.

LEMMA. Let \(q_k\) be a representative of \((q_k, x_k)\) for \(k \in \mathbb{N}_0\) \(x_k\) is the \(k\)th
Hermite function, cf. appendix 1, 1.7 (iv)). Then the set \(N_0\) of all \(w \in \Omega
with \(\forall_{\epsilon > 0} \{q_k(w) = 0(e^{\epsilon x_k}) (k \in \mathbb{N}_0)\} \) is measurable and has probability one.

PROOF. It is easily seen that \(N_0\) is a measurable subset of \(\Omega\).

Now let \(\epsilon > 0\). Since \(\chi_{\alpha} \geq \sum_{k=0}^{\infty} (\frac{\chi_{\alpha} - \frac{1}{2}}{\epsilon}) (k \in \mathbb{N}_0)\),
we have

\[\|q_k\|^2 e^{(k+\epsilon)^{1/2}} = \|q_k\|_{L_2}^2 e^{(k+\epsilon)^{1/2}} \to 0 (k \to \infty),\]

hence

\[\|q_k\|^2 = O(e^{\epsilon x_k}) (k \in \mathbb{N}_0).\]

It follows that

\[\int_{\Omega} \sum_{k=0}^{\infty} |q_k| e^{-(k+\epsilon)x_k} d\mu = \sum_{k=0}^{\infty} e^{-(k+\epsilon)x_k} \|q_k\|^2 < \infty.\]

This implies that

\[\sum_{k=0}^{\infty} |q_k(w)|^2 e^{-(k+\epsilon)x_k} \in \mathbb{R}\]

and hence that \(q_k(w) = O(e^{\epsilon x_k}) (k \in \mathbb{N}_0)\) for almost every \(w \in \Omega\).

Now \(N_0 = \cap_{\epsilon > 0} \{w \in \Omega \mid q_k(w) = O(e^{\epsilon x_k}) (k \in \mathbb{N}_0)\}\) is the countable
intersection of sets in \(\Omega\) whose complements are null sets.

Hence \(P(N_0) = 1\).
1.1.17. We define a mapping $U$ of $\Omega$ into $S^\ast$ by putting

$$U(w) = \begin{cases} \sum_{\nu \geq 0} \sum_{h=0}^{N_\nu} q_h(w) N_\nu \psi_h & (w \in \Omega_0), \\ 0 & (w \notin \Omega_0). \end{cases}$$

Here $q_h$ and $N_\nu$ are as in lemma 1.1.16. Now the following lemma holds.

**Lemma.** $U^\ast (\Lambda^\ast) \subset \Lambda$.

**Proof.** Let $D$ be the set of all elements $A$ of $\Lambda^\ast$ satisfying $U^\ast (A) \in \Lambda$. If $f \in D$ and if $B$ is a Borel set in $S$ then $U^\ast \{f \in S^\ast : (f, x) \in B\}$ is an element of $D$ since it differs from $\{w \in \Omega : q_h(w) (\phi_h, \psi) \in D\}$ by an element of $\Lambda$ of measure zero. It easily follows that $D$ contains all Borel cylinders in $S^\ast$ (cf. appendix 1, 5.2, remark). Also, $D$ is a $\sigma$-algebra of subsets of $S^\ast$ contained in $\Lambda^\ast$. Hence, by appendix 1, 5.2, remark, $D = \Lambda^\ast$. Hence $U^\ast (\Lambda^\ast) \subset \Lambda$.

1.1.18. Define the set function $\mathcal{P}^\ast$ by

$$\mathcal{P}^\ast (A) = \mathcal{P} (U^\ast (A)) \quad (A \in \Lambda^\ast).$$

**Lemma.** (i) $\mathcal{P}^\ast$ is a probability measure on $\Lambda^\ast$.

(ii) If $h : S^\ast \to \mathbb{R}$ is measurable over $S^\ast$, then $h \circ U$ is measurable over $\Omega$, and

$$\int_{S^\ast} h \, d\mathcal{P}^\ast = \int_U h \circ U \, d\mathcal{P}$$

in the sense that if either integral exists, then so does the other and the two are equal.

**Proof.** This follows from lemma 1.1.17 and [Ha], Ch. VIII, Section 39, theorem 8 and 8.

It is now easy to prove the theorem in 1.1.15. For if $f \in S$, then $h := \Phi_{\mathcal{P}^\ast} (f, x)$ is measurable over $S^\ast$. It follows easily from (ii) of the above lemma that the distributions of $k \circ U$ (with respect to $\mathcal{P}$) and $k$ (with respect to $\mathcal{P}^\ast$) are the same. Since $k \circ U$ is a representative of $(x, f)$ we conclude that the distributions of $(x, f)$ and $\Phi_{\mathcal{P}^\ast} (f, x)$ are the same. With a similar proof the same thing can be shown for the simultaneous
distributions occurring in the assertion of the theorem in 1.1.15. Hence \( p_x \) satisfies our requirements. It is not hard to show (from Carathéodory’s extension theorem) that there is at most one probability measure on \( \Lambda_T \) with the assigned properties.

**1.1.19. DEFINITION.** Let \( X = S_{\Lambda_T}^\nu \). Then we denote by \( p_{X_T}^\nu \) the unique probability measure of theorem 1.1.15. We call \( p_{X_T}^\nu \) the probability measure associated with \( X \).

If we regard \( S^\nu \) as a measure space with \( p_{X_T}^\nu \) as measure, then \( p_{X_T}^\nu \) can be viewed as a representative of \( X \); we call this representative the canonical representative of \( X \).

**1.1.20.** Let \( T \) be a linear operator of \( S^\nu \) with an adjoint, and let \( X = S_{\Lambda_T}^\nu \). We want to derive a relation between \( p_{X_T}^\nu \) and \( p_{TX}^\nu \) (cf. definition 1.1.4), and we claim that \( p_{X_T}^\nu = \int_{\Lambda_T} p_{X_T}^\nu(T^{-}(\Lambda)) \) (in view of appendix 1.5.4 the right hand side of this equality makes sense). Let therefore \( n \in \mathbb{N} \), \( \xi_1 \in S^\nu, \ldots, \xi_n \in S^\nu \). The distribution of \( \mathcal{V}_p((\xi_1, \xi_2), \ldots, (\xi_1, \xi_n)) \) with respect to \( p_{X_T}^\nu \) equals the one of \( (TX_1, \xi_1), \ldots, (TX_n, \xi_n) \) = \( ((\xi_1, \xi_2), \ldots, (\xi_1, \xi_n)) \) with respect to \( p^\nu \). Also, the distribution of \( (TX_1, \xi_1), \ldots, (TX_n, \xi_n)) \) with respect to \( p_{X_T}^\nu \) equals the one of \( \mathcal{V}_p((\xi_1, \xi_2), \ldots, (\xi_1, \xi_n)) \) with respect to \( p_{X_T}^\nu \). We easily infer that

\[
p_{X_T}^\nu(\Lambda) = p_{TX}^\nu(T^{-}(\Lambda)) \quad \text{for all Borel cylinders } \Lambda \text{ in } S^\nu.
\]

Since both \( p_{X_T}^\nu \) and \( \mathcal{V}_p((\xi_1, \xi_2), \ldots, (\xi_1, \xi_n)) \) are probability measures on \( (S^\nu, \Lambda_T) \), we conclude that

\[
p_{X_T}^\nu(\Lambda) = p_{X_T}^\nu(T^{-}(\Lambda)) \quad \text{for all } \Lambda \in \Lambda_T.
\]

**1.1.21.** The following lemma will be convenient sometimes.

**LEMMA.** Let \( X = S_{\Lambda_T}^\nu \), and let \( U \) and \( F_{\nu} \) be as in 1.1.17, 1.1.18 and 1.1.19.

Let \( \Lambda_T^\nu \) be a \( \sigma \)-algebra contained in \( \Lambda_T \). Then \( U^{-}(\Lambda_T^\nu) \) is a \( \sigma \)-algebra contained in \( \Lambda_T \), and if \( h : S^\nu \rightarrow \mathbb{R} \) is integrable over \( S^\nu \), then \( E(h \mid \Lambda_T^\nu) = U^{-}(h) \)

\[
E(h \mid \Lambda_T^\nu) = U^{-}(h) \quad \text{for all } h \in \mathcal{L}^\nu(\Lambda_T^\nu).
\]

**PROOF.** It is easy to see that \( U^{-}(\Lambda_T^\nu) \) is a \( \sigma \)-algebra contained in \( \Lambda_T \).

Let \( h : S^\nu \rightarrow \mathbb{R} \) be integrable over \( S^\nu \). For \( B \in \Lambda_T^\nu \) we have

\[
\int_{U^{-}(h)} E(h \mid \Lambda_T^\nu) u du = \int_{\Lambda_T^\nu} E(h \mid \Lambda_T^\nu) \chi_B \cdot E(h \mid \Lambda_T^\nu) du_{\nu} = \int_{B} E(h \mid \Lambda_T^\nu) du_{\nu} = \int_{B} E(h \mid \Lambda_T^\nu) \chi_B.
\]

\[
\int_{S^\nu} E(h \mid \Lambda_T^\nu) \chi_B du_{\nu} = \int_{S^\nu} E(h \mid \Lambda_T^\nu) du_{\nu}.
\]
by lemma 1.1.18 (ii). Similarly,
\[
\int_{\theta} \mathbb{E}(h \mid \Lambda^0_{\theta}) \, d\theta = \int_{\theta} h \, d\theta = \mathbb{E}(h \mid U) \quad \text{def}
\]

\[
= \int_{\mathbb{U}^+} h \cdot U \, d\mathbb{U} = \int_{\mathbb{U}^+} \mathbb{E}(h \cdot U \mid U^+ \{\Lambda^0_{\theta}\}) \, d\mathbb{U}
\]

by the definition of conditional expectation. Hence \( \mathbb{E}(h \mid U) = \mathbb{E}(h \mid \Lambda^0_{\theta} \cdot U) \). □

1.1.22. We consider yet another way to introduce generalized stochastic processes, and therefore we give the following lemma.

**Lemma.** Let \( \mathbb{X} \in S^0_{\mathbb{U},p} \) and let \( f \in L^q_{\mathbb{U}}(\mathbb{O}) \). There exists exactly one \( \mathbb{F} \in S^0 \) such that \( \int_{\mathbb{O}} (\mathbb{X},g) \cdot \mathbb{F} \, d\mathbb{O} = (\mathbb{F},g) \) for every \( g \in S^0 \).

**Proof.** Note that \( \int_{\mathbb{O}} (\mathbb{X},g) \cdot \mathbb{F} \, d\mathbb{O} \) is a continuous anti-linear functional of \( S^0 \). The lemma follows from appendix 1, theorem 3.3-1.

1.1.23. **Definition.** If \( \mathbb{X} \in S^0_{\mathbb{U},p} \) and \( f \in L^q_{\mathbb{U}}(\mathbb{O}) \), then we denote the \( \mathbb{F} \) of lemma 1.1.22 by \( <\mathbb{X},f> \).

Note that the mapping \( f \in L^q_{\mathbb{U}}(\mathbb{O}) \) + \( <\mathbb{X},f> \in S^0 \) is continuous (and anti-linear): if \( (\mathbb{X}_n) \) is a sequence in \( L^q_{\mathbb{U}}(\mathbb{O}) \) with \( \|\mathbb{F}\| = 0 \), then \( \langle \mathbb{X}_n, f \rangle = 0 \) for every \( g \in S^0 \). Hence \( \langle \mathbb{X}, f \rangle = 0 \) if and only if \( \mathbb{X} = 0 \). Hence, if \( \mathbb{X} \in S^0_{\mathbb{U},p} \), there is exactly one continuous anti-linear mapping \( \mathbb{Y} \) of \( L^q_{\mathbb{U}}(\mathbb{O}) \) into \( S^0 \) such that \( \langle \mathbb{X}, f \rangle = \mathbb{Y}(f) \) (\( f \in L^q_{\mathbb{U}}(\mathbb{O}) \)). For \( p > 1 \) the converse may also be proved (compare the proof of theorem 1.3.3), i.e., for every continuous anti-linear mapping \( \mathbb{Y} \) of \( L^q_{\mathbb{U}}(\mathbb{O}) \) into \( S^0 \) there exists exactly one \( \mathbb{X} \in S^0_{\mathbb{U},p} \) such that \( \langle \mathbb{X}, f \rangle = \mathbb{Y}(f) \) for every \( f \in L^q_{\mathbb{U}}(\mathbb{O}) \). We thus see that (in case \( p > 1 \)) we could have defined generalized stochastic processes of order \( p \) as continuous anti-linear mappings of \( L^q_{\mathbb{U}}(\mathbb{O}) \) into \( S^0 \). We mention that things are more complicated if \( p = 1 \).

**Remark.** Let \( \mathbb{X} \in S^0_{\mathbb{U},p}, f \in L^q_{\mathbb{U}}(\mathbb{O}) \). We have \( <\mathbb{X},f> = \mathbb{Y}(f) \). To see this note that for \( g \in S^0 \)

\[
\langle \mathbb{X}, f \rangle = \int_{\mathbb{O}} (\mathbb{X},g) \cdot \mathbb{Y} \, d\mathbb{O} = \int_{\mathbb{O}} (\mathbb{X},g) \cdot \mathbb{F} \, d\mathbb{O} = \langle \mathbb{X}, f \rangle = \langle \mathbb{X}, f \rangle = \langle \mathbb{X}, f \rangle.
\]
1.1.24. We considered in this section four or less equivalent definitions of the notion of generalized stochastic process (cf. 1.1.1, 1.1.5, 1.1.15 and 1.1.23). We shall elaborate in this thesis mainly those given in 1.1.1 and 1.1.15. There are cases that definition 1.1.1 is easier to handle than definition 1.1.15 (e.g., when considering the shot noise processes of 3.3). But often definition 1.1.15 is more convenient (e.g., when dealing with ergodic processes).

1.1.25. It should be noted that our generalized stochastic processes are complex-valued, i.e., the random variables \( (X, f) \) with \( X \in S_{0,0}^p \) and \( f \in S \) take complex values. It is of course also possible to consider real processes: we may call an \( X \in S_{0,0}^p \) real if \( (X, f) \) is a real random variable for every \( f \in S \) with \( f(x) \in \mathbb{R} \) (\( x \in \mathbb{R} \)). The reason to consider complex-valued processes is the fact that important operators as the Fourier transform \( \hat{f} \) and the frequency shifts map real-valued elements of \( S \) to not necessarily real-valued elements of \( S \) (cf. appendix 1.1.8). In most parts of literature only real-valued processes are considered (cf., however, [GW], Ch. III, 12.2 and [D], Ch. II, §3), but in our theory (where Fourier analysis plays a dominant role) we have to consider complex-valued processes as well.

1.1.26. We shall sometimes consider generalized stochastic processes depending on several time variables (especially the case with two time variables). A generalized stochastic process of order \( p \) depending on two variables is a continuous anti-linear mapping of \( S^2 \) into \( L_p (\Omega) \). The class of all these processes is denoted by \( S^2_{0,0} \).

Let \( k \in S_{0,0}^p \), \( X \in S_{0,0}^q \) (\( q \) is the conjugate exponent of \( p \)). An important example of an element of \( S_{0,1}^2 \) is the tensor product \( X \otimes Y \) of \( X \) and \( Y \):

\[
X \otimes Y = \sum_{f \in S} \sum_{k \in 0} \sum_{j = 0}^m (X_k f_k) (Y_j f_j) (\psi_k \otimes \psi_j f)
\]

\((\psi_k (k \in \mathbb{N}_0))\) denotes as usual the \( k \)th Hermite function; cf. appendix 1, 1.7 (iv). It can be proved that \( X \otimes Y \) is an element of \( S_{0,1}^2 \) by noting that

\[
|| (X_k f_k) (Y_j f_j) ||_1 = 0 (k \in \mathbb{N}_0, j \in \mathbb{N}_0) \text{ for every } \epsilon > 0.
\]

We sketch another way (which gives the same result as the one above) to define the tensor product of \( X \) and \( Y \). Let \( \mathbb{B} \) be a mapping of \( S \times S \) into \( L_2 (\Omega) \) (where \( 1 \leq r \leq \infty \), and assume that \( \mathbb{B} \) is continuous and anti-linear.
in each variable separately. It can be proved (cf. also appendix 1, 3.6) that there exists exactly one \( z \in S_{n,m}^{s} \) such that \( \langle z, f \otimes g \rangle = \mathcal{A}(f, g) \) for \( f \in S, g \in S \). If we take \( \mathcal{B} = \mathcal{A}(f, g) \), then it is easy to see that \( \mathcal{B} \) is continuous (\( c = 1 \) in this case) and anti-linear in each variable separately. Now we put \( x \otimes y = z \), where \( z \) is the unique element of \( S_{n,m}^{s} \) satisfying \( \langle z, f \otimes g \rangle = \mathcal{B}(f, g) \) for \( f \in S, g \in S \). (We refer to [31], 1.3.5(ii) for a third way to introduce tensor products of generalized stochastic processes.)

As to linear transformations in the spaces of generalized stochastic processes depending on several time variables, we remark that theorem 1.1.1 still holds (with proper modifications) for the present case. We further mention the following theorem. Let \( X \in S_{n,m}^{s}, Y \in S_{n,m}^{s}, \) and let \( T_{1} \) and \( T_{2} \) be two linear operators of \( S \) with an adjoint. Then we have

\[
(T_{1} \circ T_{2})(X \otimes Y) = T_{1}X \otimes T_{2}Y \tag{cf. appendix 1, 4.16 and theorem 1.1.3 of this chapter}.
\]

This may be proved by noting that

\[
\langle (T_{1} \circ T_{2})(X \otimes Y), f \otimes g \rangle = \langle X \otimes Y, (T_{1}^{*} \circ T_{2}^{*})(f \otimes g) \rangle - \langle X \otimes Y, T_{1}^{*} f \otimes T_{2}^{*} g \rangle = \langle X, T_{1}^{*} f \rangle \langle Y, T_{2}^{*} g \rangle = \langle T_{1}X, f \rangle \langle T_{2}Y, g \rangle
\]

for \( f \in S, g \in S \) (cf. also [31], appendix 1, 3.12).

1.2. STRICT SENSE STATIONARY AND ERYCODYCITY: GAUSSIAN PROCESSES

1.2.1. We introduce in this section the notions of strict sense stationarity and ergodicity. We further consider briefly Gaussian processes and we give some references to literature on these processes. As usual \((\Omega, \mathcal{A}, \mathbb{P})\) is a fixed probability space, and \( p \) is an element of the extended real number system with \(-\infty < p < \infty\).

1.2.2. DEFINITION. Let \( \mathcal{V} \) be a group of linear operators of \( S \) with an adjoint, and let \( X \in S_{n,m}^{s} \). If for every \( n \in \mathbb{N}, f_{1}, \ldots, f_{n} \in S \) the distribution of \((\langle V_{1} X, f_{1} \rangle, \ldots, \langle V_{n} X, f_{n} \rangle)\) is independent of \( V \in \mathcal{V} \), then we say that \( X \) is strict sense \( \mathcal{V} \)-stationary. In the special case that \( V = (T_{n})_{n \in \mathbb{N}} \) (cf. appendix 1, 1.8(ii)) we speak of strict sense time stationarity, and in case that \( V = (R)_{R \in \mathbb{R}} \) we speak of strict sense frequency stationarity.
1.2.3. Example. Let $X \in S^p_{\Lambda^p}$. We have $F^*_\Lambda = R_{\Lambda^p}$ by (11.1) (cf. appendix 1.1.9). Hence, if $n \in N$, $f_1 \in \mathcal{E}$, ..., $f_n \in \mathcal{E}$, then $(R_{\Lambda^p} f_1, ..., R_{\Lambda^p} f_n)^* = (T_\Lambda^p f_1, ..., T_\Lambda^p f_n)$ for $n \in \mathbb{R}$. Since $F^*$ is a bijection of $S$, we conclude that $X$ is strict sense time stationary if and only if $F^* X$ is strict sense frequency stationary. The same holds with $F^*$ instead of $F_\Lambda$.

1.2.4. Stationarity properties of a generalized stochastic process have consequences for the associated probability measure on $(S^p, \Lambda^p)$ (cf. 1.1.19).

Theorem. Let $V$ be a group of linear operators of $S$ with an adjoint, and let $X \in S^p_{\Lambda^p}$. Then $X$ is strict sense $V$-stationary if and only if every $V \in V$ induces a measure preserving transformation of $(S^p, \Lambda^p)$ with respect to $F^*_\Lambda$.

Proof. Assume $X$ is strict sense $V$-stationary. If $\Lambda^*_0$ is the set of all elements $A$ of $\Lambda^p$ with $F^*_\Lambda (V(A)) = F^*_\Lambda (A)$ for every $V \in V$, then $\Lambda^*_0$ is a $\sigma$-algebra containing all Borel cylinders in $S$. This is easily seen from theorem 1.1.15 and definition 1.1.10. Hence $\Lambda^*_0 = \Lambda^p$ by appendix 1.5.2. remark.

Conversely, assume that every $V \in V$ induces a measure preserving transformation in $(S^p, \Lambda^p)$ with respect to $F^*_\Lambda$. If $V \in V$, $n \in \mathbb{N}$, $f_1 \in \mathcal{E}$, ..., $f_n \in \mathcal{E}$, the distributions of $(V f_1, ..., V f_n)$ and the one of $F^*_\Lambda (V f_1, ..., V f_n)$ are the same. The latter one is known to be independent of $V \in V$.

1.2.5. We next define ergodicity. For notational convenience we formulate the definition in terms of the associated measure on $S^p$ (cf. 1.1.19).

Definition. Let $V$ be a group of linear operators of $S$ with an adjoint, and let $X \in S^p_{\Lambda^p}$. We say that $X$ is ergodic if for every $A \in \Lambda^p$ (stands for symmetric difference)

$$F^*_\Lambda (V(A) \triangle A) = 0 \quad (V \in V) \Rightarrow F^*_\Lambda (A) = 0 \text{ or } 1.$$ 

In the special case that $V = (T_\Lambda^p)_{\Lambda^p}$ we speak of time ergodicity, and in the (rare) case that $V = (R_{\Lambda^p})_{\Lambda^p}$ we speak of frequency ergodicity.

If we say "$X$ is ergodic" without any further specification, then we mean that $X$ is time ergodic.
1.2.6. It is sometimes necessary to have definitions of stationarity and ergodicity which are formulated exclusively in terms of the measure space \((\Omega, \Sigma, \mathbb{P})\). We restrict ourselves to time stationarity and ergodicity.

Let \( \mathbf{X} \in \mathbb{E}_{0,\mathbb{P}}^* \) and let \( \mathbf{X} \) be a representative of \( \mathbf{X} \) (cf. 1.1.1).

Let \( \Gamma_0 \) be the collection of all sets \( \{ \mathbf{z} = \langle f_1(\omega), \ldots, f_n(\omega) \rangle \in \mathbb{B} \} \) where \( n \in \mathbb{N}, \ f_1, \ldots, f_n \in \mathbf{S}, \ x_n \in \mathbb{S}(\mathbf{N}) \), and let \( \mathbf{A}_0 \) be the \( \sigma \)-algebra generated by \( \Gamma_0 \). Finally, let \( \{ \mathbf{A}_0 \} \) be the system of equivalence classes of sets in \( \mathbf{A}_0 \) (equivalence with respect to \( \mathbb{P} \)).

Let \( a \in \mathbb{R} \), and define the mapping \( \mathbb{T}_a \) of \( \Gamma_0 \) into itself by

\[
\mathbb{T}_a \{ \langle f_1(\omega), \ldots, f_n(\omega) \rangle \}$

for \( n \in \mathbb{N}, \ f_1, \ldots, f_n \in \mathbf{S}, \ x_n \in \mathbb{S}(\mathbf{N}) \). If \( \mathbb{T}_a \) is measure preserving on \( \Gamma_0 \), then \( \mathbb{T}_a \) can be extended in exactly one way to a measure preserving mapping of \( \{ \mathbf{A}_0 \} \) into itself. It is easy to see that \( \mathbf{X} \) is strict sense time stationary if and only if \( \mathbb{T}_a \) is a group of measure preserving transformations of \( \{ \mathbf{A}_0 \} \).

Assume that \( \mathbf{X} \) is strict sense time stationary, and let \( \mathbf{X} \) be the class of invariant elements of \( \{ \mathbf{A}_0 \} \) (i.e. \( \mathbf{X} \in \mathbf{I} \Rightarrow \mathbf{X} \in \{ \mathbf{A}_0 \}, \mathbb{T}_a \mathbf{X} = \mathbf{X} \in \mathbb{P}(\mathbf{X}) \)).

We are going to show that \( \mathbf{X} \) is time ergodic if and only if \( \mathbf{I} \) is trivial (i.e. \( \mathbf{I} \) consists of the class containing \( \emptyset \) and the class containing \( \mathcal{N} \)).

Since ergodicity was defined in terms of the probability space \((\mathcal{A}^*, \mathbb{A}^*, \mathbb{P}^*)\), we construct a mapping \( \mathbf{T} \) on \( \{ \mathbf{A}_0 \} \) into \( \{ \mathbf{A}^* \} \), the system of classes of equivalent sets in \( \{ \mathbf{A}^* \} \) (equivalence with respect to \( \mathbb{P}^* \)).

Define

\[
\mathbf{T} \{ \langle f_1(\omega), \ldots, f_n(\omega) \rangle \}$

for \( n \in \mathbb{N}, \ f_1, \ldots, f_n \in \mathbf{S}, \ x_n \in \mathbb{S}(\mathbf{N}) \). It is easy to see that \( \mathbf{T} \) can be extended in exactly one way to a bijective, measure preserving mapping of \( \{ \mathbf{A}_0 \} \) into \( \{ \mathbf{A}^* \} \) (cf. 1.1.11).

It follows from stationarity of \( \mathbf{X} \) (cf. 1.2.4) that the mapping \( \mathbb{T}_a = \mathbb{I}_{a \in \mathbb{R}} \) can be extended in exactly one way to a measure preserving mapping of \( \{ \mathbf{A}^* \} \) into itself (i.e. \( \mathbb{T}_a \mathbf{X} = \mathbf{X} \in \mathbb{P}(\mathbf{X}) \)). It is easy to see that

\[
\mathbb{T}_a = \mathbb{T}_a \mathbb{T}_a^{-1} = \mathbb{T}_a \mathbb{T}_a^{-1} \ (a \in \mathbb{R})
\]
Let $\mathcal{I}$ be the class of invariant elements of $[\mathcal{H}]^\dagger$. It is not hard to prove that $\mathcal{I} = \mathcal{I}(\mathcal{H})$. Since $\mathcal{I}$ is bijective, this means that $\mathcal{I}$ is trivial if and only if $\mathcal{I}$ is trivial. But $\mathcal{I}$ is trivial if and only if $\mathcal{K}$ is ergodic.

1.2.7. An important role in any theory of generalized stochastic processes is played by Gaussian processes. These are processes $\mathcal{K}$ for which the distribution function of $(\mathcal{K}_x, f_1, \ldots, f_n)$ is Gaussian for every $n \in \mathbb{N}$, $f_1, \ldots, f_n \in S$ (note that the $(\mathcal{K}_x, f_n)$'s are complex-valued Gaussian random variables; cf. [GW], Ch. III, §2.2 or [U], Ch. II, §3 for the definition of complex-valued Gaussian variables).

There is a large amount of literature on Gaussian processes. Especially the case where the setting is a triple $(S, E, E')$ (with $E$ a nuclear space of test functions, $\mathcal{H}$ a Hilbert space (usually $L_2(\mathbb{R})$), $E'$ the dual of $E$) has received much attention. Note that $(S, L_2(\mathbb{R}), E)$ is such a triple if $S$ is endowed with the inductive limit topology $\tau$ of appendix 1, 2.6.

An important example of a Gaussian process is Gaussian white noise, where $\int S \mathbb{E}(\mathcal{K}_x, f) = 0$, $\int S \mathbb{E}(\mathcal{K}_x, f, g) = (f, g)$ for $f, g \in E$. A detailed analysis of Gaussian white noise can be found in [Hi], Part III. In the reference just given the relation between Gaussian white noise and Wiener integrals and Brownian motion on the other hand is discussed. (In [Hi] the test function space $E$ is assumed to contain non-trivial elements of compact support; this assumption plays no significant role in the analysis given in [Hi], Part III of white noise, Brownian motion etc.)

More general Gaussian processes are studied in [Um]. E.g., theorems about quasi-invariance of the measures arising from these processes are derived there.

1.3. EMBEDDING OF ORDINARY STOCHASTIC PROCESSES

1.3.1. We are going to embed a certain class of ordinary stochastic processes (with real time parameter) in our system of generalized stochastic processes. The class of embeddable processes can be compared to some extent with the space $S$ of appendix 1. 1.5. As usual, $(\Omega, \Lambda, \mathbb{P})$ is a probability space, and $\mathbb{P}$ is an element of the extended real number system with $1 \leq p \leq \infty$. 
1.3.2. DEFINITION. The class \( S^+_{0,p} \) consists of all mappings \( x : \mathbb{R} \times \Omega \to \mathbb{R} \) satisfying
\[
(1) \quad x(t) = \int_{\mathbb{R}} x(t, \omega) \, d\mathcal{L}_p(\omega) \quad \text{for almost every } t \in \mathbb{R},
\]
\[
(2) \quad \text{there is an } h \in S^+ \text{ with } \|x(t)\|_p \leq h(t) \quad \text{for almost every } t \in \mathbb{R},
\]
\[
(3) \quad \mathcal{L} \in \mathbb{R} \quad <x(t), f> = \int_{\Omega} x(t, \omega) f(\omega) \, d\mathcal{L}(\omega) \quad \text{for every } f \in L_q(\Omega).
\]

Here \( q \) denotes the conjugate exponent of \( p \). The class \( S^+_{0,p} \) consists of all equivalence classes of elements of \( S^+_{0,p} \) (two elements \( x \) and \( y \) of \( S^+_{0,p} \) are considered equivalent if \( x(t) = y(t) \) (a.e.) for every \( t \in \mathbb{R} \)).

REMARKS. 1. Especially condition (3) looks a bit awkward, but we shall give in 1.3.5 a number of examples where conditions (1)-(3) are readily verified.

2. The definition of \( S^+_{0,\mathbb{R}} \) deals with mappings \( x : \mathbb{R} \times \Omega \to \mathbb{R} \).

At first sight it looks more appropriate to consider the elements of \( S^+_{0,\mathbb{R}} \). These can be identified with mappings \( x \) of \( \mathbb{R} \) into \( L_p(\Omega) \) such that (2) and (3) hold. In view of 1.3.6-8, however, it is convenient to have mappings \( x \) defined on the product space \( \mathbb{R} \times \Omega \) and taking values in \( \mathbb{R} \).

1.3.3. In the proof of the embedding theorem below there is no harm in identifying functions and function classes; we thus write \( L_p(\Omega) \) and \( L_q(\Omega) \) instead of \( L_p(\mathbb{R}) \) and \( L_q(\mathbb{R}) \).

THEOREM. Let \( x \in S^+_{0,\mathbb{R}} \). There exists exactly one \( x \in S^+_{0,\mathbb{R}} \) such that
\[
<x, f> = \int_{\Omega} x(\omega) f(\omega) \, d\mathcal{L}(\omega) \quad \text{for every } f \in L_q(\Omega) \quad (\text{ct. 1.1.23}).
\]

PROOF. The uniqueness of an \( x \in S^+_{0,\mathbb{R}} \) with the assigned properties is seen from 1.1.23, so we only have to show existence.

Let \( y \in \mathbb{R} \) be fixed, and consider the linear functional
\[
L_y : = \{ f \in L_q(\Omega) \mid y, \text{emb}(x, f) \}.
\]

We show that there is exactly one \( h_y \in L_q(\Omega) \) such that
\[
(*) \quad L_y(f) = \int_{\Omega} f(\omega) h_y(\omega) \, d\mathcal{L}(\omega) \quad (f \in L_q(\Omega)).
\]

We have by appendix 1, 1.11 (i) for \( f \in L_q(\Omega) \)
\[
(**) \quad |L_y(f)| = \left| \int_{\Omega} f(t) \, e^{it} \, dt \right| \leq \|f\|_q \int_{-\infty}^{\infty} |g(t)| \, h(t) \, dt.
\]
Since \( \int_0^\infty |\gamma(t)| h(t) dt < \infty \), the Riesz representation theorem (cf. [3a], ch. II, §20, theorem 2) applies for the case \( 1 < p \leq \infty \); there exists exactly one 
\( h_\gamma \in L_p^0(\Omega) \) satisfying (*) for the case \( p = 1 \); we note that the set function 
\( \int_\Omega h_\gamma(y) f(y) dy \) is completely additive, and we can complete the proof of the 
existence of an \( h_\gamma \in L_q(\Omega) \) satisfying (*) in the same way as the proof of 
[21], theorem 1.2.4. There is just one \( h_\gamma \) satisfying (*).

We next show that the mapping \( g \mapsto h_\gamma \) is linear and continuous. Linearity 
is easily seen, so we only have to show continuity. Let \( \{g_n\}_{n \in \mathbb{N}} \) be a 
sequence in \( S \), and assume that \( g_n \xrightarrow{n \to \infty} 0 \). By (*) and (**) we get 
\[
\int_\Omega f \cdot h_\gamma \, dq_n = \int_\Omega [g_n(t)] h(t) dt \xrightarrow{n \to \infty} 0 
\]
for every \( f \in L_q(\Omega) \). Since \( \int_0^\infty |g_n(t)| h(t) dt \xrightarrow{n \to \infty} 0 \), we easily conclude that 
\( \|h_\gamma\|_p = 0 \). This establishes continuity.

Now we put \( \lambda := \sqrt{\int_\Omega |h_\gamma|^2 \, dq} \). Then \( \lambda < \infty \), also, \( \lambda \cdot f \in \mathcal{S}_{0,p} \), for \( f \in L_q(\Omega) \), for (cf. 1.1.12)
\[
\langle \lambda \cdot f, g \rangle = \int_\Omega \lambda |g| f \, dq = \int_\Omega h_\gamma f \, dq = \langle \lambda f, g \rangle 
\]
for every \( g \in S \), hence \( X \) satisfies the requirements.

\begin{remark}
We note that we have a similar theorem if we take \( \gamma \in \mathcal{S}_{0,p}^+ \) instead of \( \mathcal{S}_{0,p} \).
\end{remark}

1.2.4. DEFINITION. If \( \lambda \in \mathcal{S}_{0,p}^+ \) (or \( \mathcal{S}_{0,p}^\ast \)), we put \( \text{emb}(\lambda) = \lambda \), where \( \lambda \) 
is the unique element of \( \mathcal{S}_{0,p}^+ \) satisfying \( \langle \lambda \cdot f, g \rangle = \langle \lambda f, g \rangle \) for every 
\( f \in L_q(\Omega) \).

Note that the mapping \( \text{emb} \) is in general not injective as a mapping of 
\( \mathcal{S}_{0,p} \) (or \( \mathcal{S}_{0,p}^\ast \)) into \( \mathcal{S}_{0,p}^+ \).

1.3.5. In the examples below \( x : \mathbb{R} \rightarrow \mathbb{R} \) satisfies (1) of 1.3.2.

(1) If \( x \) is continuous in \( p \)th order (i.e. \( \|x(t) - x(t_0)\|_p = 0 \) for \( t \to t_0 \)) 
and \( \langle \lambda \cdot \mathcal{L}(t), g \rangle \in \mathcal{S}^\ast \), then \( \lambda \in \mathcal{S}_{0,p}^\ast \). Now \( \mathcal{L}(t) \) is continuous 
for every \( f \in L_q(\Omega) \).

(11) If \( \langle \lambda f, g \rangle \) is measurable for every \( f \in L_q(\Omega) \) and if \( \|\mathcal{L}(t)\|_p \cdot S^\ast \), 
then \( \lambda \in \mathcal{S}_{0,p}^\ast \).
(iii) If \( p = 2 \), if \( \gamma_{(t,s)} x(t), x(s) > S^2 \) (cf. appendix 1, 1.17) and if \( \sum_{i=1}^n a_i x(t_i) < S^2 \), then \( x \in S_{1,1} \). In view of (ii) the only thing we have to check is measurability of \( \langle x, f \rangle \) for \( f \in L_2(\Omega) \). To prove this, define \( U \) as the closure in \( L_2(\Omega) \) of the set \( \{ \sum_{i=1}^n a_i x(t_i) \mid n \in \mathbb{N}, a_i \in \mathbb{R}, t_i \in \mathbb{R} \mid \} \). Every \( f \in L_2(\Omega) \) can be written as \( f_1 + f_2 \) with \( f_1 \in U, f_2 \in U^c \). Now \( \langle x, f \rangle = \langle x, f_1 \rangle \) is measurable.

(iv) Let \( \mathcal{X} \) be a real Brownian motion process, \( \mathcal{X}(0) = 0 \) and the distribution of \( \{ \mathcal{X}(t_1), \ldots, \mathcal{X}(t_n) \mid n \in \mathbb{N}, t_i \in \mathbb{R} \mid \} \) is Gaussian with zero expectation function and var-covar-matrix \( \text{diag}(t_1^2, \ldots, t_n^2, t_1^2, \ldots, t_n^2) \) for \( n \in \mathbb{N}, t_1 < t_2 < \ldots < t_n \). This \( \mathcal{X} \) is embeddable on account of (1). It can be shown that the derivative of \( \text{emb}(x) \) in \( S_{1,2}^2 \) is a real Gaussian white noise process (cf. 1.1.25 and 1.2.6).

1.3.6. If \( x \in S_{1,2}^2 \) and \( \mathcal{X} \) is measurable over the product space \( \mathbb{R} \times \Omega \), embedding of \( \mathcal{X} \) is performed by simply taking integrals over the real axis.

**THEOREM.** Let \( x \in S_{1,2}^2 \) be measurable over \( \mathbb{R} \times \Omega \), and let \( g \in S \). Then

\[
\langle \text{emb}(x), g \rangle = \int_{\mathbb{R} \times \Omega} x(t, \omega) g(t) \, dt
\]

almost everywhere in \( \Omega \).

**PROOF.** Let \( \epsilon > 0 \). The function \( \gamma_{(t,\omega)} x(t,\omega) \exp(-\eta t^2) \) is measurable over \( \mathbb{R} \times \Omega \), and we have by Fubini's theorem and Hölder's inequality

\[
\int_{\mathbb{R}} \int_{\Omega} |x(t,\omega)| \exp(-\eta t^2) \, dt \, d\mathbb{P}(\omega) = \int_{\mathbb{R}} \left( \int_{\Omega} |x(t,\omega)| \exp(-\eta t^2) \, d\mathbb{P}(\omega) \right) dt < \infty
\]

(cf. 1.3.2 (2) and appendix 1.1.1). Hence \( \gamma_{(t,\omega)} x(t,\omega) \exp(-\eta t^2) \in L_1(\mathbb{R}) \) for almost every \( \omega \in \Omega \). We now have for almost every \( \omega \in \Omega \)

\[
\gamma_{(t,\omega)} x(t,\omega) \in S^2
\]
since \( \mathcal{Y}_{w \in \mathbb{R}} \left( \int_{t}^{\infty} x(t, w) \exp(-w^{-1}t^2) \, dt \right) \in L_{1}(\mathbb{R}) \) holds for almost every \( w \in \mathbb{R} \) (cf. appendix 1, 1.5).

Now let \( A \in \mathcal{A} \). We have by definition 1.3.4

\[
\int_{A} (\text{emb}(x), y) \, dP = \int_{A} \left( \int_{t}^{\infty} x(t, w) \, dp(w) \right) g(t) \, dt.
\]

Since \( \mathcal{Y}_{w \in \mathbb{R}} \left( \int_{t}^{\infty} x(t, w) \, g(t) \, dt \right) \) is absolutely integrable over \( \mathbb{R} \times \mathcal{A} \), we obtain from Fubini's theorem

\[
\int_{A} (\text{emb}(x), y) \, dP = \int_{A} \left( \int_{t}^{\infty} x(t, w) \, g(t) \, dt \right) dp(w).
\]

Hence (since \( A \in \mathcal{A} \) is arbitrarily chosen)

\[
(\text{emb}(x), y) = \mathcal{T}_{w \in \mathbb{R}} \left( \int_{t}^{\infty} x(t, w) \, g(t) \, dt \right)
\]

almost everywhere in \( \mathbb{R} \), \( \square \).

1.3.7. We are going to show that certain elements of \( \mathcal{S}_{\mathcal{D}}^{+} \) that are strict sense time stationary (and ergodic) in the sense of [D], Ch. XI, §1 have embeddings that are strict sense time stationary (and ergodic) in the sense of Definition 1.2.2 (1.2.5).

THEOREM. Let \( x \in \mathcal{S}_{\mathcal{D}}^{+} \), and assume that \( x \) is strict sense time stationary (in the sense of [D], Ch. XI, §9) and measurable with respect to the product \( \sigma \)-algebra \( \mathcal{S}(\mathbb{R}) \otimes \mathcal{A}_{\mathbb{R}} \) on \( \mathbb{R} \times \mathcal{A} \). Here \( \mathcal{A}_{\mathbb{R}} \) denotes the completed \( \sigma \)-algebra generated by all sets of the form \( \left\{ (n) \left| (x_{1}(t_{1}, w), \ldots, x_{n}(t_{n}, w)) \in \mathcal{B} \right. \right\} \) with \( n \in \mathbb{N} \), \( t_{1} \in \mathbb{R} \), \( \ldots, t_{n} \in \mathbb{R} \), \( \mathcal{B} \in \mathcal{S}(\mathbb{R}^{n}) \). Then \( \text{emb}(x) \) is strict sense time stationary (in the sense of 1.2.2), and if \( x \) is ergodic (in the sense of [D], Ch. XI, §1), then so is \( \text{emb}(x) \) (in the sense of 1.2.5).

PROOF. Let \( \varepsilon \in \mathcal{S} \). The set \( E_{\varepsilon} \) of all \( w \)'s for which \( \int_{t}^{\infty} x(t, w) \, f(t) \, dt \) makes sense is an element of \( \mathcal{A}_{\mathbb{R}} \) and has measure one (cf. the proof of theorem 1.3.6).

Now put for every \( \varepsilon \not\in E_{\mathbb{R}} \)

\[
\hat{x}(\varepsilon, w) = \begin{cases} \int_{t}^{\infty} x(t, w) \, f(t) \, dt & (w \in E_{\mathbb{R}}) \\ 0 & (w \not\in E_{\mathbb{R}}) \end{cases}
\]
Then \( \hat{x} \) is a representative of \( X_f = \text{emb}(\mathcal{X}) \) according to theorem 1.3.6 and definition 1.1.1.

If we adopt the notation of 1.2.6, then \( \lambda_0 \subset \lambda_\mathcal{X} \), since \( \forall \omega \in \mathcal{X}, \hat{x}(f,\omega) \) is measurable with respect to \( \lambda_\mathcal{X} \) for every \( f \in \mathcal{S} \). According to the definition of stationarity given in [D], Ch. XI, ¶1, \( \hat{x} \) is measure preserving on \( \{\lambda_0\} \) for \( x \in \mathbb{R} \). Hence \( \hat{x} \) is strict sense time stationary by 1.2.6.

If \( \hat{x} \) is ergodic, then \( \hat{x} \) has no trivial invariant elements according to the definition of ergodicity given in [D], Ch. XI, ¶1. Hence \( \{\lambda_0\} \) has no trivial invariant elements. By 1.2.6 we conclude that \( \hat{x} \) is ergodic. \( \square \)

REMARK. It may occur that an \( x \in \mathcal{S}_{\mathbb{R}, \mathcal{P}}^+ \) is measurable with respect to \( \mathcal{B}(\mathbb{R}) \otimes \lambda_\mathcal{X} \) (\( \lambda_\mathcal{X} \) is the \( \mathcal{F} \)-algebra we started with) but not measurable with respect to \( \mathcal{B}(\mathbb{R}) \otimes \lambda_\mathcal{W} \) (cf. [D], Ch. II, p.p. 68 and 69, where things like this are discussed in connection with processes of function space type). In that case the proof of the above theorem does not work. However, many interesting cases are covered by the above theorem and the following one.

1.3.8. THEOREM. Let \( \gamma \) be an ordinary process with zero expectation function, finite second order moments and stationary and independent increments (cf. [D], Ch. II, ¶9). Let \( h \in L_2(\mathbb{R}) \) (whence \( h \) is a function and not a function class). Define the process

\[
\int_{-\infty}^{t} h(t-s) \, d\gamma(s,\omega) =: \gamma(t,\omega) \quad (t \in \mathbb{R}, \omega \in \Omega)
\]

as in [D], Ch. IX, ¶2. Then \( \gamma \in \mathcal{S}_{\mathbb{R}, \mathcal{P}}^\mathcal{W} \) and \( \text{emb}(\gamma) \) is strict sense time stationary and ergodic.

PROOF. The mapping \( \gamma: \mathbb{R} \times \Omega \to \mathcal{W} \) is not known to be measurable with respect to \( \mathcal{B}(\mathbb{R}) \otimes \lambda_\mathcal{W} \) (notation as in theorem 1.3.7); it may, however, be altered to become so. To prove this we invoke [D], Ch. II, ¶2, theorem 6, and show that \( \| \gamma(t_1) - \gamma(t) \|_2 \neq 0 \) \((t_1 > t) \) for every \( t \in \mathbb{R} \). We have by [D], Ch. IX, ¶2 for \( t_1 \in \mathbb{R}, t \in \mathbb{R} \)

\[
\| \gamma(t_1) - \gamma(t) \|_2^2 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (h(t_1 - s) - h(t - s))^2 \, \mathcal{W}(\omega) \, dP \left( \Omega \right)
\]

\[
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} | h(t_1 - s) - h(t - s) |^2 \, ds \to 0
\]
if \( t_1 = t \) since \( h \in L_2(\mathbb{R}) \).

By \([D]\), Ch. XI, §2, theorem 2.6 we can find a process \( x_{\lambda_0} \) measurable with respect to \( \mathcal{B}(\mathbb{R}) \otimes \lambda \), such that \( x_{\lambda_0}(t) = x(t) \) (a.e.) for every \( t \in \mathbb{R} \).

We have \( x \in \mathcal{F}_{\mathcal{H}, 2} \), \( x_{\lambda_0} \in \mathcal{F}_{\mathcal{H}, 2} \) by the above and 1.3.5 (i), and \( \text{emb}(x) = \text{emb}(x_{\lambda_0}) \).

As in the proof of theorem 1.3.7 we can find a representative \( \tilde{x} \) of \( x := \text{emb}(x_{\lambda_0}) \) such that \( \bar{X}(f, \omega) \) is measurable with respect to \( \lambda_0 \) for every \( f \in \mathcal{F} \).

It is known from \([D]\), Ch. XI, §1, example 3 that \( \tilde{x} \) is strict sense time stationary and ergodic. Proceeding as in the proof of theorem 1.3.7 we conclude that \( \tilde{x} \) is strict sense time stationary and ergodic.

1.3.9. We note that the definition of embeddable process of \( n \) variables (with \( n \in \mathbb{N} \)) can be given, and that the embedding theorem 1.3.3 can be given and proved for such a process. The classes of embeddable processes are denoted by \( \mathcal{F}_{\mathcal{H}, P}^{n+} \) and \( \mathcal{F}_{\mathcal{H}, P}^{n} \) respectively (cf. definition 1.3.2).
CHAPTER 2

EXPECTATION FUNCTION, AUTOCORRELATION FUNCTION AND WIGNER DISTRIBUTION
OF GENERALIZED STOCHASTIC PROCESSES

This chapter is devoted to the functions constituting an important part of the statistics of generalized stochastic processes, viz. the expectation function and the autocorrelation function. Furthermore we shall introduce the Wigner distribution (or, actually, the expected Wigner distribution) of generalized stochastic processes.

If $X$ is an ordinary stochastic process (defined on some probability space $\Omega$) with finite second order moments, then the expectation function of $X$ is defined as $\int_\Omega X(t)d\mathbb{P}$, and the autocorrelation function of $X$ is defined as $\gamma_{X}(t,s) = \int_\Omega X(t)X(s)d\mathbb{P}$. If we are dealing with generalized stochastic processes, expectation function, autocorrelation function and (expected) Wigner distribution are not just ordinary functions, but generalized functions. The expectation function of a generalized stochastic process $X$ (defined on some probability space $\Omega$) is defined with the aid of the values of $\int_\Omega X(t)d\mathbb{P}$ ($t \in S$). The definition of the autocorrelation function of $X$ involves the values of $\int_\Omega X(t)X(s)d\mathbb{P}$ ($t, s \in S$). Our definitions are such that if $X$ is the embedding of a reasonably well-behaved, ordinary process $\tilde{X}$, then expectation function and autocorrelation function of $X$ are obtained by taking the embeddings of $\int_\Omega \tilde{X}(t)d\mathbb{P}$ and $\gamma_{\tilde{X}}(t,s) = \int_\Omega \tilde{X}(t)\tilde{X}(s)d\mathbb{P}$ respectively (cf. 2.1.9).

The expected Wigner distribution of a generalized stochastic process is defined roughly as the image of the autocorrelation function under the mapping $f = (x,y) \mapsto \int_0^\infty e^{-2\pi y^2 t} \frac{x^t + y^t}{2} dt$ (this mapping can be extended to a linear mapping of $S^{2k}$ into $S^{2k}$; cf. appendix I, 4.16). The word "expected" may be motivated as follows. If we assume for a while that $X$ is a sufficiently well-behaved ordinary process, we can write down for each $x \in \tilde{X}$ the function $\int_\Omega \frac{x^t}{\sqrt{2}} X(t) dt$, i.e. the Wigner distribution of $\int_\Omega \frac{x^t}{\sqrt{2}} X(t)dt$. On integrating over $x$ and interchanging the order of integration we get $\int_\Omega \frac{x^t}{\sqrt{2}} R_x(\frac{x^t}{\sqrt{2}}, \frac{x^s}{\sqrt{2}}) dt$, where $R_x$ is the autocorrelation function of $X$.

In section 1 of this chapter definition and main properties of expectation function, autocorrelation function and Wigner distribution are given.
We show the positive definiteness of the autocorrelation function, and prove a theorem on the existence of Gaussian processes with prescribed expectation function and autocorrelation function.

In section 2 we pay attention to various kinds of second-order stationarity; we are particularly interested in the general form assumed by expectation function, autocorrelation function and Wigner distribution of stationary processes. We shall also relate Wigner distribution to spectral density function of second-order time stationary processes. We further consider second-order frequency stationary processes in their relation with processes with independent values at every moment, and we comment on the representation of second-order time stationary processes as Fourier transforms of random measures.

The Wigner distribution of a generalized stochastic process is easier than the autocorrelation function as far as physical interpretations are concerned. The Wigner distribution provides a picture of the energy distribution of the process over time and frequency. This appears clearly from the general form of the Wigner distribution of a second-order time stationary process (cf. 2.2.5); it is the tensor product of a constant function and the spectral density function. A similar thing holds for the Wigner distribution of a second-order frequency stationary process: it is the tensor product of a generalized function of positive type and a constant function. In particular, the Wigner distribution of a second-order white noise process (time and frequency stationary; cf. theorem 2.2.13) is constant in both time and frequency. If, however, non-stationary processes are considered, certain difficulties with physical interpretations arise: the Wigner distribution is not necessarily of positive type (whence it can no longer be interpreted as an energy distribution). Then certain smoothing operations have to be performed; we shall go into more detail in chapter 3, section 4 and 5.

2.1. DEFINITIONS AND MAIN PROPERTIES

2.1.1. In this section \((\Omega, \Lambda, \mathbb{P})\) is a fixed probability space. We consider generalized stochastic processes of order 1 and 2.

2.1.2. DEFINITION. Let \(X : \mathbb{R}^+ \rightarrow \mathbb{R}\). The expectation function \(E_X\) of \(X\) is defined as the generalized function \(F\) satisfying:

\[
(F, f) = \int (X, f) \, d\mathbb{P}
\]
for $f \in S$ (by definition 1.1.1 and appendix 1, theorem 3.3 this definition makes sense).

Of course we have a similar definition for processes depending on several variables.

2.1.3. Now let $X_0 \in S_{0,2}^\mathbb{R}$. To introduce the autocorrelation function of $X_0$ we consider the functional

$$\gamma_{[X, Y]}(x, y) = \int_{\Omega} (x, y) \psi(x, y) \, d\mathbb{P}.$$ 

This functional depends anti-linearly on each variable separately. According to appendix 1.3.6 there exists exactly one $F \in S_{0,2}^\mathbb{R}$ such that

$$(*) \quad (F, f \otimes g) = \int_{\Omega} (X, Y) \psi(x, y) \, d\mathbb{P} \quad (x \in S_1, y \in S).$$

DEFINITION. The autocorrelation function $R_X$ (or, shortly, $R$ if it is clear which process $X$ is meant) is defined as the unique $F$ satisfying $(*)$.

We give an alternative way to introduce the autocorrelation function.

If we define $X := \int_{\Omega} \xi_\mathbb{P}(x, y) \, d\mathbb{P}$, then $X \in S_{0,2}$. Now the $R_X$ of the above definition equals the expectation function of $X \otimes X$ (cf. 1.1.6), i.e., for we have

$$(E(x \otimes X), f \otimes g) = \int_{\Omega} (x \otimes X, f \otimes g) \, d\mathbb{P} =$$

$$= \int_{\Omega} (X, f \otimes g) \, d\mathbb{P} = (R_X, f \otimes g) \quad (x \in S, y \in S).$$

We can also consider the autocovariance function $C_X$ (or, shortly, $C$) of $X$, defined as the autocorrelation function of the centralized process $X - \mathbb{E}X$.

It is easily checked that $C_X = R_X - \mathbb{E}X \otimes \mathbb{E}X = R_X - \mathbb{E}X \otimes \mathbb{E}X$. We shall often assume $\mathbb{E}X = 0$ (so that $R_X = C_X$).

We refer to [31], definition 3.2 where a third way is given to define the autocorrelation functions for elements of $S_{0,2}$.

2.1.4. Let $X \in S_{0,2}^\mathbb{R}$. We introduce the Wigner distribution of $X$.

DEFINITION. The (expected) Wigner distribution $V_X$ (or, shortly, $V$) of $X$ is defined by $V_X = F^2(X(2)) \otimes X$ (cf. appendix 1, 4.16 and appendix 3, 1.4 and 2.1).
The word "expected" may be motivated as follows. We have

\[ E[F(x \circ \hat{F})] = E[F_0(x \circ \hat{F}) \circ \hat{F}] = \hat{F} \cdot \sum_{x} \| x \|^{2} \quad \text{(cf. 2.1.3 and 2.1.7), and} \]

\[ F(x \circ \hat{F}) \]  

may be interpreted as the Wigner distribution of \( \hat{F} \) (this is a
generalized stochastic process depending on two variables).

2.1.5. Let \( \hat{F} \in S'_{\alpha,2}, F \in S \). We have \( (\hat{F}, F \circ \hat{F}) \geq 0 \).

**Proof.** We have by definition 2.1.3

\[ (\hat{F}, F \circ \hat{F}) = \int \| (\hat{F}, F \circ \hat{F}) \|^2 \, d\mu > 0. \]

If \( F \in S_{\alpha} \) satisfies \( (F, F \circ \hat{F}) \geq 0 \) for every \( \hat{F} \in S \), then we call \( F \) positive definite. Hence, if \( \hat{F} \in S'_{\alpha,2} \), then \( \hat{F} \) is a positive definite function, and so is \( \hat{F} = \hat{F} - \hat{F} \circ \hat{F} \). The following theorem gives an interesting converse.

2.1.6. **Theorem.** Let \( F \in S_{\alpha}, R \in S'_{\alpha} \), and assume that \( R - F \circ \hat{F} \) is a positive definite function. There exists a Gaussian generalized stochastic process \( \hat{F} \) such that \( F=\hat{F}, R=\hat{F} \).

**Proof.** The proof uses [B], Ch. II, §3, theorem 3.1 with a suitable choice for the time space \( T \), the function \( \gamma \) and the positive definite function \( r \).

We take \( T = N_0 \), and put

\[ \gamma(k) = (F, \lambda_k), \gamma(k,k) = (R - F \circ \hat{F}, \lambda_k \circ \lambda_k). \]

Since \( \hat{F} \) is real on the reals (hence \( \hat{F} = \hat{F} \), \( \lambda_k \) for \( k \in N_0 \), the function \( \gamma \) satisfies

\[ \sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_i \lambda_j \gamma(k_i,k_j) = (R - F \circ \hat{F}, \sum_{i=1}^{n} \lambda_i \lambda_i \circ \lambda_i \lambda_i \circ \lambda_i \lambda_i) \geq 0 \]

for every \( n \in \mathbb{N}, k_1 \in T, \ldots, k_n \in T, k_1 \in T, \ldots, k_n \in T \). Furthermore

\[ \gamma(k,l) = (F, \mu(k,l)) \quad (k \in T, l \in T). \]

The conditions of the theorem mentioned above are satisfied. Hence we can find a Gaussian stochastic process \( \gamma \) defined on some probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) such that

\[ \int \gamma_k \, d\mathbb{P} = \mu_k, \int \gamma_k \, d\mathbb{P} = \gamma(k,l) + \mu(k,l) \quad (k \in T, l \in T). \]
We define the generalized stochastic process $X$ by putting

$$
(X, f) = \sum_{k=0}^{\infty} q_k (\psi_k, f) \quad (f \in S).
$$

This $X$ is well-defined: $\|q_k\|^2 = r(k,k) + |\mu(k)|^2 = O(\varepsilon^k)$ (for all $k \in \mathbb{Z}_0$) for.

This $X$ is well-defined; $\|q_k\|^2 = r(k,k) + |\mu(k)|^2 = O(\varepsilon^k)$ (for every $\varepsilon > 0$ since $F \in S^\varepsilon$, $R \in S^2\varepsilon$ (cf. appendix 1, 1.10 and 1.17). If $f_n \in S$ ($n \in \mathbb{Z}$) and $f_n \not\equiv 0$, then $\|X, f_n\|_S \rightarrow 0$ (n = $\infty$) by appendix 1, 1.12 and 1.7 (i) and (iv). Since $X$ is anti-linear we conclude $X \in S^\varepsilon$, $R^\varepsilon$.

The expectation function of $X$ equals $F$, for (cf. appendix 1, 1.10)

$$
(E, \psi_k) = \int_{S^\varepsilon} (X, \psi_k) \, dP = \mu(k) = (F, \psi_k) \quad (k \in \mathbb{Z}_0).
$$

The autocorrelation function of $X$ equals $R$, for

$$
(R, \psi_k \bullet \psi_l) = \int_{S^\varepsilon} (X, \psi_k) (X, \psi_l) \, dP = \int_{S^\varepsilon} q_k \overline{q}_l \, dP = \mu(k) \mu(l) = (R, \psi_k \bullet \psi_l) \quad (k, l \in \mathbb{Z}_0)
$$

(cf. appendix 1, 1.17).

It remains to show that $X$ is a Gaussian process, i.e. that the distribution of $(X, f_1), \ldots, (X, f_n)$ is Gaussian for every $n \in \mathbb{Z}$, $f_1, \ldots, f_n \in S$.

For the case $n = 1$ this follows from the fact that for $f \in S$

$$
(X, f) = \lim_{K \to \infty} \sum_{k=-K}^{K} q_k (\psi_k, f)
$$

(the limit is in $L_2(G)$-sense), so that $(X, f)$ has a Gaussian distribution with mean $(F, f)$ and variance $(R \bullet f, f \bullet f)$. The cases with $n > 1$ are treated analogously.

We refer to [GN], Ch. III, §2.3 where a theorem as the above one is proved for the case that the space $X$ is point of departure of the theory.
2.1.7. The following theorem determines the effect on expectation function and autocorrelation function of linear transformations of the process.

**THEOREM.** Let \( T \) be a linear operator of \( S \) with an adjoint.

(i) If \( X \in S_{\mathbb{N},1}^x \), then \( T E_{X} = T E_{X} \).

(ii) If \( X \in S_{\mathbb{N},2}^x \), then \( R_{X}^x = T \circ T \circ X \) (cf. appendix 1, 4.6, 4.7 and 4.16).

**PROOF.** (i) Let \( X \in S_{\mathbb{N},1}^x \). We have for every \( f \in S \)

\[ (T E_{X} f) = \int_{\Omega} (T X f) \, dP = \int_{\Omega} (X T^x f) \, dP = (E_{X} T^x f) = (T E_{X} f). \]

Hence \( T E_{X} = T E_{X} \).

(ii) Let \( X \in S_{\mathbb{N},2}^x \). We have

\[ (R_{X} f \circ g) = \int_{\Omega} (X f) \cdot (X g) \, dP = \int_{\Omega} (X T^x f) \cdot (X T^x g) \, dP = (R_{X} T^x f \circ T^x g) = (T \circ T \circ X \circ f \circ g) \]

by appendix 1, 4.6 and 4.7. Hence \( R_{X} = T \circ T \circ X \).

\( \square \)

2.1.8. We have the following theorem about convergence of expectation functions and autocorrelation functions.

**THEOREM.** (i) Let \( X \in S_{\mathbb{N},1}^x \), \( X_n \in S_{\mathbb{N},1}^x \) (\( n \in \mathbb{N} \)), and let \( X_{n+1} = X \).

Then \( E_{X_n} \rightarrow \infty \).

(ii) Let \( X \in S_{\mathbb{N},2}^x \), \( X_n \in S_{\mathbb{N},2}^x \) (\( n \in \mathbb{N} \)), and let \( X_{n+1} = X \).

Then \( R_{X_n} \rightarrow \infty \).

**PROOF.** (i) We have for \( f \in S \)

\[ (E_{X_n} f) = \int_{\Omega} (X_n f) \, dP + \int_{\Omega} (X f) \, dP = (E_{X_n} f) \quad (n \rightarrow \infty). \]

Hence by appendix 1, 1.15, \( E_{X_n} \rightarrow \infty \).

(ii) We have for \( f \in S \), \( g \in S \)

\[ (R_{X_n} f \circ g) = \int_{\Omega} (X_n f) \cdot (X_n g) \, dP + \int_{\Omega} (X f) \cdot (X g) \, dP = (R_{X_n} f \circ g) \quad (n \rightarrow \infty). \]
Hence, by appendix 1, 3.7, $E_X e^{2\alpha X} E_X \mathbb{L}_n \sim \mathbb{L}_k$.

**Remark.** If $x \in \mathcal{S}_{n,2}^*$, $X_n \in \mathcal{S}_{n,2}^*$ ($n \in \mathbb{N}$), and $R_n \sim \mathbb{L}_n \sim \mathbb{L}_k$, then $X_n \sim X(S_{n,2}^*)$. In general $E_{X_n} e^{2\alpha X_n} E_{X_n} \mathbb{L}_n \sim \mathbb{L}_k$ does not imply $X_n \sim X(S_{n,2}^*)$.

2.1.9. Let $x \in \mathcal{S}_{n,2}^*$ (cf. 1.3.2), and assume that $z = \int_{t \in \mathcal{S}} \int_{t \in \mathcal{S}} X(t)x(t)\mathbb{L}_n dt$ is measurable over $\mathcal{M}_n^2$. Now both $r$ and $\int_{t \in \mathcal{S}} \int_{t \in \mathcal{S}} X(t)\mathbb{L}_n dt$ are embeddable functions (of two and one variable respectively). It is not hard to see that $E(\mathbb{L}(x)) = \mathbb{L}(x)$. It is somewhat harder to show that $R_{\mathbb{L}}(x) = \mathbb{L}(x)$; we omit the proof.

2.2. **Second Order Stationarity**

2.2.1. Let $(\Omega, \mathcal{A}, \mathbb{P})$ be a fixed probability space. We are going to define second order stationarity for elements of $\mathcal{S}_{n,2}^*$.

2.2.2. **Definition.** Let $V$ be a group of linear operators on $S$ with an adjoint, and let $x \in \mathcal{S}_{n,2}^*$. If the numbers $\int_{t \in \mathcal{S}} (Vx, f)\mathbb{L}_n$ are independent of $\mathcal{M}_V$ for every $x, f \in \mathcal{S}$, then we say that $x$ is second order $V$-stationary. In the special case that $V = (\mathcal{T}_a)_{a \in \mathbb{R}}$, we speak of second order time stationarity, and in case $V = (\mathcal{T}_b)_{b \in \mathbb{R}}$, we speak of second order frequency stationarity.

In terms of expectation functions and autocorrelation functions $V$-stationarity of an $x \in \mathcal{S}_{n,2}^*$ means that $\mathbb{E}_x = \mathbb{E}_x \otimes \mathbb{E}_x$, $\mathbb{R}_x = \mathbb{E}_x \otimes \mathbb{E}_x$ (cf. 2.1.7). Note that if $V$ is a group of linear operators on $S$ with an adjoint, and if $x \in \mathcal{S}_{n,2}^*$ is strict sense $V$-stationary, then $x$ is second order $V$-stationary (cf. 1.2.2).

2.2.3. **Example.** We find as in 2.1.3 that $x \in \mathcal{S}_{n,2}^*$ is second order time stationary if and only if $\mathbb{E}_x$ is second order frequency stationary. Such a thing also holds with $\mathbb{E}_x^V$ instead of $\mathbb{E}_x$.

2.2.4. We want to characterize expectation functions of a second order stationary process. The following theorem deals with the time stationary case.

**Theorem.** Let $x \in \mathcal{S}_{n,2}^*$. Then $x$ is second order time stationary if and only if there exists $c \in S$ and $x \in S$ with $Fx = 0$ (cf. appendix 4, definition 2.1) such that $\mathbb{E}_x = c\delta$, $\mathbb{R}_x = 2\sigma^2 (\delta \otimes \delta)$, $\mathbb{P} \in S$. Here $\mathbb{H}$ denotes $\mathbb{H}^\top$.
PROOF. Assume that $X$ is second order time stationary. We have (by 2.2.2)

$$T_a E\overline{X} = E\overline{X}(a \in \mathbb{R}).$$

Hence $E\overline{X} = c\overline{X}$ for some $c \in \mathbb{C}$ by appendix 4, theorem 1.2

(applied with $n = 1, \alpha = 0$).

Secondly, if $F = X_U \otimes \overline{X}_U$, then $T^{(1)}_a F = F \otimes \overline{F} (a \in \mathbb{R})$. This is proved as follows. By the formula $T^{(1)}_a Z = Z \otimes T_{a/\sqrt{2}} \otimes T_{a/\sqrt{2}} (a \in \mathbb{R})$ we get

$$T^{(1)}_a F = T^{(1)}_a Z \otimes \overline{F} = Z \otimes T_{a/\sqrt{2}} \otimes \overline{T_{a/\sqrt{2}}} = Z \otimes \overline{Z} = F$$

for $a \in \mathbb{R}$ (cf. 2.2.2; note that $T_{a/\sqrt{2}} = T_{a/\sqrt{2}} \otimes T_{a/\sqrt{2}}$ for $a \in \mathbb{R}$). Application of appendix 4, theorem 1.2 shows that $R_x = Z_{U \otimes \overline{U}} (R \otimes \overline{R})$ with some $R \in \mathbb{S}^+$.

We next show that $F_k \geq 0$. Let therefore $F \in \mathbb{S}, f(x) \geq 0 (x \in \mathbb{R})$. It is known from elementary complex function theory that we can write $f$ as $h \overline{h}$ with some analytic $h$. Since $f \in \mathbb{S}$ we have $h \in \mathbb{S}$. If we put $g = F^h$, we get

$$\langle \xi \otimes \overline{F}, f(x) \rangle = \langle \xi, F \langle h, \overline{h} \rangle \rangle \geq 0.$$

The left hand side of this equality can be written (by [11], (21.4)) as

$$\int_{a \in \mathbb{R}} (\xi \otimes \overline{F}) (x,y) \overline{\xi} (x,y) dx.$$

Since for every $y \in \mathbb{C}$

$$\int_{a \in \mathbb{R}} (\xi \otimes \overline{F}) (x,y) \overline{\xi} (x,y) dx = h(y/\sqrt{2}) h(\overline{y}/\sqrt{2}),$$

we find $\int_{a \in \mathbb{R}} f(x) \geq 0$. It easily follows that $F_k \geq 0$ for every $k \in \mathbb{S}$ with $k(x) \geq 0 (x \in \mathbb{R})$. Hence $F_k \geq 0$.

Now assume that there is $a \in \mathbb{C}, K \in \mathbb{S}^+$ with $E\overline{X} = c\overline{X}$, $R_x = Z_{U \otimes \overline{U}} (K \otimes \overline{K})$. It follows at once that $T_a E\overline{X} = E\overline{X}, T_a \otimes \overline{T_a} = R_x \otimes \overline{R_x}$ for $a \in \mathbb{R}$, hence $X$ is second order time stationary.

\[ \square \]

REMARK. If $X \in S_{h,2}^+$ and if $R_x \neq 0$ has the form $Z_{U \otimes \overline{U}} (G \otimes \overline{G})$ with some $G \in \mathbb{S}^+$, $K \in \mathbb{S}^+$, then it can be proved that there is an $a \in \mathbb{C}$ with $|a| = 1$ such that both $a$ and $\overline{a}$ are of positive type.
2.2.5. DEFINITION. Let $X$ be a second order time stationary process with autocorrelation function \( R_{\tau} \) \((\tau \in \mathbb{R})\). We call the generalized function \( L \),
given by \( (L,f) = (F_L, \int_0^1 f(y/\sqrt{2})dy) \) for \( f \in S \) (cf. appendix 1, theorem 1.3)
the spectral density function of the process, and the measure associated with \( L \) (cf. Appendix 4, theorem 2.2) is called the spectral measure of the process.

If \( X \) is a second order time stationary process with autocorrelation function \( R_{\tau} = R_{\tau}(\tau \in \mathbb{R} \times \mathbb{R}) \), then the Wigner distribution \( F^{(2)}_{\tau} R_{\tau} \) of \( X \) equals the tensor product of the functions \( H \) and \( F_L \). We thus see that the Wigner distribution of a second order time stationary process is constant in the first (\( * \) time) variable. We also have a converse: if the Wigner distribution of a process (with constant expectation function) is constant in its first variable, then the process is second order time stationary.

For later reference we mention the following result: if \( X \in S_{0,2}^k \) is second order time stationary, and \( E_X = cH \), \( R_{\tau} = R_{\tau}(\tau \in \mathbb{R}) \) with some \( c \in \mathbb{C} \), \( \tau \in \mathbb{R} \), then
\[
(\ast) \quad E_{F_X} = c \delta_0, \quad R_{F_X} = R_{\tau}(F_L \otimes \delta_0).
\]

To prove this we first note that \( F_X = \delta_0 \) (for \( (F_X,f) = (H,f') \) = \( \int_{-\infty}^{\infty} (f') \delta_0 \) \( dx = \mathcal{F}(a) = (\delta_0, f) \) \( \forall f \in \mathbb{S} \)), hence \( E_{F_X} = F_X \delta_0 \) by 2.1.7 (ii). We further have by 2.1.7 (ii)
\[
(\ast) \quad E_{F_X} = F \otimes F_{\delta_0} \quad (H \in \mathbb{R}) = F \otimes F_{\delta_0} \quad (H \in \mathbb{R}).
\]

It is not hard to show that \( F \otimes F_{\delta_0} = F(\tau \otimes \delta_0) \) \( \forall \tau \in \mathbb{R} \). Therefore \( R_{F_X} = R_{\tau} (F_L \otimes \delta_0) = \tau \in \mathbb{R} \).

Let \( Y \in S_{0,2}^k \) be second order frequency stationary. Then \( Y = F_{\mathcal{F} Y} \), and \( F_{\mathcal{F} Y} \) is second order time stationary (cf. 2.1.3). We conclude from (\( \ast \)) that
\[
(\ast) \quad E_{F_Y} = c \delta_0, \quad R_{F_Y} = R_{\tau}(L \otimes \delta_0) \quad \forall \tau \in \mathbb{R}
\]
for some \( c \in \mathbb{C} \) and \( \tau \in \mathbb{S} \) with \( \tau \geq 0 \). We further see that the Wigner distribution of \( Y \) is constant in the second variable:
\[
F^{(2)}_{\tau} R_{\tau} = F^{(2)}_{\tau} (R_{\tau}(L \otimes \delta_0)) = L \otimes R_{\tau} = L \in \mathbb{R}.
\]

2.2.6. In literature more general notions of time stationarity than those of 2.2.2 are studied. E.g., if \( n \in \mathbb{N}_0 \), \( X \in S_{0,2}^k \), then \( X \) is said to have stationary increments of order \( n \) if the distribution of
\[
(\mathcal{N} \frac{d^2}{dx^2} x_1, \ldots, \mathcal{N} \frac{d^2}{dx^2} x_n) \quad (x_1, \ldots, x_n)
\]
is independent of \( x \in \mathbb{R} \) for every...
\( n \in \mathbb{N}, f_1 \in S, \ldots, f_n \in S \) (\( \frac{d}{dx} \)) \( n \) denotes \( n \)-fold differentiation; cf. appendix 1.6 (ii)). In [CW], Ch. II, § 5 the general form of expectation function and autocorrelation function of processes of this type was determined (the result proved there also holds under the weaker assumption that the first and second order moments of \( \frac{\partial}{\partial a_0}, n \frac{\partial}{\partial x} \) are independent of \( a \in \mathbb{R} \)). Although in [CW] the test function space \( K \) was taken as point of departure, it is not hard (but pretty laborious) to reproduce the proof of [CW], Ch. II, §5, Satz 5.

**Theorem.** Let \( \mathbb{K} \) be as above. Then \( \mathbb{K} \) is the embedding of a polynomial of degree \( s \in n \). For the autocorrelation function \( R \) the following holds:

Let \( \phi_1, \phi_2, \ldots, \phi_{n-1} \) be elements of \( S \) satisfying \( \int_{-\infty}^{\infty} x^k \phi_j(x) dx = \delta_{j,k} \) \((i = 0, \ldots, n-1, j = 0, 1, \ldots, n-1)\). Denote for \( \varphi \in S \) by \( \mathbb{K} \phi \) the function \( \varphi - \sum_{j=0}^{n-1} b_j(\varphi) \theta_j \), where \( b_j(\varphi) := \int_{-\infty}^{\infty} x^j \varphi(x) dx \) for \( j \in \mathbb{N}_0 \). There exists a measure \( \nu \) defined on \( S(\mathbb{R}) \), satisfying \( \int_{-\infty}^{\infty} e^{2\pi i x} \psi(x) dx \psi(x) \phi(x) dx = \psi(x) \phi(x) dx \) for every \( \phi \in S \), such that for every \( \varphi \in S, \psi \in S \)

\[
(\mathbb{K} \varphi, \mathbb{K} \psi) = \frac{1}{2\pi} \int_{\mathbb{R} \setminus \{0\}} \left( F_{\mathbb{K} \varphi} \right)(x) \left( F_{\mathbb{K} \psi} \right)(x) x^{-2n} \nu(dx) + 
\]

\[
+ \nu(\{0\}) \frac{b_0(\varphi)b_0(\psi) \phi(\psi)}{2n} \phi(\varphi) + \sum_{j=0}^{n-1} b_j(\varphi) (\mathbb{K} F_j \psi) \phi(\varphi) + \frac{1}{2\pi} \sum_{j=0}^{n-1} b_j(\varphi) (\mathbb{K} F_j \psi) \phi(\varphi) + 
\]

\[
+ \sum_{j=0}^{n-1} \sum_{j=0}^{n-1} a_{i,j} \frac{b_i(\varphi) b_j(\psi)}{2\pi} \phi(\varphi) \phi(\psi). 
\]

Here \( F_j \) is the element of \( S^1 \) determined by \( (F_j \varphi) = (\mathbb{K} \varphi \otimes \mathbb{K} F_j) \) \((\varphi \in S)\), and \( a_{i,j} = (\mathbb{K} \delta_1 \otimes \mathbb{K} F_j) \) for \( i = 0, 1, \ldots, n-1, j = 0, 1, \ldots, n-1 \). The measure \( \nu \) is uniquely determined by \( R \).

We note that for the Wigner distribution \( \nu_{\mathbb{K}} \) of a process with stationary increments of order \( n \) the following holds:

\[
\left( \mathbb{K} \right)^2 - (p^{(1)})^2 n \nu_{\mathbb{K}} = \mathbb{K} \otimes L
\]

with some \( L \in S^1 \) of positive type.
2.2.7. We next consider second order frequency stationary processes in more detail. Let \( \mathcal{X} \) be such a process. According to 2.2.5 the autocorrelation function of \( \mathcal{X} \) has the form \( \mathbb{E}_0(L \circ \delta_0) \) where \( L \) is a generalized function of positive type. This autocorrelation function resembles the autocorrelation function of a process with independent values at every moment. Our setting is not ideal for studying this kind of processes since the space \( S \) does not contain functions of compact support (except the zero function).

If the space \( K \) (of real-valued functions defined on \( \mathbb{R} \) of compact support with derivatives up to any order) is point of departure, processes with independent values at every moment can be defined as linear mappings \( \Phi \) of \( K \) into the set of all random variables such that \( \Phi(\eta) \) and \( \Phi(\psi) \) are independent whenever \( \eta, \psi \in K \) have pairwise disjoint supports (cf. [GW], Ch. III, §4.1 and [BT], Part II, §4.5). It is proved in [GW], Ch. III, §4.7 that the autocorrelation function (when defined, of course) of such a process is "concentrated on the diagonal". This amounts to say (in our language) that the autocorrelation function assumes the form \( \mathbb{E}_0(L \circ \delta_0) \) with some generalized function \( L \).

2.2.8. In spite of lack of elements of \( S \) of compact support, it is yet possible to study generalized stochastic processes with independent values at every moment. We restrict ourselves to generalized stochastic processes that are second order frequency stationary (this is not a very severe restriction in view of 2.2.7; only processes with order less than 2 cannot be handled). The following theorem is fundamental.

**Theorem.** Let \( \mathcal{X} \in \mathcal{P}_{\mathbb{R},S} \) be second order frequency stationary, and let \( \mu \) be the spectral measure of \( \mathcal{F}^X \) (cf. 2.2.3 and 2.2.5). Let \( (\cdot, \cdot)_\mu \) be the inner product on \( S \) given by

\[
(f, g)_\mu = \int f(x)g(x) \, d\mu(x) \quad (f, g \in S),
\]

and let \( S_\mu \) be the completion of \( S \) with respect to \( \mu \). Then \( \mathcal{X} \) can be extended to a continuous, anti-linear, norm preserving mapping of \( S_\mu \) into \( L_2(0) \).

**Proof.** As we know from 2.2.5, \( \mathcal{X} \) has the form \( \mathbb{E}_0(L \circ \delta_0) \) with \( L \geq 0 \). We have for \( f, g \in S \) (by [BT], (21.4))

\[
\mathbb{E}(\mathcal{X}_L f \circ \mathcal{X}_L g) = \mathbb{E}(L f \circ \mathcal{X}_L g) = \mathbb{E}(L L \circ \delta_0, f \circ \mathcal{X}_L g) = (L_1 f, \mathcal{X}_L g),
\]
where $L_h$ is determined by $L_h = (L_h^h (x, y))$ for $h < S$. We show that $L_h$ is the spectral density function of $F_h$. We have $F_h = Q_h F_h^*$ = $E_h (L_h ^{h})$. Hence, if $E_h F_h^* = E_h (h @ h)$ (cf. 2.2.5), then (by 2.2.5) $L_h = F_h$. It follows from definition 2.2.5 that $L_h$ is the spectral density function of $F_h^*$.

We thus have (cf. appendix 4, theorem 2.2) for $f, g < S$

$$\int \frac{(x, f) (x, g)}{d_P} = \int \frac{f(x) g(x)}{d_P} dx.$$

The remaining part of the proof can be given by using elementary Hilbert space techniques; it is omitted.

Remark. The $S_h$ of the above theorem equals the collection of all (equivalence classes of) functions that are integrable with respect to $\mu$. To prove this, it suffices to show that $S_h$ contains all continuous functions of compact support. If $f$ is such a function, then $N f = f(x + 0)$ uniformly in $S$ and dominated by a function of the form $\int S \exp(-2 \pi x^2)$. Hence, by appendix 4, theorem 4.2.2, $f < S_h$.

2.2.9. Definition. Let $X \in S_{h, 2}$ be second order frequency stationary, and let $\mu$ and $\nu$ be as in theorem 2.2.8. Let $C$ be a subset of $S_\nu$. We say that $X$ has independent values with respect to the class $C$ if $(X, \varphi)$ and $(X, \psi)$ are independent whenever $\varphi < C$ and $\psi < C$ have pairwise disjoint supports. In case $C = X$ (or, more precisely, $C$ is the collection of all classes in $C_\nu$ containing an element of $C$), and $X$ has independent values with respect to $C$, then we say that $X$ has independent values at every moment.

2.2.10. Example. If $X$ is a second order frequency stationary Gaussian process (defined on $S$) with zero expectation, then $X$ has independent values at every moment. This is seen as follows. It is not hard to show that the distribution of $(X, \varphi)$ is Gaussian if $\varphi < X$, $\psi < X$ (under the $L_h^0$-limits of Gaussian random variables are Gaussian random variables). If now $\varphi < X$ and $\psi < X$ have pairwise disjoint supports then it follows from

$$\int \frac{(X, \varphi) (X, \psi)}{d_P} d_P = \int \varphi(x) \psi(x) d_P d_P$$

that $(X, \varphi)$ and $(X, \psi)$ are independent random variables.
2.2.11. REMARK. Let $\Phi$ be a (real) generalized stochastic process (defined
on $K$) with independent values at every moment. We want to embed $\Phi$ in our
system $S_{\alpha,2}^\kappa$. We therefore assume that $\Phi$ is a continuous linear mapping of $K$
into $L_{2}(\mu)$ (continuous with respect to the topology of $K$ and the $\|\cdot\|_{2}$-topology
of $L_{2}(\mu)$). The autocorrelation function of $\Phi$ exists in that case, and
is concentrated on the diagonal $x = y$ ([GW], Ch. III, §4.7): there exists
an $L \in K'$ (dual of $K$) such that
\[
\int_{K} \Phi(\eta) \Phi(\xi) d\eta = (L,\xi) \quad (\eta, \xi \in K).
\]

This $L$ is of positive type: it follows from $(L,\eta^2) \geq 0$ for $\eta \in K$ that $L$
is of multiplicative positive type, and in the space $K'$ the notions of mul-
tiplicative positivity and positivity are equivalent (cf. [GW], Ch.II, §2.4).
We conclude from [GW], Ch. II, §2.1, that there is a (unique) measure
$\mu$ defined on the Borel sets of $\mathbb{R}$ such that
\[
(L,\eta) = \int_{\mathbb{R}} \eta(x) d\nu(x) \quad (\eta \in K).
\]

Proceeding as in 2.2.8 (with $\Phi$ and $K$ instead of $X$ and $E$), we let $K_{\mu}$ be
the completion of $K$ with respect to the inner product $(\cdot, \cdot)_{\mu}$, and denote
the unique extension of $\Phi$ to a continuous linear mapping of $K_{\mu}$ into $L_{2}(\mu)$
again by $\Phi$.

Now assume that $\mu$ satisfies $\int_{\mathbb{R}} e^{\sqrt{\epsilon} x^{2}} d\mu(x) < \infty$ for every $\epsilon > 0$.
Let $f \in S$, and denote $f_{1} = \int_{\mathbb{R}} \max(x) d\mu(x)$, $f_{2} = \int_{\mathbb{R}} \max(x) d\mu(x)$. It is easy to
see that $f_{1} \in K_{\mu}$, $f_{2} \in K_{\mu}$, hence $\Phi(f_{1})$ and $\Phi(f_{2})$ are well-defined. Let us
put now
\[
\Phi(f) := \Phi(f_{1}) - 1 \Phi(f_{2}).
\]

It is not hard to show that $\Phi$ depends continuously and anti-linearly on
$f \in S$. Hence $\int_{S} \Phi(f) d\nu(f) \in S_{\alpha,2}^\kappa$.

2.2.12. The proof of theorem 2.2.8 uses a (well-known) technique of extending
the domain of certain mappings to a complete space. The same technique can
be used to prove the following theorem (cf. [GW], Ch. III, §1.4 for more
details).
THEOREM. If $X$ is a second order time stationary process, and if $\mu$ is the spectral measure of $X$ (cf. 2.2.5), then there exists a random measure $Z$ such that

$$\langle X, \xi \rangle = \int_\Omega \langle \hat{F} \xi \rangle (\lambda) \, d\mathbb{P}(\lambda) \quad (\xi \in \mathcal{F}).$$

This $Z$ further satisfies $\int_\Omega \mathbb{P}(\lambda) \, d\mathbb{P}(\lambda) = \mu(A_1 \cap A_2)$ for every pair of Borel sets $A_1$ and $A_2$ in $\mathbb{R}$ with $\mu(A_1) < \infty$, $\mu(A_2) < \infty$.

PROOF. Exactly the same as the proof of [GW, Ch. III, §3.4, Satz 3]. □

REMARK. We sketch an alternative way to obtain a representation as in the above theorem for a second order time stationary process. It is possible to show that the equation $\frac{d}{dx} \chi = F\chi$ has a solution $\chi \in L^2$ (This is really seen if one rewrites this equation as an infinite system of equations involving the Hermite coefficients $(\chi_n \psi_k)$ and $(\chi_n \psi_{k+1})$, and makes use of the relations $\frac{d}{dx} \psi_0 = -x^1 \psi_1$, $\frac{d}{dx} \psi_k = -(k+1)x^k \psi_{k+1} + (k+1)x^k \psi_{k-1}$ for $k \in \mathbb{N}$.)

Since $F\chi$ is a second order frequency stationary process (cf. 2.2.3), we can extend it (as in 2.2.8) to an anti-linear, continuous mapping of $\mathbb{C}$ into $L^2$. Here $\mu$ is the spectral measure of $X$. We find

$$\int_\Omega \left( \frac{d}{dx} \chi_{A_1} \right) \cdot \left( \frac{d}{dx} \chi_{A_2} \right) \, d\mathbb{P} =$$

$$= \int_\Omega \left( F\chi \right) \cdot \chi_{A_1} \cdot \left( F\chi \right) \cdot \chi_{A_2} \, d\mathbb{P} = \int_\Omega \mu(\lambda) \, d\mathbb{P}(\lambda)$$

for every pair of Borel sets $A_1$ and $A_2$ in $\mathbb{R}$ with $\mu(A_1) < \infty$, $\mu(A_2) < \infty$ (if $A$ is a Borel set in $\mathbb{R}$ with $\mu(A) < \infty$, then $\chi_A \in L^2$).

2.2.13. We are going to consider now what we call second order white noise.

DEFINITION. A generalized stochastic process $\mathbb{W} \in \mathbb{S}_{\mu}^2$ is called a second order white noise process if $E\mathbb{W} = 0$, $\mathbb{W} = c \mathbb{Z}_0 (\mathbb{K} \otimes \delta_0)$ for some $c \in \mathbb{C}$. The following theorem lists some characterizations of second order white noise.
THEOREM. Let $\mathbb{W} \in F_{0,1}$ and assume $\mathbb{W} = 0$. The following statements are equivalent.

(i) $\mathbb{W}$ is a second order white noise process.

(ii) There is a $d \geq 0$ such that $\int_\Omega (\mathbb{W}, f) \overline{(\mathbb{W}, g)} \text{dP} = d (g, f)$ for every $f, g \in S$.

(iii) $\mathbb{W}$ is a second order time and frequency stationary process.

(iv) The Wigner distribution of $\mathbb{W}$ is the embedding of a constant function of 2 variables.

(v) $f \in S$, $g \in S$, $(f, g) = 0 = \int_\Omega (\mathbb{W}, f) \overline{(\mathbb{W}, g)} \text{dP} = 0$.

PROOF. The equivalence of (i) and (iv) is obvious: $\mathbb{W} \otimes_\Omega (\mathbb{W} \otimes_\Omega (H \otimes_\Omega \delta_0)) = (H \otimes_\Omega \delta_0)$.

Assume that (i) is satisfied: $R_{\mathbb{W}} = c^2 \epsilon (H \otimes_\Omega \delta_0)$, we have for $f, g \in S$

$$
\int_\Omega (\mathbb{W}, f) \overline{(\mathbb{W}, g)} \text{dP} = c^2 \epsilon (H \otimes_\Omega \delta_0),
$$

$$
= c \int_\Omega g (\sqrt{\Delta}) \overline{f (\sqrt{\Delta})} \text{d}x = c^2 (g, f).
$$

Hence (i) $\Rightarrow$ (ii). If, on the other hand, there is a $d \geq 0$ such that

$$
(\mathbb{W}, f \otimes_\Omega g) = \int_\Omega (\mathbb{W}, f) \overline{(\mathbb{W}, g)} \text{dP} = d (g, f) \quad (f \in S, g \in S),
$$

then $(\mathbb{W}, f \otimes_\Omega g) = \frac{d}{\sqrt{2}} (\mathbb{W}, (H \otimes_\Omega \delta_0), f \otimes_\Omega g)$. Hence $R_{\mathbb{W}} = \frac{d}{\sqrt{2}} \epsilon (H \otimes_\Omega \delta_0)$.

It follows that (ii) $\Rightarrow$ (i).

The equivalence of (iii) and (iv) follows from 2.2.5.

It is obvious that (iii) $\Rightarrow$ (v). Assume that (v) is satisfied. To show that (ii) holds, we note that for $f \in S$, $g \in S$

$$
\int_\Omega (\mathbb{W}, f) \overline{(\mathbb{W}, g)} \text{dP} = \sum_{n=0}^\infty \langle \psi_n, f \rangle \langle \psi_n, g \rangle c_n c_n^\prime,
$$

where $c_n = \int_\Omega |(\mathbb{W}, \psi_n)|^2 \text{dP}$ and $\psi_n$ denotes (as usual) the $n^{th}$ Hermite function $(n \in \mathbb{N}_0)$. We only have to show that $c_n$ does not depend on $n \in \mathbb{N}_0$. Let $n \in \mathbb{N}_0$, $m \in \mathbb{N}_0$. Since $(\psi_n, \psi_m, \psi_n - \psi_m) = 0$ we have

$$
0 = \int_\Omega (\mathbb{W}, \psi_n + \psi_m)(\mathbb{W}, \psi_n - \psi_m) \text{dP} = c_n - c_m,
$$

hence $c_n = c_m$. $\square$
A consequence of the above theorem is: if $T$ is a unitary linear operator of $S$, and if $X$ is a second order white noise process, then so is $TX$. 
CHAPTER 3

CONVOLUTION THEORY AND GENERALIZED STOCHASTIC PROCESSES;
WIGNER DISTRIBUTION AND SECOND ORDER SIMULATION

In this chapter we give applications of convolution theory (as presented in [172]; cf. also appendix 2) to the theory of generalized stochastic processes. We further describe second order simulation of generalized stochastic processes with the aid of "noise showers" and shot noise processes.

Convolution theory is for several reasons useful for the study of generalized stochastic processes. In section 3.1 we define the convolution product $T_g \hat{X}$ with $g \in C$ (cf. appendix 2, 3) and a generalized stochastic process $\hat{X}$.

If $g \in S$, this convolution product can be identified with the ordinary process $V_g(T_g \hat{X}, g_0)$ (more precisely, $T_g \hat{X}$ is the embedding of $V_g(T_g \hat{X}, g_0)$). The set of processes $T_g \hat{X}$, where $g$ runs through $S$, gives in some sense a complete description of the process $\hat{X}$. It thus appears that questions about $\hat{X}$ on stationarity (or ergodicity) can be reduced to the same questions about $T_g \hat{X}$ with $g \in S$ (cf. 3.2.6 and 3.2.9 (i)).

In section 3.2 we deal with representation of second order time stationary processes as filtered white noise (cf. theorem 3.2.4). In [67], page 6 the theorem is attributed to S.O. Rice, but we were not able to locate its proof in literature. The theorem says roughly that every second order time stationary process can be regarded as the result of passing a second order white noise process through a linear filter. We further prove in section 3.2 some ergodic theorems.

In section 3.3 we consider shot noise processes and "random Fourier series" processes as typical examples of generalized stochastic processes. These processes can be used for describing simulation of time and/or frequency stationary processes.

The above applications mainly deal with stationary processes. An important application (cf. section 3.4) of convolution theory for processes of general type is obtained by considering what we call time-frequency convolutions (instead of the ordinary ^=time convolutions). We presently sketch what this is all about.

Let $g \in S$, and let $\hat{X}$ be a sufficiently well-behaved stochastic process. The time-frequency convolution $\sum_g F_g$ of $g$ and $\hat{X}$ is defined as
\[ \psi_{(a,b;w)}(t) = e^{-\pi ab - 2\pi ibt} \frac{1}{g(t,a)} g(t,b) dt. \]

We can define \( S_X \) as well if \( X \) is a generalized stochastic process, simply by taking \( S_X = \text{emb}(S'X) = \text{emb} \{ \Psi_{(a,b)}(s|ab) \} \). Now \( S \) maps generalized processes depending on one (time) variable onto generalized processes depending on two (time and frequency) variables. If \( X \) is a generalized stochastic process, then the averaged value of \( |(s|X)(a,b)|^2 \) equals the (2-dimensional) convolution of \( V(g,g) \) (Wigner distribution of \( g \)) and \( V_X \) (Wigner distribution of \( X \)) evaluated in the point \( (\frac{a}{2}, \frac{b}{2}) \).

\[ (T_{V}(g,g)^{X})(\frac{a}{2}, \frac{b}{2}) = \int |(s'|X)(a,b)|^2 ds' \]

(cf. 3.4.4 and 3.4.5; for convenience we have assumed \( g \) to be even).

This implies in particular that \( T_{V}(g,g)^{X} \) is a non-negative function of two variables, and thus allows an interpretation as an energy distribution in time and frequency. In this connection it seems to be adequate to take \( g \in S \) such that the operation \( T_{V}(g,g)^{X} \) effects \( V_{X} \) as little as possible.

According to this rule, a time stationary \( X \) (whose Wigner distribution is constant in the first variable) demands a \( g \) for which the operation \( T_{V}(g,g)^{X} \) has the flavour of averaging over a long horizontal ellipse. We note that there is no \( g \in S \) such that \( T_{V}(g,g)^{X} \) is close to the identity operator of \( S^2 \) (or \( S^{2k} \)). This fact is related to the non-existence of functions \( g \) whose Wigner distributions are concentrated in a very small area in the time-frequency plane.

We shall present details in section 3.4, where we also comment on related, fairly recent literature on physical spectra and evolutionary spectral density functions (cf. [Ma1] and [Pr1], [Pr2]).

Let \( X \) be a generalized stochastic process and let \( g \in S \). The function \( T_{V}(g,g)^{X} \) occurring in the previous paragraphs is of importance when describing second order simulation of \( X \) with the aid of what we call noise showers. This is the subject of section 1.5. A noise shower is a generalized stochastic process; it can be thought of as the superposition of a countable number of mutually independent noise quanta (also to be called random notes).

The notes of the noise shower can be random in time, in frequency, and in pureness. Such a note can be symbolized as \( e^{-\pi ab} R_{a} T_{b} q (\text{cf. appendix 1, 1.6 (ii)}) \), where \( a \) stands for (random) time, \( b \) for (random) frequency, and where \( \gamma \) controls the (random) bandwidth of the note (the bandwidth is
inversely correlated to the pureness. If we assume \( V_X \) to be of positive type, we can find a noise shower, with non-random \( V_X \), whose expected Wagner distribution equals \( T_{V(g,g)} V_X \); the function \( V_X \) indicates how to distribute the random notes over the time-frequency plane (cf. 3.5.14). If, e.g., \( X \) is a second order white noise process (whence \( V_X \) is a constant function), then the notes have to be distributed uniformly over the time-frequency plane.

The general case (with \( V_X \) possibly not of positive type) can be handled too (cf. 3.5.16), but then a smoothing operation on \( V_X \) has to be performed so as to get a function of positive type. We can also describe simulation with showers of notes whose pureness is random as well. This does not give better results: it turns out that every note of the shower can be simulated by a shower of notes with non-random pureness (cf. 3.5.10-3.5.12).

3.1. PREPARATION

3.1.1. We give in this section some general applications of convolution theory to the theory of generalized stochastic processes. As usual \((\mathbb{H}, \mathbb{L})\) is a fixed probability space, and \( p \) is an element of the extended real number system with \( 1 \leq p \leq \infty \).

3.1.2. Let \( g \in \mathbb{C} \) (cf. appendix 2, theorem 5 (iii) and 1.1.2) that we can extend \( T_g \) to a linear operator of \( S_{0,p}^* \) such that \( (T_g X, f) = (X, T_g f) \) for every \( X \in S_{0,p}^* \), \( f \in S_{0,p}^\prime \).

If \( X \in S_{0,2}^* \), then we have for the expectation function and the autocorrelation function of \( X^T_g \)

\[
E(T_g X) = T_g \{ E(X) \}, \quad E_{T_g X} = T_g E_{T_g X} = T_g \otimes T_g E_{X}
\]

(cf. 2.1.7 and appendix 2, theorem 5 (ii)).

In a similar way we can handle with multiplication operators: if \( h \in \text{emb}^{-1}(\mathbb{C}) \) (cf. appendix 2,7), and if \( X \in S_{0,p}^* \), then \( h \cdot X \) is well-defined.

If \( X \in S_{0,2}^* \), then we have for the expectation function and the autocorrelation function of \( h \cdot X \)

\[
E(h \cdot X) = h \cdot E_X, \quad E_{h \cdot X} = (h \otimes h) \cdot E_X
\]

A number of theorems of appendix 2 have a pendant for generalized stochastic processes. We mention in particular the stochastic version of
appendix 2, theorem 3: if \( X \in S_{G,F}, \ g \in C \), then \( F(T_{X,g}) = \text{emb}^{-1}(Fg) \). \( F \).

If \( X \) is a second order time stationary process, then we have for \( g \in C, \ a \in \mathbb{R} \):

\[
T_{a}(\hat{X}(\cdot,g)) = \hat{F}(T_{a}X), \ T_{a} \hat{F} = \hat{F} T_{a} = \hat{F} \frac{X}{g}
\]

(this follows from the above and the fact that the convolution operators commute with the time shifts; cf. also appendix 2, 4(11) and 5(19). We conclude from 2.2.2 that convolution operators preserve second order time stationarity. Similarly, multiplication operators preserve second order frequency stationarity.

3.1.3. THEOREM. Let \( g \in S, \ x \in S_{G,F} \). Then \( T_{x}^{g}X \) := \( \frac{X}{x} \in \mathbb{R} \) \( (T_{X}g)^{\infty} \in S_{G,F} \) (cf. 1.3.2), and \( T_{x}X = \text{emb}(T_{x}^{g}X) \).

PROOF. We combine the proof of the two assertions. It is obvious that \( (T_{x}g,1) \in L, (\hat{g}) \). Now let \( f \in L_{q}(\mathbb{R}) \). We shall show that \( \langle T_{x}^{g}X, f \rangle = \text{emb}(\langle T_{x}X, f \rangle) \). We have by 1.1.23, 1.3.2 and appendix 2.9

\[
\langle T_{x}^{g}X, f \rangle = \int \langle T_{x}^{g}X, f \rangle \cdot \bar{f} \ dp =
\]

\[
= \int \langle \frac{X}{x}, \frac{\bar{f}}{\bar{f}} \rangle \cdot \bar{f} \ dp = \int \langle \frac{X}{x}, f \rangle \cdot \bar{f} \ dp = \text{emb}(\langle T_{x}X, f \rangle) \cdot \bar{f} \ dp = \text{emb}(\langle T_{x}X, f \rangle).
\]

By the uniqueness part of theorem 1.3.3 it suffices to show that condition (2) of 1.3.2 is satisfied. Let \( c > 0 \). We conclude from the above that

\[
\int_{\Omega} \left| \frac{X}{x} \right| f \ dp \leq \text{emb}(\langle T_{x}X, f \rangle)
\]

for every \( f \in L_{q}(\Omega) \) there exists an \( N > 0 \) such that

\[
\int_{\Omega} \left| \frac{X}{x} \right| f \ dp \leq N \exp(\frac{-c}{x}) \quad (x \in \mathbb{R}).
\]

It follows from the Banach–Steinhaus theorem that \( \| (T_{X}g)(x)^{\infty} \|_{q} = C(\exp(\frac{-c}{x})) \), where \( C \) is not dependent on \( x \). This holds for every \( c > 0 \). It easily follows that condition (2) of 1.3.2 is satisfied. \( \square \)
3.1.4. We have the following result on convergence.

**THEOREM.** Let $X \in S_n^{(n)}$, and assume that $g \in C$, $g_n \in C (n \in \mathbb{N})$, $g_n \xrightarrow{C} g$ (cf. appendix 2, 10). Then $g_n \xrightarrow{C} g(S_n^{(n)})$.

**PROOF.** We have for $f \in S$ by appendix 2, 5 (iii) and 10 (note that $(g_n) \overset{C}{\rightarrow} g$).

$$
(f, g_n(X)) = (f, Y_n(Z_n)^{-1} g_n) \rightarrow (f, Y_n Z_n g) = (f, g(X))
$$

if $n \rightarrow \infty$. Hence $T_n X \rightarrow T X (S_n^{(n)} g)$ by 1.1.8. \[\square\]

3.2. CONVOLUTION THEORY AND TIME STATIONARITY

3.2.1. We are going to apply convolution theory to time stationary and ergodic processes. We shall prove a version of a classical theorem of Rice (theorem 3.2.4) stating that a pretty large class of second order time stationary processes can be represented as the convolution product of a second order white noise process (cf. 2.2.13) and a function depending on the spectral measure of the process (cf. 2.2.5). We shall also prove some ergodic theorems for strict sense time stationary and ergodic processes.

Once again $(G, \lambda, P)$ is a probability space.

3.2.2. Before giving the proof of theorem 3.2.4 we need some preparations. Let $W$ be a second order white noise process. We shall define $T_n W$ for a considerably larger class of $g$'s than the class $C$, our main tool for doing so is theorem 2.2.8. This larger class $V$ consists of all generalized functions $g$ with the property that $T_n f \equiv Y_n(T_n f.g_n) \in L_2(\mathbb{R})$ for every $f \in S$.

The set $V$ can be described in an alternative way: we have $g \in V$ if and only if $Fg$ is the embedding of an element of $S^*$ whose square also belongs to $S^*$. To show this we note that for $f \in S$, $g \in S^*$

$$
F(\text{emb}(T_n g)) = F(T_n f \cdot g) = F_{\ast} F g
$$

by appendix 2, theorem 9 and 8. Let $g \in V$. Then also $\overline{g} \in V$ (and $g \in V$, $\overline{g} \in V$). We conclude that $F_{\ast} F g \in \text{emb}(L_2(\mathbb{R}))$ for every $f \in S$. It is not hard (but somewhat laborious) to show that $Fg = \text{emb}(h)$ for some $h \in S^*$ with $h^2 \in S^*$. Conversely, if $Fg = \text{emb}(h)$ for some $h \in S^*$ with $h^2 \in S^*$, then the right hand side in (1) belongs to $\text{emb}(L_2(\mathbb{R}))$ for every $f \in S$, and therefore
\[ T_{g} f \in L_2(\mathbb{R}) \text{ (and also } T f \in L_2(\mathbb{R})) \text{ for every } f \in \mathcal{S}. \]
Now let \( g \in \mathcal{V} \). Note that \( R_{g} = \mathcal{Z}_{g}(\omega \in \mathcal{U}(\omega)) \) (cf. 2.2.13). It follows from theorem 2.2.8 that \( (\mathcal{W}, f) \) can be defined for every \( f \in L_2(\mathbb{R}) \) (cf. also 2.2.6, remark). We have for \( f \in L_2(\mathbb{R}) \)
\[
\int_{\mathbb{R}} |(\mathcal{W}, f)|^2 d\omega = \int_{\mathbb{R}} |f(x)|^2 dx.
\]

3.2.3. DEFINITION. Let \( \mathcal{W} \) be a second order white noise process, and let \( g \in \mathcal{V} \). We define \( T_{g} \mathcal{W} \) by
\[
(T_{g} \mathcal{W}, f) = (\mathcal{W}, T_{g} f) \quad (f \in \mathcal{S}).
\]

It is not hard to see that \( T_{g} \mathcal{W} \in \mathcal{S}^{\ast}_{u_{\ast}, 2} \) if \( \mathcal{W} \) and \( g \) are as in the definition (as noted earlier \( g \in \mathcal{V} \Rightarrow \mathcal{Z}_{g} \in \mathcal{V} \)). And if \( g \in \mathcal{C} \), then the \( T_{g} \mathcal{W} \) of the above definition equals the one of definition 3.1.3 (it is obvious that \( \mathcal{C} \subseteq \mathcal{V} \)).

REMARK. As to multiplication operators we have a similar situation: if \( \mathcal{Z}_{g} \) is a second order white noise process, and if \( k \in \mathcal{S}^{\ast} \) is such that \( k \in \mathcal{S}^{\ast} \), then we can define the process \( k_{g} \) by putting
\[
(k_{g}, f) = (\mathcal{Z}_{g}, f) \quad (f \in \mathcal{S}).
\]

Note that the relation \( F(T_{g} \mathcal{W}) = k. F_{\mathcal{W}} \) still holds if \( \mathcal{W} \) and \( g \) are as in the above definition. \( \mathcal{W} \) is a second order white noise process. Here \( k \in \mathcal{S}^{\ast} \) is such that \( F_{g} = \text{emb}(k) \) (whence \( k \in \mathcal{S}^{\ast} \)). To prove this let \( f \in \mathcal{S} \). We have
\[
(F_{\mathcal{W}}, f) = (\mathcal{W}, T_{g} F_{\mathcal{W}} f).
\]
It follows from 3.2.2 (i) that \( \text{emb}(T_{g} F_{\mathcal{W}} f) = F_{g} \text{emb}(k, f) \). Now let \( u \in L_{2}(\mathbb{R}) \), \( v \in L_{2}(\mathbb{R}) \) be such that \( \text{emb}(u) = F_{g} \text{emb}(v) \). Then \( (\mathcal{W}, u) = (F_{\mathcal{W}}, v) \). For \( (\mathcal{W}, u) = (F_{\mathcal{W}}, v) \) holds if \( u \in \mathcal{S} \), \( v \in \mathcal{S} \), and the general case easily follows from 2.2.8 (especially 2.2.8, remark) and the fact that the Fourier transform is a unitary linear operator of \( L_{2}(\mathbb{R}) \).

3.2.4. THEOREM. Let \( \mathcal{X} \in \mathcal{S}^{\ast}_{u_{\ast}, 2} \) be a second order time stationary process with zero expectation function. Write \( R_{\mathcal{X}} = \mathcal{Z}_{g}(\omega \in \mathcal{X}(\omega)) \), and assume that \( F_{\mathcal{X}} = \text{emb}(k_{1}) \) with some \( k_{1} \in \mathcal{S}^{\ast} \), \( k_{1}(\omega) > 0 \) (\( \omega \in \mathbb{R} \)). Then there is a \( g \in \mathcal{V} \) and a second order white noise process \( \mathcal{W} \) such that \( \mathcal{X} = T_{g} \mathcal{W} \).
PROOF. Define \( \mathcal{Z} = F_k \) (whence \( R = \mathcal{Z} \cup \{0\} \), cf. 2.2.5), and let \( k = k_1 \).

We are going to define a second order white noise process \( Z \) whose inverse Fourier transform will turn out to be the second order white noise process with the desired properties. This \( Z \) is defined formally as \( \mathcal{Z}/k \). In order to give the division a meaning, we apply theorem 2.2.8.

It is not hard to show that the completion of \( \mathcal{S} \) with respect to the inner product norm \( \| \cdot \|_\mathcal{S} \) given by

\[
\| \cdot \|_\mathcal{S} = (\int |h(x)k(x)|^2 \, dx)^{1/2} \quad (h \in \mathcal{S})
\]

equals the collection of (classes of) functions \( \mathcal{S} \) defined on \( \mathbb{R} \) with \( h, k \in L^2(\mathbb{R}) \) (cf. also 2.2.8, remark). Hence \( (\mathcal{Z}/k) \) is well-defined for \( f \in L^2(\mathbb{R}) \) according to 2.2.8, and we have

\[
\int \left| (\mathcal{Z}/k) \right|^2 \, dx \leq \int \left| f(x) \right|^2 \, dx.
\]

Now put \( \tilde{Z} = \mathcal{Z}/k \). Then (the restriction to \( \mathcal{S} \) of) \( \tilde{Z} \) is a second order white noise process (this follows easily from 2.2.13), and we have for \( f \in \mathcal{S} \)

\[(\tilde{Z}, k.f) = (\mathcal{Z}/k, f). \]

Finally define \( W \) as \( F_k^*, g = F(\text{emb}(k)) \). Then \( W \) is a second order white noise process for which \( T_kW \) makes sense (cf. definition 3.2.3), and \( F_{\tilde{Z}/k} = \text{emb}(k) \).

We have for \( f \in \mathcal{S} \)

\[
(T_kW, f) = (F_k(T_kW), f) = (k, F_{\tilde{Z}/k}f) =
\]

\[
= (\tilde{Z}, F_kf) = (\mathcal{Z}/k, f) = (\mathcal{Z}, f) \]

by 3.2.3, remark and the fact that \( F \) is a unitary operator of \( \mathcal{S} \).

Hence \( T_k \mathcal{Z} = \mathcal{Z} \). \( \square \)
3.2.5. REMARKS. 1. The restriction "\( k_1(x) > 0 \ (x \in \mathbb{R}) \)" in theorem 3.2.4 can be removed if we pass to product spaces. Let \( k \) and \( k_1 \) be as in the proof of theorem 3.2.4, but drop the assumption \( k_1(x) > 0 \ (x \in \mathbb{R}) \). Since \( F \) is of positive type (cf. 3.2.4) we may assume \( k_1(x) \geq 0 \ (x \in \mathbb{R}) \). Let \( \Lambda = \{ x \in \mathbb{R} \mid k_1(x) > 0 \} \), \( \Lambda_1 = \mathbb{R} \setminus \Lambda \). We can find (as in the proof of theorem 3.2.4) a mapping \( \Phi \) of \( L_2(\mathbb{R}) \) into \( L_2(\mathbb{R}) \) such that for \( f \in L_2(\mathbb{R}), \ h \in \mathbb{R} \)

\[
(1) \quad \int_{\Lambda} |\Phi(f, h)|^2 \, d\mathbb{P} = \int_{\mathbb{R}} |f(x)|^2 \, dx, \quad (\Phi, k.h) = (f, k.h).
\]

(This is done by putting \( (f/k)(x) = (f(x)/k(x)) \cdot \chi_\Lambda(x) \ (x \in \mathbb{R}) \) for \( f \in L_2(\mathbb{R}) \).)

According to 2.1.6 we can find a probability space \((\Omega, \mathcal{A}, P)\) and a \( \mathcal{F}_1 \subset \mathcal{F}_0 \) such that \( \mathcal{F}_2 = 0 \), \( \mathcal{F}_2 = \mathcal{F}_0 \setminus (L \setminus \mathcal{F}_0) \), where \( L = \text{emb} \langle \bar{Y}_1; \mathcal{F}_1 \rangle \).

Let \( \Omega = \Omega \times \omega \), and take product measure on \( \Omega \). Let \( \tilde{Y}, \tilde{Z} \) be representatives (cf. 1.1.1) of \( Y, \mathcal{F}_2 \) and \( Z \), respectively. Now \( \tilde{Y}(f, \omega), \tilde{Z}(f, \omega) \) and \( \bar{Y}(f, \omega) \) are representatives of elements \( \mathbb{F}_0, \mathbb{F}_1 \) and \( \mathbb{F}_2 \) of \( \mathcal{F}_0 \). Since

\[
\mathbb{E}_0 \mathbb{E}_0 = \mathbb{E}_1 = 0, \quad \int_{\mathbb{R}} (\mathbb{E}_0 \mathbb{E}_1, (\mathbb{E}_1, \mathbb{F}_0) \mathbb{E}_0 = 0 \ (f \in \mathcal{F}), \text{ we have } \mathbb{E}_2 = 0 \text{ and }
\]

\[
\int_{\mathbb{R}} |\mathbb{E}_2(f)|^2 \, d\mathbb{P} = \int_{\mathbb{R}} |\mathbb{E}_0(f)|^2 \, d\mathbb{P} + \int_{\mathbb{R}} |\mathbb{E}_1(f)|^2 \, d\mathbb{P} = 
\]

\[
\int_{\mathbb{R}} |f(x)|^2 \, dx + \int_{\mathbb{R}} |k(x)|^2 \, dx = \int_{\mathbb{R}} |f(x)|^2 \, dx
\]

for \( f \in \mathcal{F} \). By 2.2.13 we conclude that \( \mathbb{E}_2 \) is a second order white noise process. We further note that \( \mathbb{E}_1 \) is second order frequency stationary, and that \( (\mathbb{E}_1, \mathcal{F}) \) makes sense for every \( f \in L_2(\mathbb{R}) \). Now if \( f \in \mathcal{F} \), then

\[
(\mathbb{E}_2, k.f) = (\mathbb{E}_0, k.f) + (\mathbb{E}_1, k.f) = (\mathbb{E}_0, k.f),
\]

and \( (\mathbb{E}_0, k.f) = (\mathbb{F}_0, f) \) according to (1). Proceeding as in the proof of theorem 3.2.4 we find \( \mathbb{F}_0 = \pi_{\mathcal{F}_2} \mathcal{F}_0 \) with \( \mathcal{F}_0 = \mathcal{F}_2 \).
2. The condition \( \text{F}\in\text{emb}(S^a) \) is equivalent to the condition that the spectral measure of \( \text{X} \) (cf. 2.2.5) is absolutely continuous with respect to Lebesgue measure. This follows easily from the uniqueness part of appendix 4, theorem 2.2.

3.2.6. We next apply convolution theory to strict sense time stationary processes.

**Theorem.** Let \( \text{X}\in\text{S}^a_{0,p} \). If \( \text{X} \) is strict sense time stationary, then \( \text{T}_g\text{X} \) is strict sense time stationary for every \( g\in\mathcal{C} \). If \( \text{T}_g\text{X} \) is strict sense time stationary for every \( g\in\mathcal{S} \), then \( \text{X} \) is strict sense time stationary.

**Proof.** Assume that \( \text{X} \) is strict sense time stationary, and let \( g\in\mathcal{C} \). If \( n\in\mathbb{N} \), \( f_1\in\mathcal{S} \), \ldots, \( f_n\in\mathcal{S} \), then the distribution of \( \left(\text{T}_g^n\text{X}_n, f_1, \ldots, f_n\right) \) is independent of \( a\in\mathbb{R} \). Since \( \text{T}_g \) and \( \text{T}_g \) are adjoint operators and \( \text{T}_g \text{T}_g = \text{T}_g \text{T}_g \) \( \forall a\in\mathbb{R} \), we conclude that the distribution of \( \left(\text{T}_g^n\text{X}_n, f_1, \ldots, f_n\right) \) is independent of \( a\in\mathbb{R} \). Hence \( \text{T}_g\text{X} \) is strict sense time stationary.

Now assume that \( \text{T}_g^n\text{X} \) is strict sense time stationary for every \( g\in\mathcal{S} \). Let \( n\in\mathbb{N} \), \( f_1\in\mathcal{S} \), \ldots, \( f_n\in\mathcal{S} \). We can find \( g\in\mathcal{S} \) and \( h_i\in\mathcal{S} \) with \( \text{T}_g h_i = f_i \) \( i = 1, \ldots, n \). Now we see that the distribution of \( \left(\text{T}_g^n\text{X}_n, h_1, \ldots, h_n\right) \) (and hence that of \( \left(\text{T}_g^n\text{X}_n, f_1, \ldots, f_n\right) \)) is independent of \( a\in\mathbb{R} \). \( \square \)

3.2.7. We next prove an ergodic theorem for strict sense time stationary processes.

**Theorem.** Let \( \text{X}\in\text{S}^a_{0,p} \) with \( 1\leq p < \infty \), and assume that \( \text{X} \) is strict sense time stationary. Then we have \( \lim_{n\to\infty} \text{X} = E^\text{X} \) \( \mathcal{L}_1 \) \( (\text{S}^a_{0,p}) \) if \( \tau = \infty \) \( (\text{cf. 1.1.13 and 1.1.8}). \) Here \( \mathcal{L}_1 \) denotes \( \left\{ \tau^{-1} \right\} \in\mathcal{C} \) \( (\text{cf. appendix 2.11 (iii)}), \) and \( \mathcal{L}_1 \) is a \( \sigma \)-algebra of invariant sets \( (\text{cf. 1.2.6}). \)

**Proof.** We shall first consider the canonical representative of \( \text{X} \) \( (\text{cf. 1.1.19}) \) instead of \( \text{X} \) itself, and then use 1.2.6 and 1.1.21 to carry over the results. We start by showing that for all \( \lambda\in\lambda^+ \)

\[
(\star) \quad \int_{(t,F)} \mathcal{M}^\text{X} F^\text{X} \mathbb{E}^\text{X} \text{d}F
\]

is measurable over the product space \( \mathbb{R}\times\mathcal{S}\). If \( f\in\mathcal{S} \), then \( \int_{(t,F)} (T^f g) \) is measurable over \( \mathbb{R}\times\mathcal{S} \). (\( T^f g = \int_{k=0}^\infty \mathbb{E}^g (F_k)(s_t^f) \) for \( t\in\mathbb{R} \), \( f\in\mathcal{S} \). Hence the function in \( (\star) \) is measurable for all sets \( \lambda \) of the form
(F | (S, E) ∈ H) with f ∈ S, B ∈ S(S). Since the collection of all elements λ
 of \( L^* \) for which the function in (1) is measurable forms a \( \sigma \)-algebra, we easily conclude from appendix 1, 5.2, remark that this collection equals \( L^* \).

We conclude from the above and 1.2.4 that (in the terminology of [3],
Ch. XI, 11) \( \{ T \_i \}_{i \in \mathbb{R}} \) is a measurable translation group of measure preserving 1-1 point transformations of the probability space \((S, \mathcal{L}, P^\lambda)\). According to [2], Ch. XI, 2 (in particular theorem 2.1) this implies that for every integrable \( k : S \rightarrow \mathbb{R} \)

\[
(1) \quad \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} k(T, t) dt = \mathbb{E}(k \mid \mathcal{L}^\lambda_0) \quad \text{almost everywhere in } \mathcal{L}^\lambda_0, \quad \text{and that, if } \int_{\mathbb{R}} |k|^2 dP^\lambda < \infty,
\]

\[
(2) \quad \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} k(T, t) dt = \mathbb{E}(k \mid \mathcal{L}^\lambda_0)^2 < \infty.
\]

Here \( \mathcal{L}^\lambda_0 \) is the \( \sigma \)-algebra of invariant sets.

Now let \( f \in S \). If \( F \in \mathcal{L} \), then

\[
\frac{1}{2T} \int_{-T}^{T} (T, f) dt = (T, f)
\]

(this identity holds if \( F \in \text{emb}(S) \); the general case can be handled by noting that \( (T, f) = (T, f)(a \in 0) \) locally uniformly in \( t \in \mathbb{R} \)). Hence, if we take \( k = \frac{1}{T} (f, f) \) in (2), we get

\[
(3) \quad \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} (T, f) dt - \mathbb{E}(\frac{1}{T} (f, f) \mid \mathcal{L}^\lambda_0) = 0.
\]

We now carry over the results proved. Define \( \hat{x} \) by

\[
\hat{x}(f, \omega) := \frac{1}{\omega} \sum_{k=0}^{\infty} \varphi_k(\omega) (\psi_k f) \quad (\omega \in \mathbb{R})
\]

\[
\hat{x}(f, \omega) := 0 \quad (\omega \not\in \mathbb{R})
\]

for \( f \in S \). Here \( \psi_k \), \( k \in \mathbb{N} \_0 \) and \( \mathbb{R} \) are as in 1.1.16. Now \( \hat{x} \) is a representative of \( x \). Further, let \( U \) be as in 1.1.17 and put \( \lambda^\lambda_1 := U \circ (\mathcal{L}^\lambda_0). \) It is clear from 1.2.6 that the elements of \( \lambda^\lambda_1 \) are invariant, and it follows from 1.1.21
that $\Lambda_1$ is a $\sigma$-algebra. Finally, by (3) and 1.1.21,
\[
\lim_{t \to \infty} \| (T_t^g X) - \mathbb{E}(X | \Lambda_t) \|_p = 0
\]
for every $f \in \mathcal{F}$. Hence $T_t^g X \overset{\mathbb{E}}{\to} \mathbb{E}(X | \Lambda_t)$ $(G^g)$ if $t \to \infty$.

\[\square\]

**COROLLARY.** If $X$ is strictly sense time stationary and ergodic, then $\Lambda_t$ consists of sets of probability zero or one. Now the conditional expectation occurring in the above theorem can be replaced by $\mathbb{E}(X)$ (cf. [Us]).

3.2.8. **THEOREM.** Let $X \in \mathbb{E}_{G^g}$. Then $X$ is ergodic if and only if $T_t^g X$ is ergodic for every $g \in G$.

**PROOF.** Assume that $X$ is ergodic, and let $g \in G$. Let $A \in \Lambda^g$ be an invariant set with respect to $T_t^g X$, i.e., $T_t^g X (T_t^g A) = A$ $(a \in \mathbb{R})$. We have by 1.1.20 and $T_t^g A = T_t^g X (T_t^g A)$

\[
\mathbb{P}_g (T_t^g A + A) = \mathbb{P}_g (T_t^g (T_t^g A + A)) =
\]

\[
= \mathbb{P}_g (T_t^g (A + T_t^g A)) = 0
\]

for every $a \in \mathbb{R}$. Hence $\mathbb{P}_g (T_t^g A + A) = \mathbb{P}_g (T_t^g A) = 0$ or 1. This means that $T_t^g X$ is ergodic.

If $T_t^g X$ is ergodic for every $g \in G$, then $X$ is ergodic, as $T_t^g X = X$ and $G \in G$.

\[\square\]

3.2.9. Without proofs we mention some further results.

(i) Let $X$ be strictly sense time stationary. If $T_t^g X$ is ergodic for every $g \in G$, then $X$ is ergodic. This theorem is very useful as a tool in checking ergodicity of a given generalized stochastic process. For, if $X \in \mathbb{E}_{G^g}$ $g \in G$ then $T_t^g X = \text{emb}(\gamma (T_t^g X / G_t))$ by 3.1.3. By 1.3.8, $T_t^g X$ is ergodic if $\gamma (T_t^g X / G_t)$ is ergodic in the sense of [D], 1.1 (we can take a representative of $\gamma (T_t^g X / G_t)$ satisfying the measurability conditions of theorem 1.3.8; also cf. the proof of 1.3.9).

(ii) Let $X \in \mathbb{E}_{0,2}$ be a strictly sense time stationary process with independent values at every moment (cf. 2.2.9) and $\mathbb{E}(X) = 0$. Then $X$ is ergodic.

The proof of this statement uses (1). Compare [Us] for related results.
(iii) Let $X$ be a time stationary Gaussian process with absolute continuous spectral measure (cf. 2.2.5). Then $X$ is ergodic. The proof uses (i) and a theorem of Wiener and Akutowicz (cf. [11], section 5, theorem 3).

3.3. SHOT NOISE PROCESSES

3.3.1. By shot noise processes we mean processes of the form

$$\sum_{n \in \mathbb{N}} P_n \delta(a_n)$$

(or, more generally, of the form $\sum_{n \in \mathbb{N}} P_n \mathcal{E}_{-n} g$, where $g \in \mathcal{S}$ is fixed). Here $P_n$ is a complex-valued random variable (to be referred to as random phase factor), and $a_n$ is a real-valued random variable (to be referred to as random excitation time) for every $n \in \mathbb{N}$. These shot noise processes are of great practical importance: they occur in all situations where charged particles have to overcome some barrier (cf. [Z1], [B1]). As we shall see in this section shot noise processes play a vital role in the second order simulation of stationary processes.

Very similar to shot noise processes are what we call) "random Fourier series" processes. These processes have the form $\sum_{n \in \mathbb{N}} P_n \varepsilon(a_n)\cos(2\pi a_n \varphi)$, where $P_n$ and $a_n$ are as above for $n \in \mathbb{N}$.

We shall only be concerned with second order properties of the above processes.

3.3.2. In the remainder of this section $(\Omega, \Lambda, P)$ is a fixed probability space.

DEFINITION: If $\alpha$ is a real random variable defined on $\Omega$, then $\delta(\alpha)$ is the generalized stochastic process of which a representative is given by

$$\sum_{(n, \omega)} P_n \varepsilon(\alpha(\omega))$$. and $\varepsilon(\alpha)$ is the generalized stochastic process of which a representative is given by

$$\sum_{(n, \omega)} P_n \varepsilon(\alpha(\omega)).$$

It is not hard to see that $\delta(\alpha)$ and $\varepsilon(\alpha)$ are indeed generalized stochastic processes, viz. of order $p = \alpha$, if $a$ is as in the definition.

3.3.3. It is possible to define, more generally, processes $T_{-a} g$ where $g \in \mathcal{S}$ and $a$ is a real random variable. Then certain assumptions about $g$ and the distribution function of $a$ must be made, and in general the order of the process is finite. As we are mainly interested in second order properties, we give the following definition.

DEFINITION: Let $g \in \mathcal{S}$ and let $\alpha$ be a real random variable with distribution function $F$. Assume that $\int_{\mathbb{R}} \left| (T_{g}(f))^{2} \right| dF(x) < \infty$ for every $f \in \mathcal{S}$ (cf. appendix 2.2). Then $T_{-a} g$ is the generalized stochastic process of which $a$
representative is given by \( \int (f, u) \left( T_{-a}(u) \right) g, f \) \).

3.3.4. **Theorem.** Let \( a, g \) and \( f \) be as in definition 3.3.3. Then \( T_a g \in \mathcal{S}_{0,2}^\infty \).

**Proof.** We first note that \( T_{-a}g \in L^2_{\mathcal{H}}(\Omega) \), and that

\[
\int_{-\infty}^{\infty} \left| \left( T_{-a}g, f \right) \right|^2 \, df = \int_{\mathcal{H}} \left| \left( T_{-a}g, f \right) \right|^2 \, df(\omega)
\]

for \( f \in \mathcal{S} \).

Now let \( (n \in \mathbb{N}) \chi_n \) be the element of \( \mathcal{S}_{0,2}^\infty \) of which a representative is given by \( \frac{1}{\pi} \left( f(u) \in \mathcal{S}_{0,2}^\infty \right) \chi_{\{u \in \mathcal{S} \cap \mathbb{Z} : \|u\| \leq n\}} \), where \( \chi_n = \{u \in \mathcal{S} \cap \mathbb{Z} : \|u\| \leq n\} \). It is easy to see that \( \chi_n \in \mathcal{S}_{0,2}^\infty \) indeed; if \( f(\chi) \) is a sequence in \( \mathcal{S} \) with \( \chi \neq 0 \), then \( (T_{-a}g, f) \rightarrow 0 \) \( (k \rightarrow \infty) \) uniformly in \( [-n, n] \) (cf. (52), 5.2), hence

\[
\int_{-\infty}^{\infty} \left| \left( \chi_n, f \right) \right|^2 \, df = \int_{[-n, n]} \left| \left( T_{-a}g, f \right) \right|^2 \, df(x) = o \quad (k \rightarrow \infty).
\]

We further have \( (\chi_n, f) \rightarrow (T_{-a}g, f) \) \( (n \rightarrow \infty) \) in \( L^2_{\mathcal{H}}(\Omega) \)-sense for every \( f \in \mathcal{S} \). Hence, by 1.1.11, \( T_{-a}g \in \mathcal{S}_{0,2}^\infty \), so \( T_{-a}g \in \mathcal{S}_{0,2}^\infty \).

**Example.** Let \( g \in V \) (cf. 3.2.2), and let \( a \) be a real random variable with distribution function \( F \). Let \( f \in \mathcal{S} \). Then \( T_{g} f \) is bounded over \( \mathbb{R} \). To see this we note that both \( T_{g} f \) and its derivative \( (T_{g} f)' = T_{g}' f \) belong to \( L^2(\mathbb{R}) \), hence

\[
\left| (T_{g} f)''(x) - (T_{g} f)'(0) \right|^2 = \left| \int_{0}^{x} (T_{g} f)'(t) \, dt \right|^2 \leq 4 \int_{0}^{x} \left| (T_{g} f)'(t) \right|^2 \, dt \leq 4 \int_{-\infty}^{\infty} \left| (T_{g} f)'(t) \right|^2 \, dt < \infty \quad (x \in \mathbb{R}).
\]

This implies that \( \int_{-\infty}^{\infty} \left| (T_{g} f)(x) \right|^2 \, dx < \infty \) for \( f \in \mathcal{S} \). Hence \( T_{-a}g \) makes sense according to theorem 3.3.4.
3.3.5. We are going to prove a theorem on the convergence of the series
\[ \sum_{n=1}^{\infty} P_n \delta(a_n, f) \] where \( f \in S^2 \) is of positive type (cf. appendix 4.2.1) for \( n \in \mathbb{N}, m \in \mathbb{N} \). If
\[ \lim_{N \to \infty} \sum_{n=1}^{N} P_n \delta(a_n, f) \text{ exists in } S^2, \text{ then } \sum_{n=1}^{\infty} P_n \delta(a_n, f) \text{ is unconditionally convergent in } S^2, \text{ i.e. the order of summation is immaterial.} \]

The proof of this fact is not hard.

**Theorem.** Assume that the phase factors \( P_n \) are uniformly bounded, let \( F_n \) be the joint distribution function of \( (a_n, a_m) \), and let \( f_{rm} = \frac{\partial^2}{\partial x \partial y} \log f \) for \( n \in \mathbb{N}, m \in \mathbb{N} \) (cf. appendix 1.4.1). Assume that \( f_{rm} \) converges in \( S^2 \)-sense. Then \( \lim_{N \to \infty} \sum_{n=1}^{N} P_n \delta(a_n, f) \) exists in \( S^2 \)-sense.

**Proof.** By the assumptions on the \( \varphi_n \)'s there is a \( C > 0 \) such that for \( f \in S, N \in \mathbb{N}, \mu \in \mathbb{N}, m \geq N \)
\[
\left| \int \left( \sum_{n=1}^{N} P_n \delta(a_n, f) \right)^2 \, d\mu \right| \leq C \sum_{N=1}^{\infty} \sum_{m=1}^{\infty} \int \left| \log f \right| \, d\mu \leq C \int \left| \log f \right| \, d\mu.
\]

Let \( \gamma > 0, \kappa > 0 \) be such that
\[
|f(a, b)| \leq h(a, b) := \exp(-\kappa(a^2 + b^2)) \quad \text{for } a, b \in \mathbb{R}.
\]

Then
\[
\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \int \left( \sum_{n=1}^{N} P_n \delta(a_n, f) \right)^2 \, d\mu \leq C \sum_{N=1}^{\infty} \sum_{m=1}^{\infty} \int h(a, b) \, d\mu \leq C h.
\]

By appendix 4.2.1 we conclude from \( S^2 \)-convergence of \( \sum_{n=1}^{\infty} P_n \delta(a_n, f) \) that the right hand side of the above inequality tends to zero if \( N \to \infty, N \to \infty \). Hence \( \lim_{N \to \infty} \sum_{n=1}^{N} P_n \delta(a_n, f) \) exists in \( L_2(\mu) \)-sense. By 1.1.1 we see that \( \lim_{N \to \infty} \sum_{n=1}^{N} P_n \delta(a_n, f) \) exists in \( S^2 \).
3.3.6. DEFINITION. If $p_n$ and $a_n$ are as in theorem 3.3.5, then we define the
generalized stochastic process $\sum_{n=1}^{\infty} p_n \delta(a_n)$ as the limit $\lim_{N \to \infty} \sum_{n=1}^{N} p_n \delta(a_n)$.

The series $\sum_{n=1}^{\infty} p_n \delta(a_n)$ is unconditionally convergent: if $n$ is any
permutation of $N$, then $\sum_{n=1}^{\infty} p_n \delta(a_n)$ is well-defined (in the sense of
the above definition) and equals $\sum_{n=1}^{\infty} p_n \delta(a_n)$. We also write $\sum_{n=1}^{\infty} p_n \delta(a_n)$
instead of $\sum_{n=1}^{\infty} p_n \delta(a_n)$.

We have a similar definition as above for the process $\sum_{n=1}^{\infty} p_n \delta(a_n)$; the
condition for convergence of the series is again: $\sum_{n=1}^{\infty} p_n \delta(a_n)$ is an $S^2$-convergent
series.

It is easy to see that $F(\sum_{n=1}^{\infty} p_n \delta(a_n)) = \sum_{n=1}^{\infty} p_n \delta(a_n)$.

3.3.7. EXAMPLE. Let $p_n \equiv 1 (n \in \mathbb{N})$, and assume that the $a_n$'s are distributed
in accordance with a Poisson process at ratio 1 (cf. [2], Ch. VIII, §4).

In this case $\sum_{n=1}^{N} p_n \delta(a_n) = \sum_{n=1}^{N} \delta(a_n) = \sum_{n=1}^{N} \delta(a_n)$, then we have for $f \in S$

$$\int_{\Omega} \left| (x,t) \right|^2 \, dp = \int_{\mathbb{R}} \left| f(x) \right|^2 \, dx + \int_{\mathbb{R}} \left| f(x) \right|^2 \, dx$$

(Campbell's theorem).

3.3.8. We consider a case in which we can settle convergence of the series

$$\sum_{n=1}^{\infty} p_n \delta(a_n)$$

with the aid of the Hahn-Fisher theorem.

THEOREM. Assume that $\int_{\mathbb{R}} p_n \delta(a_n) \, dp = c_n \delta$ for some $c_n \geq 0$, and that the
pairs $(p_n, a_n)$ and $(a_n, a_m)$ are mutually independent for every $n \in \mathbb{N}, m \in \mathbb{N}$.

Let $F_n$ be the distribution function $a_n$, and let $\epsilon_n \equiv \frac{\partial}{\partial x_n} F_n$ (cf. appendix 1, 1.8(11)) for $n \in \mathbb{N}$. Assume that $\sum_{n=1}^{N} c_n \epsilon_n$ converges in $S'$-sense (the order of
summation is immaterial; cf. the beginning of 3.3.5). Then $\lim_{N \to \infty} \sum_{n=1}^{N} p_n \delta(a_n)$
exists in $S'_2$-sense.

PROOF. Let $f \in S$. The terms $p_n \delta(a_n, f)$ $(n \in \mathbb{N})$ are mutually orthogonal.

Hence $\lim_{N \to \infty} \sum_{n=1}^{N} p_n \delta(a_n, f)$ exists in $S'_2$-sense if

$$\lim_{N \to \infty} \int_{\Omega} \left| \sum_{n=1}^{N} p_n \delta(a_n, f) \right|^2 \, dp = 0.$$ We have for $N \in \mathbb{N}$

$$\int_{\mathbb{R}} \sum_{n=1}^{N} \left| p_n \delta(a_n, f) \right|^2 \, dx = \sum_{n=1}^{N} c_n \int_{\mathbb{R}} \left| f(x) \right|^2 \, dx \leq c \int_{\mathbb{R}} \left| f(x) \right|^2 \, dx \leq c \int_{\mathbb{R}} \left| f(x) \right|^2 \, dx \leq c \int_{\mathbb{R}} \left| f(x) \right|^2 \, dx$$
by appendix 4, theorem 2.4. It easily follows from $S^*$-convergence of the series \[ \sum_{n=1}^{\infty} p_n \mathbb{E} \{ \hat{s}(a_n) \}^2 \] that \( \lim_{n \to \infty} p_n \mathbb{E} \{ \hat{s}(a_n) \}^2 = 0 \), hence \( \lim_{n \to \infty} p_n \mathbb{E} \{ \hat{s}(a_n) \} = 0 \). Thus, by theorem 1.1.1, we conclude that \( \lim_{n \to \infty} \hat{S}_n = \hat{S} \), exists in $S^*$-sense. 

**DEFINITION.** If $p_n$ ($n \in \mathbb{N}$) are as in the above theorem, then we define \( \hat{S}_n = \sum_{n=1}^{\infty} p_n \hat{s}(a_n) \).

We note that the series \( \sum_{n=1}^{\infty} p_n \hat{s}(a_n) \) is a permutation of $\hat{S}_n$. If $\gamma$ is a permutation of $\mathbb{N}$, then \( \lim_{n \to \infty} \sum_{n=1}^{\infty} p_n \hat{s}(a_{\gamma(n)}) \) exists and equals \( \sum_{n=1}^{\infty} p_n \hat{s}(a_n) \). We shall also write \( \sum_{n=1}^{\infty} p_n \hat{s}(a_n) \) instead of \( \sum_{n=1}^{\infty} p_n \hat{s}(a_n) \).

We have a similar definition (and a similar condition of convergence) for the process \( \sum_{n=1}^{\infty} p_n a_n \).

**3.3.9. The processes of 3.3.8 have some interesting properties.**

**THEOREM.** Let $p_n$ and $a_n$ be as in 3.3.8, and assume that $\int_p p_n \, dp = 0$ ($n \in \mathbb{N}$).

(i) The process $\hat{S}_n = \sum_{n=1}^{\infty} p_n \hat{s}(a_n)$ is second-order frequency stationary with zero expectation function and autocorrelation function $R_0(f, \delta)$. Here $f_0$ denotes $z_{1/2} \left( f_0, \mathbb{E} \right)$ (cf. appendix 1, 1.9 (ii)).

(ii) The process $\hat{S}_n = \sum_{n=1}^{\infty} p_n \mathbb{E}(a_n)$ is second-order time stationary with zero expectation function and autocorrelation function $R_0(f, \delta)$ (f_0 as in (ii)).

**PROOF.** (i) It is trivial that $\mathbb{E} \hat{S}_n = 0$. We have by definition 2.1.3 and 3.3.8

\[
\left( \mathbb{E} \hat{S}_n, f \circ \hat{g} \right) = \mathbb{E} \left( \sum_{n=1}^{\infty} p_n \mathbb{E}(a_n) \right) \hat{g} = \lim_{N \to \infty} \sum_{n=1}^{N} p_n \mathbb{E}(a_n) \hat{g} = \lim_{N \to \infty} \sum_{n=1}^{N} \mathbb{E}(a_n) \hat{g} = \lim_{N \to \infty} \sum_{n=1}^{N} \mathbb{E}(a_n) \hat{g} = 0.
\]

It is not hard to check (with the aid of [71], (21.4)) that $(\mathbb{E} \hat{S}_n, f \circ \hat{g}) = (\mathbb{E} \hat{S}_n, f \circ \hat{g})$ for $n \in \mathbb{N}$ (notice that $\mathbb{E}$ maps $\mathbb{E}$ into $\mathbb{E}$ whereas $\mathbb{E}$ maps $\mathbb{E}$ into $\mathbb{E}$; cf. appendix 1, 1.9 (ii), 4.15 and 4.16). Hence $\mathbb{E} \hat{S}_n = \mathbb{E}(f_0 \circ \hat{g})$. We see from 2.2.5 that $\hat{g}$ is second-order frequency stationary.

(ii) This follows from 2.2.5 (note that $\hat{g} = F(f_0 \circ \hat{g})$. \qed
3.3.10. We conclude this section with some examples.

**Example 1.** If the function $f_0$ of the previous theorem equals $\text{emb}(\mathbf{y})$, then both $\sum_{n=1}^{\infty} p_n \delta(a_n)$ and $\sum_{n=1}^{\infty} p_n \delta(a_n)$ are second order white noise processes.

**Example 2.** Let $X \in S_{0,2}^*$ be a second order time stationary process with zero expectation function and autocorrelation function $R_x = R_x(H \otimes H)$, and assume that the spectral measure of $X$ is absolutely continuous with respect to Lebesgue measure. Write $F_x = \text{emb}(g)$ with $g \in S^H$, $h = g^H$, $k = F(\text{emb}(h))$ (cf. also the proof of theorem 3.2.4 and the remark at the end of 3.2.5). We are going to define a shot noise process $Y$ of the type defined in 3.3.3 with $\mathcal{F}_x = 0$, $R_Y = R_x$.

Take random variables $p_n$, $\alpha_n$ as in theorem 3.3.9, and assume $c_n = 1$ $(n \in N)$, $f_0 = 1 - 1/2 \left( \sum_{n=1}^{\infty} c_n f_n \right) = \text{emb}(\mathbf{y})$. (As to the existence of $p_n$'s and $\alpha_n$ with the assigned properties, we refer to the proof of theorem 3.5.14 where a similar problem is handled.) Now $X_n = \sum_{n=1}^{\infty} p_n \delta(a_n)$ is a second order white noise process. As $k < \mathcal{V}$ (cf. 3.2.2) we conclude that $X_k$ makes sense according to 3.2.3. We further have

$$X_k = \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} X_n$$

(note that $T_{\infty} X_n$ $(n \in N)$ makes sense by example 3.3.4; the existence in $S_{0,2}^*$-sense of the right hand side limit may be proved in the same way as theorem 3.3.8). The autocorrelation function of $Y = X_k$ equals $R_y$ (compare the proof of theorem 3.2.4).

**Example 3.** Let $X \in S_{0,2}^*$ be a second order frequency stationary process with $E_x = 0$ and with $R_x = R_x(L \otimes L)$ (cf. 2.2.5). As we know from 2.2.5 this $L$ is of positive type, and it can be shown with the aid of appendix 4, theorem 2.2 that there are non-negative numbers $c_n$ and distribution functions $F_n$ such that $L = \sum_{n=1}^{\infty} \left( \sum_{n=1}^{\infty} c_n \frac{dF_n}{dx} \right) (\text{emb}(F_n))$.

It is possible to construct a probability space $(\Omega', \mathcal{F}', \mathbb{P}')$ (a suitable countable product; compare the proof of theorem 3.5.14) and random variables $p_n$, $\alpha_n$ (satisfying the conditions of theorem 3.3.9) defined on it such that $\sum_{n=1}^{\infty} p_n \delta(a_n) = \mathbf{y}$ and $p_n$ is the distribution function of $\alpha_n$ for $n \in N$. This means (cf. theorem 3.3.9) that we can simulate $X$ up to second order by means of a shot noise process.

We have of course a corresponding result for second order time stationary processes (this involves the random Fourier series processes of theorem...
3.3.9 (ii)).

3.4. TIME-FREQUENCY CONVOLUTIONS AND THE WIGNER DISTRIBUTION FOR GENERALIZED STOCHASTIC PROCESSES.

3.4.1. This section deals with applications of the time-frequency convolution theory of appendix 3. We comment (after introductory definitions and theorems) on uncertainty principles in the measurement of autocorrelation function and Wigner distribution of a non-stationary generalized stochastic process. Also some references to recent literature on the subject are given.

As usual, $(\Omega,\lambda,\mathcal{F})$ is a fixed probability space, and $p$ is an element of the extended real number system with $1 \leq p < \infty$.

3.4.2. Let $g \in S$. We know from a slight generalization of theorem 1.1.3 that the mapping $S_{g}$ (cf. appendix 3, 1.5 and 2.2) can be defined on $S_{0,p}$ such that $S_{g} \in S_{0,p}^{*}$ and $(S_{g}X,h) = (X,S_{g}^{*}h)$ for $X \in S_{0,p}^{*}$ and $h \in S^{*}$. We further have (compare 1.1.22, 1.1.23 and 1.1.27) 

\[ \langle g_{X},f \rangle = g_{X} \langle f, g \rangle \]

for $X \in S_{0,p}^{*}$, $f \in \mathcal{L}_{2}(\Omega)$.

On the other hand we can define $S_{g}^{*}X$ for $X \in S_{0,p}^{*}$ by

\[ S_{g}^{*}X = \sum_{(a,b) \in \mathbb{Z}^{2}} e^{iab} a_{g,b}(X,b,a). \]

(cf. appendix 3, 2.3). The following theorem relates $S_{g}$ and $S_{g}^{*}$.

3.4.3. THEOREM. If $X \in S_{0,p}^{*}$, $g \in S$, then $S_{g}^{*}X \in S_{0,p}^{*}$ (cf. 1.1.2 and 1.3.9), and $S_{g}^{*}X = \text{emb}(S_{g}X)$.

PROOF. The proof is almost the same as the one of theorem 3.1.3 (use appendix 3, theorem 2.3); we therefore omit it. \( \square \)

3.4.4. In fact we are not interested in $S_{g}X$ (or $S_{g}^{*}X$), but in

\[ \int_{\Omega} |S_{g}X(a,b)|^{2} \, dp \quad (a \in \mathbb{R}, \ b \in \mathbb{R}) \]

if $X \in S_{0,p}^{*}$. The following theorem is the stochastic version of appendix 3, theorem 2.4.

THEOREM. Let $g \in S$, $X \in S_{0,p}^{*}$, and define $K := f^{(2)}_{0}(g \otimes g)$, $L := f^{(2)}_{0}X$. $X$ and $L$ are, apart from a transformation of variables, the Wigner distributions of $g$ and $X$ respectively; cf. appendix 3, 1.4 and 2.1.44. We have

\[ \int_{\Omega} |S_{g}X(a,b,\cdot)|^{2} \, dp = (L_{-b}^{(1)} \circ T^{-b}_{v_{2}}) K \]

for $a \in \mathbb{R}, \ b \in \mathbb{R}$. 
PROOF. Let \(a \in \mathbb{R}, b \in \mathbb{R}\). We have by definition 2.1.3 and 3.4.2

\[
\left\{ \left( \frac{g^*(x)}{g} \right) (a,b) \right\}^2 \, \text{d}P = \left( \mathcal{R}_A, \mathcal{R}_B, T_{-a} g \circ \mathcal{R}_B, T_{-b} g \right)
\]

(the factors \(e^{ia\pi b}\) and \(e^{-ia\pi b}\) drop out since \(a\) and \(b\) are real). From the fact that \(F^{(2)} A\) is a unitary linear operator of \(\mathcal{S}^2\) we infer

\[
\left\{ \left( \frac{g^*(x)}{g} \right) (a,b) \right\}^2 \, \text{d}P = (L, F^{(2)} A (T_{-a} \circ \mathcal{R}_B, T_{-b} g \circ \mathcal{R}_B, T_{-b} g)),
\]

and an easy calculation (compare appendix 3, 1.2(iii)) gives the required result. \(\square\)

3.4.5. According to the above theorem and the 2-dimensional version of appendix 2, theorem 9 we find (note that \(\mathcal{K}_p = \mathcal{K}_x\) since \(\mathcal{K}_x\) is real on \(\mathcal{S}^2\))

\[
\mathcal{K}_p L = 2 \text{emb}(s_{1/2}^{(1)}, s_{1/2}^{(2)}, E \left| g \right|).\]

Here \(E \left| g \right|\) denotes \(\int_{\mathbb{R}^2} \left| g(x,y) \right| \, \text{d}P\). Note that \(\mathcal{K}_p L\) is the embedding of a non-negative analytic function of two variables. Hence, certain averages of the expected Wigner distribution of \(\mathcal{K}_x\) are non-negative (cf. appendix 3, 2.4 and [B1], 27.12.1, 27.15 and [B2], theorem 4.2).

We investigate the case \(g = \mathcal{K}_p = \mathcal{K}_x = \frac{1}{\sqrt{\pi}} (\frac{2}{3})^\mathcal{K}_x^{-1} e^{-\gamma x^2}\), with \(\gamma > 0\) in some more detail. We then have \(K = \mathcal{K}_x = \mathcal{K}_p \circ \mathcal{K}_p^{-1}\), hence

\[
(\ast) \quad \mathcal{K}_p \mathcal{L} = 2 \text{emb}(s_{1/2}^{(1)}, s_{1/2}^{(2)}, E \left| g \right|) = \gamma \mathcal{K}_x.
\]

If we take \(F^{(2)}\) at both sides, and use appendix 2, theorem 9 then we get (since \(F^{(2)} g = g\))

\[
(\ast\ast) \quad \mathcal{K}_p \mathcal{L} = \mathcal{K}_x = \mathcal{K}_x \mathcal{L} = F^{(2)} g = F^{(2)} g.
\]

If \(K\) has the form \(\mathcal{K}_p (\mathcal{K}_x \circ \mathcal{K}_p)\) with some \(\mathcal{K}_x \in \mathcal{K}_x\) (second order time stationarity), then (\(\ast\ast\)) becomes

\[
(2) \quad \mathcal{K}_x \mathcal{L} = F^{(2)} g.
\]
Note that \((2\pi)^k q_{\gamma} R_0 \hat{S}_R \frac{2^k}{2^k} L_0\) if \(\gamma = 0\), and that \(G_{\gamma} \geq 0\) for every \(\gamma > 0\). This shows again that \(R_0\) is the Fourier transform of a function of positive type (cf. 2.2.4).

A similar thing holds for the case that \(R\) has the form \(R_0 (L_0 \oplus \epsilon_0)\) with some \(L_0 \in \hat{S}_R\) (second order frequency stationarity). Then \((\ast)\) takes the form

\[
(2\pi)^k q_{\gamma} R_0 \hat{S}_R \frac{2^k}{2^k} L_0 \ast (2\pi)^k q_{\gamma} \epsilon_0^{-1} = (2\pi)^k q_{\gamma}.
\]

Now \((2\pi)^k q_{\gamma} L_0 \hat{S}_R \frac{2^k}{2^k} L_0\) by appendix 2.11(112), hence \((2\pi)^k q_{\gamma} L_0 \hat{S}_R \frac{2^k}{2^k} L_0\), and

\[
\epsilon_{\gamma} (2\pi)^k q_{\gamma} \epsilon_0^{-1} \hat{S}_R \frac{2^k}{2^k} L_0 \ast \epsilon_{\gamma} (2\pi)^k q_{\gamma} \epsilon_0^{-1} \hat{S}_R \frac{2^k}{2^k} L_0 \ast \epsilon_{\gamma} (2\pi)^k q_{\gamma} \epsilon_0^{-1} \hat{S}_R \frac{2^k}{2^k} L_0 \ast \epsilon_{\gamma} (2\pi)^k q_{\gamma} \epsilon_0^{-1} \hat{S}_R \frac{2^k}{2^k} L_0 \ast \epsilon_{\gamma} (2\pi)^k q_{\gamma} \epsilon_0^{-1} \hat{S}_R \frac{2^k}{2^k} L_0 \ast \epsilon_{\gamma} (2\pi)^k q_{\gamma} \epsilon_0^{-1}
\]

if \(\gamma > 0\). This shows again that \(L_0\) is of positive type (cf. 2.2.5).

In the general, non-stationary, case it will be of interest to choose an "optimal" value for \(\gamma\) (optimal in the sense that \(N_0^{(1)} N_{\gamma}^{(2)} R_0\) is as close to \(E_0 R_0\) as possible). The choice of \(\gamma\) depends on course on \(R\). In case that \(R\) is approximately of the form \(E_0 (N \oplus R_0)\) with some \(N \in \hat{S}_R\), we can take \(\gamma\) pretty large, but in case \(R\) looks like \(E_0 (L_0 \oplus \epsilon_0)\) with some \(L_0 \in \hat{S}_R\), we better take \(\gamma\) near to zero. Note that there are no values \(\gamma > 0\) such that \(N_0^{(1)} N_{\gamma}^{(2)}\) (or \(N_{\gamma}^{(1)} N_0^{(2)}\) or \(N_{\gamma}^{(1)} N_{\gamma}^{(2)}\)) is near to the identity operator. This means that if we measure the Wigner distribution of \(X\) according to \((\ast)\) a precise measurement in the first (time) variable (\(\gamma\) small) will cause an imprecise measurement in the second (frequency) variable, and vice versa (\(\gamma\) large).

To get a nice picture of the state of affairs we have taken in \((\ast)\) Gauss functions \(q_{\gamma}\) (\(\gamma > 0\)), but the above discussion also applies when more general functions \(q_{\gamma}\) are taken: it is not possible to concentrate the Wigner distribution of a function in an area in phase plane of arbitrarily small measure. For inequalities expressing this impossibility we refer to [21], theorem 15.2 and [22], theorem 4.4 and 4.5.

3.4.6. The results of this section are closely related to work of Mark and Priestley (cf. [Ma], [Pr1], [Pr2]). Mark develops in his paper a theory of spectral analysis for non-stationary stochastic processes. His definition of "physical spectrum" of a stochastic process involves the expression \(\mathbb{E} \left[ |S_X|^2 \right] \) of the beginning of 3.4.5. (Mark does not use the word "Wigner distribution": he did not seem to be aware of the existence of it at the time he wrote his paper.) Mark also derives a version of theorem 3.4.4 for his physical spectrum. Furthermore he studies convolutions of certain
mutually independent processes, and derives formulas for the resulting auto-
correlation functions and physical spectra. At this point some criticism
seems to be justified. The formalism developed in [Na], section 4.2 makes
sense for certain well-behaved, mutually independent stochastic processes.

But if, e.g., \( X_1 \) and \( X_2 \) are mutually independent white noise processes (so
both \( F^{(2)}_{X_1 X_1} \) and \( F^{(2)}_{X_2 X_2} \) equal the constant function of 2 variables),
then [Na], formula (24a), written in our notation as

\[
(F^{(2)}_{Z_1 X^*_2})(t, \lambda) = \int_{-\infty}^{\infty} (F^{(2)}_{Z_1 Z_1})(u, \lambda) (F^{(2)}_{Z_2 Z_2})(t-u, \lambda) du,
\]

is not valid, not even when interpreted in distributional sense.

Priestley defines a notion of evolutionary spectral density function for
what he calls oscillatory processes. These are processes \( X \) that admit a
representation of the form

\[
X(t) = \int_{-\infty}^{\infty} e^{2\pi i f t} A(t, f) d\xi(f) \quad (t \in \mathbb{R}),
\]

where \( \xi \) is a stochastic process with orthogonal increments and \( A \) is a mapping
of \( \mathbb{R}^2 \) into \( \mathcal{C} \) such that for every \( f \in \mathbb{R} \) the function
\( \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-2\pi i g} A(t, f) ds \)

is maximal at \( g = 0 \). The evolutionary spectral density function \( h \) of \( X \) with
respect to \( A \) is then defined by

\[
h(t, f) = \left| A(t, f) \right|^2 h_0(f) \quad (t \in \mathbb{R}, f \in \mathbb{R}).
\]

Here \( h_0 \) is the density function (if it exists) associated with \( \xi \) (roughly:
\( h_0(f) df = E[d\xi(f)]^2 \)).

It is noted in [Pri] that the spectral density function thus obtained
depends on the choice of \( A \) (in general, if \( X \) has a representation as in (10),
then \( X \) has many such representations). Priestley further indicates a rela-
tion between his evolutionary spectral density function (for oscillatory
processes) and the physical spectrum of Mark: if \( q \) is a weight function then
the expression \( E[qX^2] \) is a smoothed form of \( h \) (smoothed over frequency).
The smoothing operation to be performed depends on \( A \).

It is pretty clear that Priestley's approach gives an evolutionary spec-
tral density function admitting nice physical interpretations. It covers
the time stationary case (where we can then take a constant \( A \) in the repre-
sentation of \( \mathbb{X} \) in (\( (*) \)), but it is not likely to cover all possible cases: it depends on the existence of a representation as in (\( (*) \)). Priestley’s approach leads to a function \( \phi \) of two variables in which the time variable is treated as a parameter (Priestley himself writes \( h(t, f) \) instead of \( h(t, f) \)). In the Wigner distribution time and frequency variable are treated completely symmetrically. It is only in special cases (such as stationarity) that one of the variables has a preference over the other. This is seen e.g. in 3.5.5 where \( \gamma > 0 \) in the expression \( \mathbb{E} \left| g \right|^2 \) is taken large or small accordingly as \( \mathbb{E} \) is (approximately) time or frequency stationary.

We further remark that Priestley’s approach can be used to give a precise meaning to notions as local stationarity and degree of stationarity of a stochastic process (cf. [Prz2]).

3.5. SECOND ORDER STIMULATION BY MEANS OF NOISE SHOWERS

3.5.1. In this section we consider generalized stochastic processes of type

\[
(*) \quad \sum_{n=1}^{\infty} p_n e^{-\pi i a_n b_n} \mathbb{E}_{\mathbb{R}} T_{-a_n} g.
\]

Here \( p_n \) is a complex random variable (random phase factor), and \( a_n \) and \( b_n \) are real random variables (random time and random frequency variable respectively) for \( n \in \mathbb{N} \), and \( g \) is a fixed element of \( S^* \). We shall often take \( g \in S \) if we shall have to deal with expressions like \( T_k g \) where \( K \) is the Wigner distribution of \( g \) and \( V \in S^* \) (by appendix 3, 2.4, remark, \( K \in L^2 \) if and only if \( g \in S \)).

We shall also consider processes of type

\[
(**) \quad \sum_{n=1}^{\infty} p_n g_n(a_n b_n).
\]

Here \( p_n \), \( a_n \), and \( b_n \) are as above, and \( g_n \) is a positive random variable for every \( n \in \mathbb{N} \). If \( a \in \mathbb{R} \), \( b \in \mathbb{R} \), \( \gamma > 0 \), then \( g_{\gamma}(a, b) \) is the Gabor function localized in the time-frequency plane at the point \( (a, b) \). The “shape” of this function is controlled by \( \gamma \):

\[
G_{\gamma}(a, b) = \gamma^{-\frac{1}{2}} \exp(-\gamma^{-1}(t-a)^2 + 2abi\tau - \pi ab) = e^{-\pi i ab} R_{\mathbb{R}} T_{-a} g_{\gamma}.
\]
where \( q_y = \sqrt{\frac{2}{\pi}} \frac{\hbar^2}{y^4} \exp(-y^{-4} x^2) \) (cf. [81], 27.7).

The process in (**) is a special case of the process
\[
\sum_{n=1}^{\infty} p_n e^{2 \pi i \omega_n T_{-a_n} g},
\]
where \( p_n, a_n, b_n, \) and \( T_{-a_n} \) are as above and \( g \in S \) (cf. appendix 1, 1.3 (ii) for the definition of \( S \) for \( \gamma > 0 \)).

The function \( G_y(a,b) \) may be thought of as a note at time \( a \) with frequency \( b \) and with degree of "purity" \( y \): the larger \( y \), the longer this note, the more \( G_y(a,b) \) looks like \( \sqrt{\frac{2}{\pi}} \frac{\hbar^2}{y^4} e^{-\pi i a b + \pi i b t} \). These notes all have the same energy: \( \int_{-\infty}^{\infty} |G_y(a,b)(t)|^2 dt = 1 \) for all \( a, b, \) and \( y \). We may thus regard (**) as a shower of noise quanta in which each quantum is a note, random in time, frequency and purity.

The processes in (*) and (**) resemble those of section 3.3. We shall see that the latter processes can be obtained as limits of processes of type (***) (by making \( \gamma \to 0 \) or \( \gamma \to \gamma \) accordingly as we consider shot noise processes or "random Fourier series" processes).

We use the processes in (*) and (**) for second order simulation of generalized stochastic processes (with zero expectation function). We shall see that every generalized stochastic process can be simulated approximately by means of processes of type (*) and (**) with mutually independent random notes. Here (a smoothed form of) the expected Wigner distribution of the process to be simulated plays an important role: it says how to distribute the random variables \( a_n \) and \( b_n \) over the time-frequency plane. We shall further see that each noise quantum of a process of type (**) can be simulated exactly (as far as first and second order moments are concerned) by means of a series \( R_n e^{2 \pi i a_n T_{-a_n} g} \).

3.5.2. In the remainder of this section \((G, \Lambda, \mu)\) is a probability space.

DEFINITION. Let \( g \in S \), and let \( a \) and \( b \) be two real random variables defined on \( \Omega \). We denote by \( e^{-\pi i a b} R_b T_{-a} g \) the generalized stochastic process of which a representative is given by
\[
\langle f, g \rangle (e^{-\pi i a b} R_b T_{-a} g, \Lambda, f),
\]

It is easy to see that \( e^{-\pi i a b} R_b T_{-a} g \in \mathcal{S}^\infty \) if \( g \) and \( a \) and \( b \) are as in the above definition. For if \( f \in S \), then \( \langle f, g \rangle \) is a representative of \( e^{-\pi i a b} R_b T_{-a} g \) (cf. appendix 3, 11).

We shall use for \( e^{-\pi i a b} R_b T_{-a} g \) the shorter notation \( V_{g,a} \), where
$a = (a, b)$. We also use this notation in case $a$ and $b$ are non-stochastic.

3.5.3. **Theorem.** Assume that the phase factors $p_n$ are uniformly bounded. Let $P_n$ be the joint distribution function of the pair $(a, b)$ for $n \in \mathbb{N}$, $m \in \mathbb{N}$, and assume that $P_{n, m}$ converges in $S_{a, b}$-sense. Then

$$\lim_{n \to \infty} P_{n, m} \to P \text{ exists in } S_{a, b}. $$

**Proof.** The proof can be given along the same lines as that of theorem 3.5.1 we therefore omit it.

**Remark.** We have a similar theorem for the series $\sum_{n=1}^\infty P_n g_n (a, b)$ or, more generally, for the series $\sum_{n=1}^\infty P_n e^{-i\lambda_n a_n} e^{i\lambda_n b_n} T_{a_n} T_{b_n} z_n$ if we add the requirement that the $\gamma_n$'s are stochastically independent with $\gamma_n(\omega) \leq M$ for some $\omega \in \Omega$, $n \in \mathbb{N}$ for some $\omega > 0$, $n > 0$, $\omega > 0$. The proof uses the following fact:

For every $k > 0$, $\lambda > 0$, $m > 0$ there are numbers $k' > 0$, $\lambda' > 0$, $m' > 0$ such that

$$|N(a, b; f, g)| \leq k' \exp(-\lambda'((Re a)^2 + (Re b)^2) + m'((Im a)^2 + (Im b)^2))$$

for $a \in \mathbb{C}$, $b \in \mathbb{C}$ whenever $f \in S$, $g \in S$ satisfy

$$\max(|f(a)|, |g(a)|) \leq M \exp(-\lambda((Re a)^2 + m(Im a)^2))$$

for $a \in \mathbb{C}$.

3.5.4. **Definition.** Let $g, p_n$, and $a_n$ $(n \in \mathbb{N})$ be as in 3.5.3. We define

$$\sum_{n=1}^\infty P_n g_n = \lim_{n \to \infty} P_n g_n. $$

If furthermore the $\gamma_n$'s are as in 3.5.3, remark that $P_n$ is $S_{a, b}$-stochastic. We shall also write $\sum_{n=1}^\infty P_n g_n$.

We note that the convergence of $\sum_{n=1}^\infty P_n g_n$ is unconditional in the sense that the order of the terms is immaterial. We shall also write $\sum_{n=1}^\infty P_n g_n$.

3.5.5. We next show that the shot noise processes of section 3.3 appear as $S_{a, b}$-limits of processes of the form $\sum_{n=1}^\infty P_n g_n (a, b)$. $\gamma$ independent of $n \in \mathbb{N}$ and non-stochastic. Let $p_n$ and $a_n$ be as in 3.5.5. Now $p_n$ and $a_n = (a_n, 0)$ satisfy the conditions of theorem 3.5.3. Hence both
\[ \sum_{n=0}^{\infty} P_n \delta(a_n) \] and \[ \sum_{n=0}^{\infty} P_n V_{a_n} g_n = \sum_{n=0}^{\infty} \gamma_n g_n(a_n, g) \] are well defined for \( \gamma > 0 \) \( (\gamma_n) \) denotes as usual \( \sum_{n=0}^{\infty} \gamma_n \exp(-\tau_n/n^2) \) since \( g_n(a_n, g) = \sum_{n=0}^{\infty} \gamma_n \delta(a_n) \) for \( n \in \mathbb{N} \), we have by theorem 1.1.9:

\[ \sum_{n=0}^{\infty} P_n V_{a_n} g_n = \sum_{n=0}^{\infty} \gamma_n \sum_{n=0}^{\infty} \gamma_n \delta(a_n). \]

And since \( \sum_{n=0}^{\infty} \gamma_n \gamma_n \delta(a_n) \) is \( \gamma > 0 \) (cf. appendix 2, 11(iii)), we have by theorem 3.1.4:

\[ \sum_{n=0}^{\infty} P_n V_{a_n} g_n = \sum_{n=0}^{\infty} P_n \delta(a_n) \]

in the sense of \( S_{2,2}^{\ast} \) if \( \gamma > 0 \).

We have of course a similar theorem for the "random Fourier series" processes of section 3.3: if \( p_n \) and \( a_n \) are as in 3.3.5 (cf. also 3.3.6), then we have \( \sum_{n=0}^{\infty} \gamma_n \sum_{n=0}^{\infty} \gamma_n \delta(a_n) \) is \( S_{1,2}^{\ast} \) if \( \gamma > 0 \). Here we have taken \( \sum_{n=0}^{\infty} \gamma_n \gamma_n \delta(a_n) \) in the sense of \( S_{1,2}^{\ast} \) if \( \gamma > 0 \).

3.5.6. We consider a case in which we can settle the convergence of the series \( \sum_{n=0}^{\infty} P_n V_{a_n} g_n \) with the aid of the Riesz-Fisher theorem (compare the corresponding case for shot noise processes in 3.3.6). Assume that

\[ \sum_{n=0}^{\infty} P_n V_{a_n} g_n = \sum_{n=0}^{\infty} F_n g_n \] for some \( c_n \geq 0 \), and that the pairs \( (p_n, p_n) \) and \( (a_n, a_n) \) are mutually independent for every \( n \in \mathbb{N} \), \( n \in \mathbb{N} \). We find as in 3.3.6 that \( \sum_{n=0}^{\infty} P_n V_{a_n} g_n \) exists in \( S_{1,2}^{\ast} \)-sense if \( \sum_{n=0}^{\infty} c_n g_n \) is \( S_{1,2}^{\ast} \)-convergent. Here \( f_n = \sum_{n=0}^{\infty} \gamma_n \delta(n) \), where \( f_n \) denotes the distribution function of \( a_n \) \( (n \in \mathbb{N}) \). We define \( \sum_{n=0}^{\infty} P_n V_{a_n} g_n = \sum_{n=0}^{\infty} \sum_{n=0}^{\infty} P_n V_{a_n} g_n \). Again the order of the terms in the series \( \sum_{n=0}^{\infty} P_n V_{a_n} g_n \) is immaterial: we shall write \( \sum_{n=0}^{\infty} P_n V_{a_n} g_n \).

3.5.7. The following theorem gives a nice picture of the energy distribution of the process \( \sum_{n=0}^{\infty} P_n V_{a_n} g_n \) over the time-frequency plane.

**Theorem.** Let \( p_n, a_n \) and \( F_n \) be as in 3.5.6, and let \( f_n = \sum_{n=0}^{\infty} c_n g_n \). Let \( R \) be the autocorrelation function of \( X \) \( = \sum_{n=0}^{\infty} P_n V_{a_n} g_n \), and let \( L = F(2) R \) (where \( L \) is the expected Wigner distribution of \( X \)). Then we have (cf. appendix 1, 1.8 (ii))

\[ L = \frac{1}{\sqrt{2}} \sum_{n=0}^{\infty} \frac{1}{\sqrt{2}} f_n. \]
where $X$ denotes $p^{(2)}_0 (g \circ \bar{g})$ (Wigner distribution of $g$).

PROOF. Let $h_1 \in S$, $h_2 \in S$. We have by the assumptions on $p_n$, $\bar{p}_n$, and $\bar{p}_n$ $(n \in \mathbb{N})$

\[
\langle \xi, F^{(2)}_n h_1 \otimes \bar{h}_2 \rangle = \langle \xi, h_1 \otimes \bar{h}_2 \rangle = \int \int (g, h_1 \circ \bar{g}, h_2) \, d\xi = \sum_{n=1}^{\infty} c_n \int_{\mathbb{R}^2} (V_g g, h_1 \circ \bar{V}_g \bar{g}, h_2) \, d\mu_n (\theta).
\]

By appendix C, Lemma 2.4 and $S^2$-convergence of the series $\sum_{n=1}^{\infty} c_n F^{(2)}_n$, the right hand side can be written as

\[
\left( \sum_{n=1}^{\infty} U_n \ (h_1 \circ \bar{g}, V_g g, h_2) \right) = (\xi, F^{(2)} h_1 \otimes \bar{h}_2),
\]

and we also have (cf. appendix 3, 1.2 (14))

\[
F^{(2)}_\rho (V_g g \circ \bar{V}_g \bar{g}) = \tau^{(1)}_{-a/2} \tau^{(2)}_{-b/2} X.
\]

Hence (cf. also 3.4.4)

\[
(h_1 \circ \bar{g}, V_g g, h_2) = (\tau^{(1)}_{-a/2} \tau^{(2)}_{-b/2} X, \rho_p, F^{(2)}_\rho (h_1 \otimes \bar{h}_2)) (a/2, b/2)
\]

for $\rho = (a, b) \in \mathbb{R}^2$. We find

\[
\langle \xi, F^{(2)}_n h_1 \otimes \bar{h}_2 \rangle = \langle \xi, h_1 \circ \bar{g}, V_g g, h_2 \rangle \otimes \bar{x}_2
\]

for $\rho = (a, b) \in \mathbb{R}^2$. We thus find

\[
\langle \xi, F^{(2)}_n h_1 \otimes \bar{h}_2 \rangle = \langle \xi, h_1 \circ \bar{V}_g \bar{g}, V_g g, h_2 \rangle \otimes \bar{x}_2
\]

for $\rho = (a, b) \in \mathbb{R}^2$. We thus find

\[
\langle \xi, F^{(2)}_n h_1 \otimes \bar{h}_2 \rangle = \langle \xi, h_1 \circ \bar{g}, V_g g, h_2 \rangle \otimes \bar{x}_2
\]

for $\rho = (a, b) \in \mathbb{R}^2$. We thus find

\[
\langle \xi, F^{(2)}_n h_1 \otimes \bar{h}_2 \rangle = \langle \xi, h_1 \circ \bar{V}_g \bar{g}, V_g g, h_2 \rangle \otimes \bar{x}_2
\]
Here we used the fact that $E_{1/2}$ and $E_{1/2}$ are adjoint linear operators of $S$, and the 2-dimensional version of appendix 2, theorem 5 (iii) (cf. also [J2], 5.11). By noting that $K = \tilde{K}$ (as $K$ is real-valued on $\mathbb{R}^2$), the theorem easily follows. \( \square \)

3.5.8. We next study processes of type $pVg$ with $g \in L_2(\mathbb{R})$. (The condition "$g \in S" in 3.5.6 and 3.5.7 was made to ensure convergence of the series $\sum_{n} P_n V \theta_n g$; such a condition is superfluous now.)

Let $g \in L_2(\mathbb{R})$. Let $p$ be a complex random variable with $\int_{\varnothing} p \, dp = 0$, $\int_{\varnothing} |p|^2 \, dp = c < \infty$, and let $\varrho = (a, b)$ be an $\mathbb{R}^2$-valued random vector with distribution function $F$. Assume that $p$ and $\varrho$ are independent. We denote by $X = pVg$ the generalized stochastic process of which a representative is given by $\psi(t, w) = (p(a, b, w) \, R_{-w} R_{b} (g(f, \varrho, \varrho))),$. Here $g(f, \varrho, \varrho) = g_{(f, \varrho, \varrho)}$.

Then $X \in \mathcal{S}_{n, 2}$ for we have for for $f \in S$

$$\int_{\varnothing} \left| (\varrho, f) \right|^2 \, dp = \int_{\varnothing} \left| (p \varrho, R_{-w} R_{b} (g(f, \varrho, \varrho))) \right|^2 \, dp =$$

$$= c \int_{\mathbb{R}^2} \left| (e^{-iab R_{-w} R_{b} (g(f, \varrho, \varrho)))} \right|^2 \, d\varrho,”$$

and

$$\left| (e^{-iab R_{-w} R_{b} (g(f, \varrho, \varrho)))} \right|^2 \leq \varrho^{2} \| f \|^2 \quad (a \in \mathbb{R}, b \in \mathbb{R}).$$

Let

$$K = F(2) \int_{\varnothing} \varrho \, g_{(f, \varrho, \varrho)} = \psi_{(f, \varrho, \varrho)} \int_{-\infty}^{\infty} e^{-2\pi i y} g_{(f^{1/2}, g_{(f^{1/2})})} \, dy.$$ 

Then $K$ is continuous and bounded over $\mathbb{R}^2$, and $K \in L_2(\mathbb{R}^2)$. The expected Wigner distribution $L$ of $K$ is given by

$$L = \text{emb}(\psi_{(f, \varrho)} \int_{\mathbb{R}^2} c \, K (u - w/2, v - b/2) \, d\varrho(\varrho)).$$

This can be proved by using the result of theorem 3.5.7 for $K$ (instead of $g$) with $a > 0$ and $c_1 = c$, $c_2 = 0$ ($n \geq 2$), and then taking $a \to 0$ (we have,
by boundedness and continuity of \( K, F^{(2)} \), \( \mathbb{E}_0 (v, q \circ H, t) = \mathbb{E}_0 (q \circ H, t) = \mathcal{K}(\alpha + \beta) \) uniformly and boundedly in \( \mathbb{R}^2 \).

3.5.9. We now consider processes \( X \) of the form \( pe^{-\lambda t_b} T_{-a} Z_{\gamma, f} \). Here \( p \) and \( \lambda \) are as in 3.5.8, and \( \gamma \) is a positive random variable (for notational convenience, we take \( \gamma \) rather than \( \gamma \), cf. 3.5.1). We assume that \( g \in L_1(\mathbb{R}) \), and that the joint distribution function of \((p, \lambda, \gamma)\) has the form
\[
\rho^{(1)}(v, w, x) \in \mathbb{R}^2 \quad \rho^{(2)}(v, w) \in \mathbb{R}^2 \quad \rho^{(3)}(x) \in \mathbb{R}^2,
\]
where \( \rho^{(1)}, \rho^{(2)} \), and \( \rho^{(3)} \) are the distribution functions of \( p, \lambda \) and \( \gamma \) respectively (whence \( p, \lambda \) and \( \gamma \) are mutually independent).

Under these conditions the process \( X \) (of which a representative is given by \( \gamma(z, w) = \lambda t_b T_{-a} Z_{\gamma, f} \)) is an element of \( S^2_{\alpha, \beta} \). For, if \( f \in \mathbb{R} \), then we find
\[
\left\{ \begin{array}{l}
\int_{0}^{1} (X, f) \, \mathbb{E} \, dp = \int_{0}^{1} |(pe^{-\lambda t_b} T_{-a} Z_{\gamma, f})|^2 \, dp = \\
(\ast) = c \int_{0}^{1} \int_{\mathbb{R}^2} |(pe^{-\lambda t_b} T_{-a} Z_{\gamma, f})|^2 \, dx \, dy \, dp \, d\gamma \, d\lambda \quad (p, \lambda, \gamma) \in \mathbb{R}^2 \times (0, \infty)
\end{array} \right.
\]
and (\( \| \) denotes ordinary \( L_2(\mathbb{R}) \) norm)
\[
|e^{-\lambda t_b} T_{-a} Z_{\gamma, f}|^2 \leq \| e^{-\lambda t_b} \|_{L_2(\mathbb{R})} \| Z_{\gamma, f} \|_{L_2(\mathbb{R})}^2 = \| g \|_{L_2(\mathbb{R})}^2 \| \gamma \|_{L_2(\mathbb{R})}^2
\]
for \( a \in \mathbb{R}, b < \mathbb{R}, \gamma > 0 \).

3.5.10. Let \( X \) be as in 3.5.9. We shall show that there is a sequence \( \{ X_n \}_{n \in \mathbb{N}} \) of processes (defined on some probability space \( (\Omega', \mathcal{A}', \mathbb{P}') \)) of the type studied in 3.5.8 such that \( Y := \sum_{n=1}^{\infty} X_n \) converges in \( S_{\alpha, \beta} \)-sense and \( \mathbb{E} X = 0, \mathbb{E} X^2 = 0, \mathbb{E} \gamma = 0, \mathbb{E} \alpha = 0 \). Moreover, the \( X_n \)'s satisfy
\[
\int_{0}^{1} (X_n, f)^2 (X_n, g) \, d\mathbb{P} = 0 \quad (f, g \in \mathcal{F}, h \in \mathbb{R})
\]
if \( n \in \mathbb{N}, a \in \mathbb{N}, n \neq m \). Hence, for proving simulation theorems, we can restrict ourselves to series of processes of the type occurring in 3.5.8.

We shall give a proof of the above statement in the following few sections. We first observe that \( \mathbb{R}_+ \) is completely determined by the values
of $\int_0^1 |(x,\xi)|^2 \, d\nu$ for $x \in S$. This involves according to 3.5.9 (*) the expression

$$\int_0^1 \left| \left( e^{-i\alpha \tau} R_{-\alpha} \frac{1}{\gamma} g_i(x) \right) \right|^2 \, d\nu(\gamma).$$

We can write this expression as

$$\int_0^1 \left( \int_0^1 e^{-i\alpha \tau} \frac{1}{\gamma} g_i(t) \, d\gamma \right) \left( \int_0^1 e^{i\alpha \tau} \frac{1}{\gamma} g_i(s) \, d\gamma \right) \left( \int_0^1 \frac{1}{\gamma} g_i(s) \, d\gamma \right) \, ds \, d\gamma.$$ 

By interchanging the order of integration this becomes

$$\int_0^1 \left( \int_0^1 e^{-i\alpha \tau} \frac{1}{\gamma} g_i(t) \, d\gamma \right) \left( \int_0^1 e^{i\alpha \tau} \frac{1}{\gamma} g_i(s) \, d\gamma \right) \left( \int_0^1 \frac{1}{\gamma} g_i(s) \, d\gamma \right) \, ds \, d\gamma.$$ 

We are going to study the expression between $\{\}$ in more detail. In view of the proof of the following theorem it is convenient to assume that $g$ is Borel measurable (if $g$ is not Borel measurable, then we can take a Borel measurable $g_1$ (with $g = g_1$ almost everywhere) that gives rise to the same process $\mathcal{Y}$).

3.5.11. THEOREM. For almost every $(u,\nu) \in \mathbb{R}^2$

$$P(u,\nu) = \int_0^1 \gamma g(\nu \gamma) \, d\nu(\gamma)$$

is defined, and $P \in L_2(\mathbb{R}^2)$. Furthermore, $P$ is positive definite, and there exist a sequence $\{c_n\}_{n \in \mathbb{N}}$ of non-negative real numbers and a complete orthonormal sequence $\{g_n\}_{n \in \mathbb{N}}$ in $L_2(\mathbb{R})$ such that $\sum_{n=1}^{\infty} c_n = \varnothing$ and...
\[ P = \sum_{n=1}^{\infty} c_n \cdot q_n \]

with convergence in \( L_2(\mathbb{R}^2) \)-sense.

**Proof.** It is easy to see that \( \gamma_{(u,v)} \gamma \in L_1(\mathbb{R}^2) \) is Borel measurable over \( \mathbb{R} \times \mathbb{R} \). We have by the Cauchy-Schwarz inequality

\[
\begin{align*}
\left( \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left| \gamma_{(u,v)} \gamma \right| \, du \, dv \right)^2 & \leq \int_{-\infty}^{\infty} \left( \gamma_{(u,v)} \gamma \right)^2 \, du \, dv \\
& \leq \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} \gamma_{(u,v)} \gamma \, dv \right)^2 \, du.
\end{align*}
\]

Hence, by Fubini's theorem,

\[
\begin{align*}
\int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} \gamma_{(u,v)} \gamma \, dv \right)^2 \, du & \leq \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} \gamma_{(u,v)} \gamma \, dv \right)^2 \, du \\
& = \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} \gamma_{(u,v)} \gamma \, dv \right)^2 \, du \\
& = \left( \int_{-\infty}^{\infty} \gamma_{(u,v)} \gamma \, dv \right)^2 \, du.
\end{align*}
\]

This implies that \( \int_{-\infty}^{\infty} \gamma_{(u,v)} \gamma \, dv \) is finite for almost every \((u,v) \in \mathbb{R}^2\). Therefore \( P \) is defined almost everywhere in \( \mathbb{R}^2 \). Furthermore, it follows from the above that \( P \in L_2(\mathbb{R}^2) \).

In order to show that \( P \) is positive definite, we take an \( f \in L_2(\mathbb{R}) \). We have by Fubini's theorem

\[
\begin{align*}
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P(u,v) f(u) f(v) \, dudv & = \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} P(u,v) f(u) \, dv \right) f(u) \, du \\
& = \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} P(u,v) f(u) \, dv \right) f(u) \, du \\
& = \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} P(u,v) f(u) \, dv \right) f(u) \, du \\
& = \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} P(u,v) f(u) \, dv \right) f(u) \, du \\
& = \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} P(u,v) f(u) \, dv \right) f(u) \, du \\
& = \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} P(u,v) f(u) \, dv \right) f(u) \, du \\
& = \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} P(u,v) f(u) \, dv \right) f(u) \, du.
\end{align*}
\]

It follows from well-known Hilbert space theory that there exists a sequence \( (c_n)_{n \in \mathbb{N}} \) of non-negative numbers and a complete orthonormal sequence \( (q_n)_{n \in \mathbb{N}} \) in \( L_2(\mathbb{R}) \) such that \( \sum_{n=1}^{\infty} c_n^2 < \infty \) and

\[
P = \sum_{n=1}^{\infty} c_n \cdot q_n \cdot q_n
\]
with convergence in \( L^2(\mathbb{R}^2) \)-sense.

We shall show that \( \sum_{n=1}^{\infty} c_n < \infty \). We have for \( n \in \mathbb{N} \)

\[
    c_n = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P(u, v) \, \frac{q_n(u)}{q_n(v)} \, dv \, du = \\
    = \int_{0}^{\infty} \int_{-\infty}^{\infty} \gamma^\delta \, g(\gamma u) \, \frac{q_n(u)}{q_n(v)} \, dv \, du \, d\sigma(3)(\gamma).
\]

Hence, by monotone convergence and Parseval's identity,

\[
    \sum_{n=1}^{\infty} c_n = \sum_{n=1}^{\infty} \left( \int_{0}^{\infty} \gamma^\delta \, g(\gamma u) \, \frac{q_n(u)}{q_n(v)} \, dv \, du \right)^2 \, d\sigma(3)(\gamma) = \\
    = \int_{0}^{\infty} \left| \gamma^\delta \, g(\gamma u) \right|^2 \, du \, d\sigma(3)(\gamma) = \int_{0}^{\infty} \left| g(\gamma u) \right|^2 \, du. \quad \Box
\]

3.5.12. We conclude from the above theorem and 3.5.10 that for \( f \in \mathcal{S} \)

\[
    \int_{0}^{\infty} \left| \left( e^{-\pi i \alpha \cdot R_{\beta} T_{-\alpha} T_n f} \right) \right|^2 \, d\sigma(3)(\gamma) = \\
    = \beta \int_{0}^{\infty} \int_{-\infty}^{\infty} e^{i \sin(t-s)} \, \frac{\epsilon(\alpha \cdot \beta + \frac{\alpha}{2} + \frac{\beta}{2} \cdot p(-\frac{\beta}{2} + \frac{\alpha}{2} - \frac{\alpha}{2} + \frac{\beta}{2}) \, dt \, ds = \\
    = \beta \sum_{n=1}^{\infty} c_n \int_{0}^{\infty} \left| \left( e^{-\pi i \alpha \cdot R_{\beta} T_{-\alpha} T_n f} \right) \right|^2 \, d\sigma(3)(\gamma) = \\
    = \beta \sum_{n=1}^{\infty} c_n \left( \left| e^{-\pi i \alpha \cdot R_{\beta} T_{-\alpha} T_n f} \right|^2 \right).
\]

Note that the right hand side series converges uniformly and boundedly:

\[
    \sum_{n=1}^{\infty} c_n < \infty, \quad \left| \left( e^{-\pi i \alpha \cdot R_{\beta} T_{-\alpha} T_n f} \right) \right|^2 \leq \| q_n \|^2 \quad \| f \|^2 = \| \alpha \|^2
\]
\[(a, b) \in \mathbb{R}^2, \ n \in \mathbb{N}\]. Hence we have (cf. 3.5.9)

\[
\int_{\mathbb{R}^2} |(x, f)|^2 \, dp = \frac{1}{\pi} \int_{n=1}^{\infty} \int_{\mathbb{R}^2} |e^{-iab} R_{ab} T_{-a} g_n(x) f|^2 \, dp (2) (a).
\]

There exists a probability space \((\Omega', \Lambda', P')\) with random variables \(\rho_n, \omega_n = (a_n, b_n) (n \in \mathbb{N})\) as in 3.5.6 defined on it such that \(\int_{\Omega'} \rho_n \, dp' = 0, \int_{\Omega'} |\rho_n|^2 \, dp' = \sigma_n, \ P_n = F_n (2)\) for \(n \in \mathbb{N}\) (cf. also the proof of theorem 3.5.14). If we define \(X_n = \rho_n e^{-iab} R_{ab} T_{-a} g_n\) (cf. 3.5.9), then we have for \(f \in \mathcal{S}, n \in \mathbb{N}, m \in \mathbb{N}\)

\[
\int_{\Omega'} (X_n f, \overline{X_m} f) \, dp' = \begin{cases} 0 & (n \neq m) \\ \frac{1}{\sigma_n} \int_{\mathbb{R}^2} |e^{-iab} R_{ab} T_{-a} g_n(x)|^2 \, dp (2) (a) & (n = m) \\
\end{cases}
\]

The series \(\sum_{n=1}^{\infty} X_n\) is convergent in \(\mathcal{S}'\)-sense, and the autocorrelation function of the sum equals the one of \(X_n\). For the Wigner distribution of \(X_n\) we have

\[
\tilde{f}(2) \rho_n R_{\omega_n} = \text{emb} \left( \mathcal{Y} (u, v) \right) \int_{\mathbb{R}^2} K_n (u - a/2, v - b/2) \, dp (2) (a),
\]

where \(K_n\) is the Wigner distribution of \(g_n\) for \(n \in \mathbb{N}\) (cf. 3.5.6). Note that \(\tilde{f}(2) \rho_n R_{\omega_n} = \lim_{n \to \infty} \tilde{f}(2) \rho_n R_{\omega_n}\).

It can be shown that the function \(K_n = \int_{\mathbb{R}^2} e^{-2\pi iyt} \tilde{f}(2) \rho_n R_{\omega_n} \, dt\) is defined everywhere in \(\mathbb{R}^2\) and continuous and bounded, and that

\[
\tilde{f}(2) \rho_n R_{\omega_n} = \text{emb} \left( \mathcal{Y} (u, v) \right) \int_{\mathbb{R}^2} K_n (u - a/2, v - b/2) \, dp (2) (a).
\]

It can be shown furthermore that the series \(\sum_{n=1}^{\infty} \rho_n K_n\) converges boundedly and uniformly to \(K\), and that
\[
\sum_{n=1}^{\infty} c_n \int_{\mathbb{R}^2} K_n(u-a/2, v-b/2) dP^{(2)}(a) = \int_{\mathbb{R}^2} K(u-a/2, v-b/2) dP^{(2)}(a)
\]
for every \((u,v) \in \mathbb{R}^2\) (uniform convergence).

3.5.13. We use this opportunity to state some further results about \(P\) and about smooth positive definite functions in general.

(i) If the \(g\) of 3.5.9 is continuous and bounded, and if \(\int_0^1 g dP^{(2)}(t) < \infty\), then \(P\) is continuous and bounded, and the series \(\sum_{n=1}^{\infty} c_n \phi_n \theta_n\) converges locally uniformly to \(P\) (cf. theorem 3.5.11). Moreover, \(\phi_n\) is continuous whenever \(n \in \mathbb{N}\), \(c_n \neq 0\).

(ii) If \(g \in \mathcal{S}\), and \(P\) is constant outside an interval of the form \([a,b]\)

(iii) If \(\phi \in \mathcal{S}\) is positive definite, then there exists a sequence 
\(\{c_n\}_{n \in \mathbb{N}}\) of non-negative numbers and a complete orthonormal sequence 
\(\{\phi_n\}_{n \in \mathbb{N}}\) in \(L_2(\mathbb{R})\) such that \(c_n \phi_n \phi_n\) for \(n \in \mathbb{N}\), \(c_n \neq 0\), and 
\(Q = \sum_{n=1}^{\infty} c_n \phi_n \phi_n\) where the convergence is in \(L^2\)-sense.

3.5.14. We now come to theorems about second order simulation of generalized stochastic processes with zero expectation function by means of noise showers. Theorems of this kind were also proved in section 3.3, but there we used shot noise processes \(\sum_{n=1}^{\infty} n P_n \delta(a_n)\) and random Fourier series processes \(\sum_{n=1}^{\infty} n P_n \phi_n\), and the processes to be simulated were stationary.

**Theorem.** Let \(I \in \mathcal{S}\) be of positive type (cf. appendix 3.2.1), let \(g \in \mathcal{S}\), and let \(X = E^{(2)} \sum_{n=1}^{\infty} (g \otimes g)\). There is a generalized stochastic process
\(X = \sum_{n=1}^{\infty} P_n V_n \phi_n\) of the type discussed in 3.5.6 and 3.5.7 such that \(E_X = 0\) and
\(E^{(2)} X = I\).

**Proof.** It is not hard to prove from appendix 4, theorem 2.2 that there are non-negative numbers \(c_n\) and 2-dimensional distribution functions \(P_n (n \in \mathbb{N})\) such that
\[
t = \sum_{n=1}^{\infty} n^{1/2} c_n^{1/2} \sum_{n=1}^{\infty} c_n^{1/2} \frac{\beta^n}{n!} \text{exp}(P_n)
\]
For each \( n \in \mathbb{N} \) we can find a probability space \((\Omega, \mathcal{F}, \mu_n)\) and a random variable \( p'_n = \gamma_{n1} \times \mathbb{R} \) such that \( \int_{\Omega} p'_n \, d\mu_n = 0 \), \( \int_{\Omega} |p'_n|^2 \, d\mu_n = c_n \). Also, for each \( n \in \mathbb{N} \) we can find a probability space \((\Omega, \mathcal{F}, \mu_n)\) and a random vector \( a'_n = (a'_n, b'_n) : \Omega \to \mathbb{R}^2 \) such that \( F_n \) is the distribution function of \( a'_n \). Now let \( \gamma'_n = \gamma_{n1} \times \mathbb{R} \times \mathbb{R}^2 \), and take product measure \( F' \) on \( \gamma'_n \). Put furthermore for \( n \in \mathbb{N} \)

\[
\begin{align*}
&\quad n \mapsto \gamma (\omega_{n1}, \omega_{n2}) \in \Omega, \quad p_n' (\omega_{n1}), \\
&\quad m \mapsto \gamma (\omega_{m1}, \omega_{m2}) \in \Omega, \quad a'_m (\omega_{m1}, \omega_{m2}^2).
\end{align*}
\]

Then \( \int_{\Omega} p_n \, d\mu = 0 \), \( \int_{\Omega} p_n \, d\mu = c_n \), \( \delta_{n1} \), \( F_n \) is the distribution function of \( a_n \), and the pairs \((p_n, a_n)\) and \((a_n', a_n)\) are mutually independent for \( n \in \mathbb{N} \), \( m \in \mathbb{N} \). Hence, by \( S^* \)-convergence of the series \( \sum_{n \in \mathbb{N}} \text{emb} (F_n) \), \( \xi = \sum_{n \in \mathbb{N}} p_n \times a_n \) is a process of the type discussed in 3.5.6 and 3.5.7 with \( E\xi = 0 \), and we have for the Wigner distribution

\[
E_{\mathbb{K}} (\gamma_{n1} \times (1)_{n2} + \gamma_{n1} \times (1)_{n2} + \gamma_{n1} \times (1)_{n2} + \gamma_{n1} \times (1)_{n2}) = T_n F
\]

by theorem 3.5.7.

REMARK. We have a similar theorem as the one above if we take \( F^{(2)}_{u,v} \) instead of \( F \), where \( F = \gamma_{u,v} \int_{0}^{\infty} (z, g)(u) (z, g)(v) \, d\gamma(z) \). Here \( F \) is a distribution function defined on \((\mathcal{G}, \mathcal{B})\) and constant outside an interval \([a, b]\) with \( 0 < a < b < \infty \) (cf. 3.5.13, remark (iii)). We can take a process \( T_n \in \mathbb{K} \times \mathbb{K} \times \mathbb{K} \times \mathbb{K} \), where the distribution function of each \( \gamma_{n1} \) equals \( F \) \( (n \in \mathbb{N}) \). We note that not every positive definite element of \( \mathbb{K}^2 \) can be represented as \( \gamma_{u,v} \int_{0}^{\infty} (z, g)(u) (z, g)(v) \, d\gamma(z) \) with \( F \) and \( g \) as above.

3.5.15. Theorem 3.5.14 is in particular useful for describing second order simulation of generalized stochastic processes with a zero expectation function and an expected Wigner distribution of positive type. Second order white noise processes, e.g., have a zero expectation function and a constant, non-negative Wigner distribution (cf. 2.2.13). For such processes we can take in theorem 3.5.14 any \( g \in \mathcal{G} \) to obtain exact second order simulation (i.e. the autocorrelation function of the noise shower equals the one of
the process to be simulated), the noise quanta are to be distributed uniformly over the time-frequency plane, i.e., the function $h_n^{(1)} z^{(2)} \quad (1/\sqrt{2}) \quad (2_n z^{n}) \quad \text{emb}(\mathcal{F}_n) \quad \text{has to equal} \quad \text{emb}(\{x, y\})$.

We may not expect to obtain higher order simulation than second order simulation, unless further assumptions are made on the distribution functions of the $p_n$'s and $q_n$'s. This is due to the fact that the Wigner distribution only involves second order moments of the process to be simulated.

The restriction "zero expectation function" in theorem 3.5.14 is a natural one in case noise processes are to be simulated (these processes have in general zero expectation function). It is not very likely that the processes $X_n, p_n, q_n$ of 3.5.6 can be used for a simple description of the simulation (first and second order) of processes with non-zero expectation function.

We noted above that for white noise processes we can take any $g \in \mathcal{S}$ we wish. In general we shall have to adapt our $g$ to the process to be simulated. If the process is close to being second order time stationary (so that its Wigner distribution is almost constant in the first variable), it seems to be adequate to take $g \in \mathcal{S}$ for which the operator $T_X$ has the flavour of averaging over an ellipse with a long horizontal axis and a small vertical one (cf. 3.4.5). Similar things hold for processes which are close to being second order frequency stationary.

It is, of course, also possible to describe second order simulation with the aid of processes of type $X_n, p_n, e^{T_n h_n}, e^{-T_n h_n}, T_n, T_{-n}, L_{a, b}, L_{a, b} Z_n, g_n$, where the tuples $(p_n, (a, b), g_n)$ are as in 3.5.14. Remarks. Processes of this kind are of interest for simulation of processes that look second order time stationary in some areas of the time-frequency plane, and second order frequency stationary in other areas. In areas where the process to be simulated is more or less time stationary, we have to distribute quanta having a small value of $\gamma_n$ and in areas where the process is more or less frequency stationary, we have to take quanta having a large value of $\gamma_n$.

3.5.16. As said in the beginning of 3.5.15, theorem 3.5.14 is useful for the case we want to simulate a process with a Wigner distribution of positive type. In order to handle the general case we give the following theorem.

**Theorem.** Let $V$ be the Wigner distribution of a generalized stochastic process, and let $g_1 \in \mathcal{S}, g_2 \in \mathcal{S}$. Let $X_1 = f^{(1)}(g_1, \mathcal{F}_1), X_2 = f^{(2)}(g_2, \mathcal{F}_2)$. There exists a generalized stochastic process $X = \sum_{n=1}^{\infty} X_n \mathcal{F}_n$ of the type discussed in 3.5.6 and 3.5.7 such that
\[ f^{(2)}_{x_0} R_{x} = \Gamma_{x_1} \Gamma_{x_2} V. \]

**Proof.** This follows from theorem 3.5.13 by noting that \( \Gamma_{x_2} V \) is of positive type (cf. 3.4.4).

Note that the sole purpose of the operation \( \Gamma_{x_2} \) is to obtain a function of positive type. The above theorem can be generalized somewhat by taking a \( \Gamma_{x} \) of the form \( f^{(2)}_{x_0} P \) where \( P \in \mathbb{S}^2 \) is positive definite (cf. theorem 3.5.13, remark (iii)).
CHAPTER 4

THE WIGNER DISTRIBUTION AND GENERALIZED HARMONIC ANALYSIS

This chapter establishes the relation between the Wigner distribution and the Wiener theory of generalized harmonic analysis (cf. [Wi] for a treatment of generalized harmonic analysis). We sketch below what we are aiming at.

Let \( x \) be an ordinary, strict sense time stationary and ergodic process (defined on some probability space \( \Omega \)) with finite second order moments (whence the autocorrelation function of \( x \) exists). It is common practice in engineering to estimate the value at \( \lambda \) of the spectral density function of \( x \) by the number

\[
(1) \quad \frac{1}{2\tau} \int_{-\tau}^{\tau} e^{-2\pi i \lambda t} f(t) dt^2
\]

with some large positive value of \( \tau \). Here \( f \) is a realization of the process, i.e. a function \( f \in L^1(\Omega) \) with \( \sigma \in \Omega \) (\( \omega \) must satisfy certain integrability conditions, of course). This can be motivated by applying ergodic theorems and some results of the theory of generalized harmonic analysis.

In order to go into some more detail, we define the Wiener class \( \mathcal{W} \) as the set of all measurable functions \( f: \mathbb{R} \rightarrow \mathbb{C} \) such that

\[
(2) \quad \lim_{\tau \to \infty} \frac{1}{2\tau} \int_{-\tau}^{\tau} f(x + \xi) \overline{f(x)} d\xi
\]

exists for every \( x \in \mathbb{R} \). Denote the limit in (2) by \( \sigma^x_2(x) \) for \( x \in \mathbb{R} \). The spectral density function of \( f \in \mathcal{W} \) is defined roughly as the Fourier transform of \( \sigma^x_2 \); we shall denote it here by \( \sigma_2^x \). It is a well-known result in engineering that the function whose values are given by the expression in (1) tends in some sense to \( \sigma_2^x \) if \( \tau \to \infty \) (cf. [Wi], Part II, (8.9)). Now, if \( x \) is as above, almost every realization belongs to \( \mathcal{W} \). If, in addition, \( x \) is ergodic, the spectral density functions of almost all realizations equal the spectral density function of \( x \).

As we want to study spectral density functions of generalized stochastic
processes (and not just of ordinary processes), we have to consider limits like

\[ \lim_{t \to \infty} T_t \mathbb{E}_0 \mathbb{F}_0 (F \otimes F), \]

or, as will appear more proper for our aims,

\[ \lim_{t \to 0} \varepsilon^{-1} \varepsilon^{(1)} \kappa_{\varepsilon}^{(2)} \mathbb{E}_0 (F \otimes F) \]

for \( F \in S^* \) (cf. 3 and 6 of appendix 2, and 1.17 of appendix 1). Here \( h_t = \frac{1}{2t} \chi_{[-1,1]}(t > 0) \) and \( k_{\varepsilon}^{(1)} = \varepsilon^{\frac{1}{2}} \exp(-\pi \varepsilon^2 \cdot \cdot) \). We have for a reasonably behaved, ordinary function \( F \)

\[ \mathbb{E}_0 (F \otimes F) = \frac{1}{2\pi} \int_{-\infty}^{\infty} F(x) F(y) \frac{\varepsilon^2}{v^2} \varepsilon^2 \cdot \cdot \, dt \]

for \( t > 0 \), and

\[ \varepsilon^{-1} \varepsilon^{(1)} \kappa_{\varepsilon}^{(2)} \mathbb{E}_0 (F \otimes F) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp(-\pi \varepsilon^2 \cdot \cdot) F(x) F(y) \varepsilon^{\frac{1}{2}} \varepsilon^{\cdot \cdot} \, dt \]

for \( t > 0 \) (compare 2). The reason for considering (3) (or (4)) is the fact that the ordinary product of two generalized functions may be undefined, whereas the tensor product always makes sense.

The class of all \( F \in S^* \) for which the limit in (3) exists in \( S^* \)-sense is called the generalized Wiener class and denoted by \( W^* \). It is possible to present a direct link between the classes \( W \) and \( W^* \): we have \( F \in W^* \) if and only if \( F \mathbb{F} = \left( T_{t,\mathbb{F}} F \right) \mathbb{F} \in W \) for every \( F \in S \) (cf. 4.3.4). The limit in (3) is a generalized function (cf 2 variables) of the form \( H \otimes F \). Here \( H \) is the constant function, and \( F \) is a generalized function whose Fourier transform \( \mathbb{F} \), called the spectral density function of \( F \), is of positive type (cf. 4.3.3 and 4.3.7).

It can be proved (cf. 4.3.4, remark and 4.4.3) that \( F \in W^* \) if and only if the limit in (4) exists in \( S^* \). Also, if \( F \in W^* \), the limit in (4) equals \( H \otimes \mathbb{F} \), where \( \mathbb{F} \) is as in the previous paragraph.
Using the limit in (4) is to be preferred to using the one in (3):

we can use (4) to present a link between the spectral density function of \( F \) and the Wigner distribution of \( F \). If \( \varepsilon > 0, \ F : S^2 \), then Fourier transformation of \( \tau_{-\varepsilon}^{-1} T_{\varepsilon}(f \otimes f) \) with respect to the second variable gives

\[ T_{\varepsilon}(F) = \int_{S^2} V(F,F) \]

Here \( V(F,F) \) is the Wigner distribution of \( F \). Thus we see that \( F \in \mathbb{W}^* \) if and only if \( \lim_{\varepsilon \to 0} T_{\varepsilon}(F) \) exists. Also, if \( F \in \mathbb{W}^* \),

\[ \lim_{\varepsilon \to 0} T_{\varepsilon}(F) = \int_{S^2} V(F,F) = R \in L_p^2 \] (cf. 4.4.4).

If \( F \in \mathbb{S}^2 \) does not belong to \( \mathbb{W}^* \), then \( R \) is not defined. But \( T_{\varepsilon}(F) \) still makes sense, and is of positive type for \( \varepsilon > 0 \) (cf. 4.4.4). For such an \( F \), \( T_{\varepsilon}(F) \) is not constant in the first (\( t \) time) variable.

We may therefore regard \( T_{\varepsilon}(F) \) as a time dependent spectral density function (it depends, of course, on \( \varepsilon \) as well). This fact can be illustrated further if we take a reasonably behaved, ordinary function \( f: \mathbb{R} \to \mathbb{S} \) in the role of \( F \). We have (cf. 4.4.5)

\[ T_{\varepsilon}(F) = \int_{\mathbb{S}^2} \exp(-\pi \langle u-u', u-u' \rangle) f(u') du' \]

This resembles the expression in (1), but we note that in (5) the time variable \( t \) occurs explicitly.

The sketch given in the above paragraphs is detailed and elaborated in the four sections of this chapter. Section 4.1 is intended to make the reader familiar with the main notions in generalized harmonic analysis. Section 4.2 gives a Tauberian theorem (cf. 4.2.2) of the type occurring in [N1], Ch. II, §10 and Ch. III, §20. This theorem is needed in the proof of the statement that if one of the limits in (3) and (4) exists in \( S^2 \)-sense, then the other one exists too, with the same value. Section 4.3 is devoted to the generalized Wiener class \( \mathbb{W}^* \); it is proved there (among other things) that \( \mathbb{W}^* \) is a measurable subset of \( S^2 \). Section 4.4 points out the relation between the Wigner distribution and generalized harmonic analysis. Furthermore, it gives some applications of ergodic theorems to strict sense stationary and ergodic generalized stochastic processes and their spectral density functions. It is finally indicated how to handle certain non-stationary processes occurring in practice (e.g. \( \mathbb{Z}^1 \)-noise and the Barkhausen effect).
4.1. Some important notions in generalized harmonic analysis

4.1.1. We give here some main notions in the Wiener theory of generalized harmonic analysis. For the proofs of the theorems mentioned and further details we refer to [W1], Ch. IV, §21 and §22.

4.1.2. Definition. Let \( f \) be a complex-valued measurable function defined on \( \mathbb{R} \). Then \( f \) is said to belong to the Wiener class \( W \) if

\[
\lim_{\lambda \to \infty} \frac{1}{2\lambda} \int_{-\lambda}^{\lambda} f(x + \xi) \overline{f(x)} d\xi = 0
\]

exists for every \( x \in \mathbb{R} \) (Wiener uses the letter \( S \) instead of \( W \), but we have reserved \( S \) for the space of smooth functions). If \( f \in W \), then we define \( \varphi_f \) (or, shortly \( \varphi \)) as the function given by

\[
\varphi_f(x) = \lim_{\lambda \to \infty} \frac{1}{2\lambda} \int_{-\lambda}^{\lambda} f(x + \xi) \overline{f(x)} d\xi \quad (x \in \mathbb{R}).
\]

4.1.3. Let \( f \in W \). The following properties hold:

(i) If \( a \in \mathbb{R} \), then \( T_a f \in W \) and \( q_{-a} f = q_{a} f \).

(ii) \( |\varphi(x)| \leq q(0) \) for \( x \in \mathbb{R} \).

(iii) If \( \varphi \) is continuous at \( x = 0 \), then \( \varphi \) is continuous everywhere.

(iv) \( \varphi(x) = \varphi(-x) \) for \( x \in \mathbb{R} \).

(v) \( \varphi \) is positive definite, i.e., \( \sum_{i,j=1}^{\infty} \alpha_i \overline{\alpha_j} \varphi(x_i - x_j) \geq 0 \) for every \( n \in \mathbb{N} \), \( \alpha_1, \ldots, \alpha_n \in \mathbb{C} \), \( x_1, \ldots, x_n \in \mathbb{R} \).

(vi) (Bochner). If \( \varphi \) is continuous, there is a non-decreasing bounded function \( F \), continuous from the right, such that

\[
\varphi(x) = \int_{-\infty}^{x} e^{i\lambda x} dF(\lambda) \quad (x \in \mathbb{R}).
\]

It should be noted that \( W \) is not a linear space; it is not closed under addition. We can give an example of a real-valued \( f \in W \) such that
\[ \lim_{n \to \infty} \int_{-\infty}^{\infty} e^{i\xi \xi} f(x) \, dx \text{ does not exist, hence } \lim_{n \to \infty} (f(x) + 1) \neq W \text{ (note that } x \in W). \]

4.1.4. Let \( f \in W \). Wiener defines the spectrum \( \sigma_f \) (or, shortly, \( \sigma \)) of \( f \) by putting

\[
\sigma_f = \lim_{n \to \infty} \frac{1}{2\pi} \int_{-\pi}^{\pi} \left[ \left( \frac{1}{2\pi} \int_{-\pi}^{\pi} \left( e^{i\xi \xi} f(x) + 1 \right) \, dx \right) \right] \, d\xi
\]

(cf. [Wi], Ch. IV (21.21)). The limit is in \( L_2(\mathbb{R}) \)-sense. It is shown in [Wi], Ch. IV, §22, lemma 30, that \( \sigma_f \) may be assumed to be bounded, real-valued, non-decreasing and continuous from the right, and that

\[
\psi(x) = \int_{-\infty}^{\infty} e^{i\xi \xi} \, d\sigma_f(u)
\]

for almost every \( x \in \mathbb{R} \) (cf. also [Wi], Ch. IV, §23, theorem 34). This generalizes 4.1.3 (vi) where \( \psi \) was assumed to be continuous. If \( \sigma_f \) is absolutely continuous with respect to Lebesgue measure, then \( \sigma_f' \) is called the spectral density function of \( f \).

4.1.5. A further result of Wiener's theory deals with the spectrum of certain linear transforms (convolutions) of elements of \( W \). Let \( f \in W \), and let \( K \) be a complex-valued function defined on \( \mathbb{R} \) satisfying some integrability and boundedness conditions. Define the function \( g \) by

\[
g(x) = \int_{-\infty}^{\infty} K(x - \xi) f(\xi) \, d\xi \quad (x \in \mathbb{R}).
\]

It is shown in [Wi], Ch. IV, §22, theorem 30 that \( g \in W \), and that

\[
\sigma_g(u) = C + \int_{-\infty}^{\infty} K(u) e^{-iu\xi} \, d\xi \, d\sigma_f(v) \quad (u \in \mathbb{R})
\]

for some constant \( C \).
4.1.6. No̱e (cf. [No], Kap. XI, §5, Def. 1) uses a slightly different definition of the class \( W \). A measurable complex-valued function \( f \) is said to have a spectrum if

\[
(*) \quad \lim_{A \to +\infty, B \to -\infty} \frac{1}{B - A} \int_{A}^{B} f(x + \xi) \overline{f(\xi)} \, d\xi =: \nu(x)
\]

exists for almost every \( x \in \mathbb{R} \) including \( x = 0 \), and if

\[
(**) \quad \limsup_{r \to 0} \frac{1}{2\pi r} \int_{-r}^{r} \nu(x) \, dx = \psi(0).
\]

The spectrum of such an \( f \) is defined as in 4.1.4.

This definition gives a Wiener class \( W_1 \) that neither contains nor is contained in the class \( W \).

In section 4.3 we give the \( S^{\infty} \)-generalizations of both \( W \) and \( W_1 \), and it will appear that the generalized \( W_1 \) is a proper subset of the generalized \( W \).

Generalized harmonic analysis in the class \( W_1 \) runs somewhat smoother than in the class \( W \), but this advantage disappears almost entirely when we pass to the \( S^{\infty} \)-generalizations of \( W \) and \( W_1 \).

4.2. A TAUBERIAN THEOREM

4.2.1. In this section we deal with the following question. What condition imposed on a measurable function \( h \) (defined on \([0, \infty]\)) ensure validity of the assertion "if one of the limits

\[
\lim_{A \to +\infty} \frac{1}{A} \int_{0}^{A} h(\xi) \, d\xi
\]

and

\[
\lim_{r \to 0} \int_{r}^{\infty} \exp(-\nu \xi^2) h(\xi) \, d\xi
\]

...
exists, then the other one exists and assumes the same value”?

It can be proved with the aid of the well-known Wienerian Tauberian theorem [cf. [La], theorem 8.2.1] that the above assertion is true if \( h \) is essentially bounded. Unfortunately, we shall have to consider cases with unbounded \( h \)'s as well. There seems to be no recent literature in which problems like this are attacked. In [W1], Ch. III, §20, however, a special Tauberian theorem on a similar problem is proved: our next theorem uses several arguments of the proof of [W1], Ch. III, §20, theorem 21.

4.2.2. Denote by \( D \) the collection of all measurable functions \( h \) for which the assertion of the first paragraph of 4.2.1 holds.

THEOREM. Let \( h \) be measurable over \([0, \infty)\), and assume that \( h(x) \geq 0 \) (\( x \in \mathbb{R} \)) or that \( \int_{\mathbb{R}} |h(e^y)|\,dy \) is uniformly continuous over \( \mathbb{R} \). Then \( h \in D \).

PROOF. We proceed as in the proof of [W1], Ch. III, §20, theorem 21, and put \( A = e^x \), \( \tau = e^{-x} \) and \( \xi = e^y \) (\( y \in \mathbb{R} \)). On substituting \( \xi = e^y \) (\( y \in \mathbb{R} \)), we get for the limits to be compared

\[
\lim_{x \to \infty} \int_{0}^{A} h(\xi)\,d\xi = \lim_{x \to \infty} \int_{-\infty}^{\infty} e^{y-x} \xi(y)\,dy
\]

and

\[
\lim_{\varepsilon \to 0} \int_{0}^{\infty} e^{-\tau \xi^2} h(\xi)\,d\xi - \lim_{x \to \infty} \int_{-\infty}^{\infty} e^{y-x} \exp(-\varepsilon^2 (y-x)) \xi(y)\,dy
\]

respectively. Here \( \xi = \frac{\xi}{e^y} \).

We further put \( K_1 := \int_{\mathbb{R}} e^{-x} \chi(0, \infty)(x) \) (\( x \)) and \( K_2 := \int_{\mathbb{R}} 2^{-x} e^{-x} \exp(-e^{-2x}) \).

With this notation the assertion to be proved takes the following form

"for \( C \) the propositions

(1) \( \lim_{x \to \infty} \int_{-\infty}^{\infty} K_1(x-y) \xi(y)\,dy \) exists and equals \( C \)

and

(2) \( \lim_{x \to \infty} \int_{-\infty}^{\infty} K_2(x-y) \xi(y)\,dy \) exists and equals \( C \)

are equivalent".
Let $C \subset \mathbb{C}$. In the remainder of the proof we assume that (1) or (2) holds, and that $I(y) = 0$ if $y \leq 0$ (i.e. $h = 0$ in $[0,1]$; this is clearly no restriction). We are going to apply some theorems of [Wi], Ch. II, §10, and therefore we first show that $\int_{\mathbb{R}} |t(y)| dy$ is bounded in $n \in \mathbb{N}$. If $\int_{\mathbb{R}} |t(y)| dy$ is uniformly continuous over $\mathbb{R}$, there is nothing to prove. If $I(y) \geq 0$ ($y \in \mathbb{R}$), then we have for $i = 1, 2$

$$ \lim_{x \to \infty} \sup_{x \in \mathbb{R}} \int_{x-1}^{x} t_i(x-y) I(y) dy \geq \min_{x \in \mathbb{R}} \lim_{x \to \infty} \sup_{x \in \mathbb{R}} \int_{x-1}^{x} t_i(x-y) I(y) dy.$$ 

Since $K_i(x) \geq 0$ ($x \in \mathbb{R}$), $\min_{x \in \mathbb{R}} K_i(u) > 0$ ($i = 1, 2$), we have by our assumptions

$$ \lim_{x \to \infty} \sup_{x \in \mathbb{R}} \int_{x-1}^{x} t_i(y) dy \leq -.$$ 

We next note that $K_2 \in M_1$ (cf. [Wi], Ch. II, (10.01)), and that the Fourier transform of $K_2$ has no real zeros. For, if $\lambda \in \mathbb{R}$, then

$$ \int_{-\infty}^{\infty} e^{-2\pi i x \lambda} K_2(x) dx = 2\pi i \int_{-\infty}^{\infty} e^{-(1-2\pi i) x} \exp(-e^{-2\pi i} e^{-2\pi i} dx =$$

$$ = e^{-2\pi i} \int_{0}^{\infty} t^{-4/(1-2\pi i)} e^{-t} dt = \pi^{-\frac{1}{2}} I(1/(1 + \pi i)) \neq 0.$$ 

Also, $\int_{-\infty}^{\infty} K_2(x) dx = 1$.

As to $K_1$ we note that $K_1 \not\in M_1$ by discontinuity. As in the proof of [Wi], Ch. III, §20, theorem 21 we define for $\varepsilon > 0$

$$ K_{1, \varepsilon}(x) = \frac{1}{\varepsilon} \int_{x-\varepsilon}^{x+\varepsilon} K_1(y) dy \quad (x \in \mathbb{R}).$$

Then $K_{1, \varepsilon} \in M_1$, and
for every \( \varepsilon > 0 \). Hence, there is no real value \( \lambda \) such that the Fourier transform of \( K_{1,\varepsilon} \) vanishes at \( \lambda \) for all \( \varepsilon > 0 \).

It is not hard to see from Fubini's theorem and Lebesgue's theorem on dominated convergence that (1) implies

\[
\lim_{\varepsilon \to 0} \int K_{1,\varepsilon}(x - y) A(y) \, dy = C
\]

for every \( \varepsilon > 0 \). Hence, by [W1], Ch. II, §10, theorem 7 applied with

\[
\sum = (K_{1,\varepsilon} \mid \varepsilon > 0) \quad \text{and} \quad g = \int_{\mathbb{R}} A(z) \, dz,
\]

(1) implies (2). Also, by [W1], Ch. II, §10, theorem 5, (2) implies (3) for every \( \varepsilon > 0 \).

We complete the proof by showing that the validity of (3) for every \( \varepsilon > 0 \) implies that of (1). For the case that \( A(x) \geq 0 \) (\( x \in \mathbb{R} \)) we refer to the end of the proof of [W1], Ch. III, §20, theorem 21. For the case that

\[
\int_{0}^{\eta} |A(y)| \, dy \text{ is uniformly continuous},
\]

we note that for \( \varepsilon > 0 \)

\[
K_{1}(x) = \frac{e^{-\varepsilon} K_{1,\varepsilon}(x)}{1 - e^{-\varepsilon}} - \frac{e^{-\varepsilon}}{1 - e^{-\varepsilon}} p_{\varepsilon}(x) \quad (x \in \mathbb{R}),
\]

where \( p \) is defined by

\[
p_{\varepsilon}(x) = \begin{cases} 
\varepsilon^{-1} (1 - e^{-x}) & (-\varepsilon \leq x \leq 0) \\
0 & (x > 0 \text{ or } x < -\varepsilon).
\end{cases}
\]

Now it easily follows that

\[
\lim_{\varepsilon \to 0} \int_{-\varepsilon}^{\varepsilon} \frac{e^{-\varepsilon}}{1 - e^{-\varepsilon}} p_{\varepsilon}(x - y) A(y) \, dy = 0
\]
uniformly in \( x \in \mathbb{R} \). From this it is not hard to see that validity of (5) for every \( \varepsilon > 0 \) implies that of (4).

4.2.3. THEOREM. Let \( h \) be measurable over \([0, \infty)\), and let \( p, 1 < p < \infty \) be such that at least one of the numbers \( \lim \sup_{x \to \infty} \int_0^x \frac{1}{A} \left| h(t) \right|^p dt \) and

\[
\lim \sup_{x \to \infty} e^{\lambda x} \int_0^x \exp(-\alpha t^\gamma) \left| h(t) \right|^p dt
\]

is finite. Then \( h \in D \).

PROOF. By theorem 4.2.2 it suffices to show that \( \int_{\mathbb{R}} \left| h(x') \right| dx \) is uniformly continuous over \( \mathbb{R} \). It is clearly no restriction to assume \( h(x) = 0 \) \( (0 < x < 1) \).

Assume that \( \lim \sup_{x \to \infty} \int_0^x \left| h(t) \right|^p dt \) is finite. Then (cf. the proof of theorem 4.2.2)

\[
\lim \sup_{x \to \infty} \int_{\mathbb{R}} e^{\lambda x} \left| h(x') \right|^p dx
\]

is finite. Hence

\[
\int_{\mathbb{R}} e^{\lambda x} \left| h(x') \right|^p dx
\]

is bounded in \( \eta < \infty \). It follows that \( \int_{\eta}^{\eta+\lambda} \left| h(x') \right|^p dx \) is bounded in \( \eta < \infty \).

If now \( \eta_2 > \eta_1 \), then we conclude from

\[
\int_{\eta_1}^{\eta_2} \left| h(x') \right|^p dx 
\]

(\( q \) is the conjugate exponent of \( p \)) that \( \int_{\eta}^{\eta+\lambda} \left| h(x') \right|^p dx \) is uniformly continuous.

If \( \lim \sup_{x \to \infty} \int_0^x \exp(-\alpha t^\gamma) \left| h(t) \right|^p dt \) is assumed to be finite, then

\[
\int_{\eta}^{\eta+\lambda} \left| h(x') \right|^p dx \] is uniformly continuous. The proof is similar to the one above.

REMARK. The above theorem covers the case that \( h \) is measurable and essentially bounded over \([0, \infty)\): we can take then any \( p > 1 \).
4.2.4. It is easy to see that the previous theorem can be stated and proved with \( \mathbb{R} \) instead of \([0,\infty)\) as integration interval.

The following theorem is an important application of theorem 4.2.2.

**Theorem.** Let \( f \) be measurable over \( \mathbb{R} \). If one of the limits

\[
\lim_{\epsilon \to 0} \epsilon^{\frac{1}{2}} \int_{-\infty}^{\infty} \exp\left(-\pi x^2\right) f(x + \epsilon) \overline{f(\xi)} \, d\xi
\]

and

\[
\lim_{\epsilon \to 0} \epsilon^{\frac{1}{2}} \int_{-\infty}^{\infty} \exp\left(-\pi \xi^2\right) f(x + \epsilon) \overline{f(\xi)} \, d\xi
\]

exists for every \( x \in \mathbb{R} \), then the other one exists and assumes the same value for every \( x \in \mathbb{R} \).

**Proof.** Write for \( x \in \mathbb{R}, \epsilon \in \mathbb{R} \)

\[
f(x + \epsilon) \overline{f(\xi)} =
\]

\[
= h\left[|f(x + \epsilon) + f(\xi)|^2 - |f(x + \epsilon) - f(\xi)|^2 \right] + 
\]

\[
i \left[|f(x + \epsilon) + i f(\xi)|^2 - i[f(x + \epsilon) - i f(\xi)]^2\right],
\]

and apply theorem 4.2.2 to each of the four terms occurring between the curly brackets.

\[\square\]

4.2.5. An immediate consequence of theorem 4.2.4 is the following theorem.

**Theorem.** Let \( f \) be measurable over \( \mathbb{R} \). Then \( f \in \mathcal{W} \) if and only if

\[
\lim_{\epsilon \to 0} \epsilon^{\frac{1}{2}} \int_{-\infty}^{\infty} \exp\left(-\pi x^2\right) f(x + \epsilon) \overline{f(\xi)} \, d\xi =: \psi(x)
\]

exists for every \( x \in \mathbb{R} \). If \( f \in \mathcal{W} \), then \( \varphi_\epsilon(x) \) (cf. 4.1.2) equals \( \psi(x) \) for every \( x \in \mathbb{R} \).

**Proof.** Obvious. \[\square\]
4.3. GENERALIZED WIEDE Classes

4.3.1. In this section we introduce the $S^\varepsilon$-generalizations of the Wiener classes of section 4.1. We generalize the theorems of section 4.1 correspondingly, and give some examples. We further show measurability (as subsets of $S^\varepsilon$) of the generalized Wiener classes.

4.3.2. DEFINITION. Let $F \in S^\varepsilon$. Then $F$ is said to belong to the generalized Wiener class $W^\varepsilon$ if there is a $G \in S^2$ such that

$$T_{\varepsilon} \in S_0^\varepsilon \Rightarrow (f \ast F) \sim^X G \quad (\varepsilon > 0).$$

Here $k_{\varepsilon}$ denotes $\int_{\mathbb{R}} z^k \exp(-\pi z^2) \, dz$ for every $\varepsilon > 0$.

4.3.3. It is not yet obvious that this class $W^\varepsilon$ is an $S^\varepsilon$-version of the Wiener class $W$, but this will be clear after the theorems 4.3.4, 4.3.5 and 4.3.8. The following lemma will be useful in the proofs of the theorems 4.3.4 and 4.3.5.

**Lemma.** If $h \in S$, $f \in S$, $g \in S$, $F \in S^\varepsilon$, $G \in S^\varepsilon$, then

$$\int_{\mathbb{R}} (T_h f - T_h g) \sim^X \int_{-\infty}^{\infty} \left( \frac{T_h f}{V^2} \right) \left( \frac{T_h g}{V^2} \right) \frac{x}{(\varepsilon^2 + x^2)} \, dx$$

(cf. appendix 1, 4.6 and appendix 2.2).

**Proof.** First assume that $F \in \text{emb}(S)$, $G \in \text{emb}(S)$. The above formula then follows from a simple calculation. The general case in handled as follows. Take sequences $(F_n)_{n \geq 0}$ and $(G_n)_{n \geq 0}$ in $\text{emb}(S)$ with $F_n \in S^\varepsilon$, $F_n \in S^\varepsilon$, and apply [12], lemma 5.2.

4.3.4. The following theorem characterizes the class $W^\varepsilon$ in terms of the class $W$ of 4.1.2.

**Theorem.** Let $F \in S^\varepsilon$. Then $F \in W^\varepsilon$ if and only if $T_{\varepsilon} f \in W$ for every $f \in S$.

**Proof.** Assume that $F \notin W^\varepsilon$, and let $f \in S$. If $a \in \mathbb{R}$, then it follows from lemma 4.3.3. (with $k = k_{\varepsilon}$ ($\varepsilon > 0$), $g = T_{\varepsilon} f$, $G = F$) that

$$\lim_{\varepsilon \to 0} \int_{-\infty}^{\infty} \exp(-\pi x^2) \left( \frac{T_{\varepsilon} f}{V^2} \right) \frac{x}{(\varepsilon^2 + x^2)} \, dx = 0.$$
\[ \lim_{\varepsilon \to 0} (T_{\varepsilon} \ast \delta_0)(F \ast \tilde{F}), Z_0(\varepsilon \ast \tilde{\varepsilon}) \,] \]

This means by 4.2.5 that \( T_{\varepsilon} f \in W \).

Now assume that \( T_{\varepsilon} f \in W \) for every \( f \in S \). It follows from lemma 4.3.3 (cf. also 4.2.5) that \( \lim_{\varepsilon \to 0} (T_{\varepsilon} \ast \delta_0)(F \ast \tilde{F}), Z_0(f \ast \tilde{f}) \) exists for every \( f \in S \). It is further seen from the formula

\[ Z_0(f \ast \tilde{f}) = \]

\[ = \mathbb{R} \{ (F \ast f) \ast (F \ast f) \} - (F \ast f) \ast (F \ast f) + i(F \ast f) \ast (F \ast f) - i(F \ast f) \ast (F \ast f) \]

that \( \lim_{\varepsilon \to 0} (T_{\varepsilon} \ast \delta_0)(F \ast \tilde{F}), Z_0(f \ast \tilde{f}) \) exists for every \( f \in S \). It is not hard to prove (by using a continuous version of appendix 1, theorem 3.7) that \( \lim_{\varepsilon \to 0} (T_{\varepsilon} \ast \delta_0)(F \ast \tilde{F}), Z_0(f \ast \tilde{f}) \) exists in \( S^\varepsilon \)-sense.

\[ \square \]

Remark. We also could have introduced the class \( W^\varepsilon \) with the aid of the functions \( h_{\varepsilon} \equiv \text{emb}(\frac{1}{\varepsilon}, \mathcal{A}_{\varepsilon}, A) \) instead of \( \mathcal{H}_{\varepsilon} \). The resulting generalized Wiener class coincides with the one of 4.1.2. To see this, we note that lemma 4.3.3 can also be proved with \( h = h_{\varepsilon} \). Now the above theorem, with \( h_{\varepsilon} \) \( (\varepsilon > 0) \) instead of \( \mathcal{H}_{\varepsilon} \), can be proved, and then 4.2.5 shows that we obtain the same generalized Wiener class. We also have for \( F \in W^\varepsilon \)

\[ \lim_{\varepsilon \to 0} (T_{\varepsilon} \ast \delta_0)(F \ast \tilde{F}) = \lim_{\varepsilon \to 0} (T_{\varepsilon} \ast \delta_0)(F \ast \tilde{F}). \]

4.3.5. The following theorem shows that the \( G \) of definition 4.3.2 is a function of the second variable only.

Theorem. If \( F \in W \), then there is exactly one \( \varphi \in S^\varepsilon \) such that

\[ \lim_{\varepsilon \to 0} (T_{\varepsilon} \ast \delta_0)(F \ast \tilde{F}) = H \ast \varphi. \]

Here \( H \) denotes as usual \( \text{emb}(\varepsilon, 1) \).
PROOF. Denote \( G = \lim_{\epsilon \to 0} T_c \partial_0 Z_U (F \circ \tilde{F}) \). Using the relation \( T^{2} U = \left( \frac{\alpha}{\pi^2} \right) T^{1} U \), we conclude by lemma 4.3.3, theorem 4.3.4, theorem 4.2.5 and 4.1.3(1) that

\[
(\tau \gamma^{(1)} G, Z_U (\xi \circ \tilde{\xi})) = \lim_{\epsilon \to 0} \int_{\mathbb{C}} \left| (T^{1} \gamma^{(1)} \tilde{\xi}) \gamma^{2} \gamma \right|^2 \, \nu_{\epsilon} (\xi) \, d\xi = \\
\lim_{\epsilon \to 0} \int_{\mathbb{C}} \left| (T^{1} \gamma^{(1)} \tilde{\gamma}) \gamma^{2} \gamma \right|^2 \, \nu_{\epsilon} (\xi) \, d\xi = (G, Z_U (\xi \circ \tilde{\xi}))
\]

for every \( \epsilon \in \mathbb{R}, \, F \in S \). It follows (cf. the second part of the proof of theorem 4.3.4) that \( (\tau \gamma^{(1)} G, Z_U (\xi \circ \tilde{\xi})) = (G, Z_U (\xi \circ \tilde{\xi})) \) for every \( \epsilon \in \mathbb{R}, \, f \in S, \, g \in S \). It is easy to see now that \( \tau \gamma^{(1)} G = G \) for every \( \epsilon \in \mathbb{R} \). By appendix 4, theorem 1.7 we conclude that \( C \) has the form \( H \odot \Phi \) with some \( \Phi \in \mathbb{S} \).

It is almost trivial that \( \Phi \) is uniquely determined by \( F \). \( \square \)

DEFINITION. If \( F \in \mathbb{W} \), then \( \tau \gamma^{(1)} \) (or, shortly, \( \tau \gamma^{(1)} \)) denotes the unique element \( \psi \) of \( \mathbb{S} \) with \( H \odot \gamma = \lim_{\epsilon \to 0} \nu \tau \gamma^{(1)} \partial_0 Z_U (F \circ \tilde{F}) \).

4.3.6. We next show that the convolution operators of appendix 2, 3 map \( \mathbb{W} \) into \( \mathbb{W} \).

THEOREM. Let \( F \in \mathbb{W}, \, G \in C \). Then \( T^{\gamma} \gamma \in \mathbb{W}, \) and \( T^{\gamma} \gamma \hat{F} = \tau \gamma \gamma \hat{F} \), where \( h = \frac{1}{2} \tau \gamma \gamma \).

PROOF. We have for \( \epsilon > 0 \)

\[
\nu \tau \gamma^{(1)} \partial_0 Z_U (T^{\gamma} \gamma \hat{F}) = \nu \tau \gamma^{(1)} \partial_0 Z_U (T^{\gamma} \gamma \hat{F}).
\]

Using the relation \( Z^{(1)} U = T^{(1)} U \) and the 2-dimensional version of appendix 2, 5 (iv) (cf. also [22], 5.11) we obtain

\[
\nu \tau \gamma^{(1)} \partial_0 Z_U (T^{\gamma} \gamma \hat{F}) = \nu \tau \gamma^{(1)} \partial_0 Z_U (T^{\gamma} \gamma \hat{F}).
\]

It easily follows that \( T^{\gamma} \gamma \hat{F} \in \mathbb{W} \) and that

\[
\lim_{\epsilon \to 0} \nu \tau \gamma^{(1)} \partial_0 Z_U (T^{\gamma} \gamma \hat{F}) = \nu \tau \gamma^{(1)} Z_U (\gamma \hat{F} \odot \tilde{\gamma} \gamma \hat{F}).
\]
We complete the proof by showing that

$$T_{\mathcal{D}}(g * f) \mathcal{H}(\mathcal{D}) = \mathcal{H} \circ T_{\mathcal{D}}$$

for $\mathcal{D} \subseteq \mathcal{S}$). Let $\mathcal{D} \subseteq \mathcal{S}$, and first assume that $g \in \mathcal{S}$. Then (according to the 2-dimensional version of appendix 2, 9)

$$T_{\mathcal{D}}(g * f) \mathcal{H}(\mathcal{D}) = \text{emb}(\mathcal{H}, \mathcal{D}) \{ T_{\mathcal{D}}(g) \mathcal{H}(\mathcal{D}), \mathcal{Z}_{\mathcal{D}}(g) \mathcal{H}(\mathcal{D}) \}.$$

We have for $b \in \mathbb{R}$ by an application of [81], (21.4)

$$\mathcal{H}(\mathcal{D}, T_{\mathcal{D}} f, \mathcal{Z}_{\mathcal{D}}(g) \mathcal{H}(\mathcal{D})) = (T_{\mathcal{D}} f, Y \int_{-\infty}^{\infty} g(x)^{\mathcal{X}^{\mathcal{X}}} \mathcal{Z}_{\mathcal{D}}(g(x)) \mathcal{H}(\mathcal{D}) \, dx).$$

It is easy to verify that

$$\mathcal{H}(\mathcal{D}, T_{\mathcal{D}} f, \mathcal{Z}_{\mathcal{D}}(g) \mathcal{H}(\mathcal{D})) = \frac{1}{Y} \int_{-\infty}^{\infty} g(x)^{\mathcal{X}^{\mathcal{X}}} \mathcal{Z}_{\mathcal{D}}(g(x)) \mathcal{H}(\mathcal{D}) \, dx.$$

Hence the formula holds for smooth functions $g$, since

$$T_{\mathcal{D}} f = \text{emb}(\mathcal{H}, \mathcal{D}) \{ T_{\mathcal{D}} f, f \}$$

for $f \in \mathcal{S}$.

The general case (with $g \in \mathcal{C}$) can be handled as follows. Denote

$$h(a) = \frac{1}{Y} \mathcal{Z}_{\mathcal{D}}(g_a) \mathcal{H}(\mathcal{D}) = g_a$$

for $a > 0$ (with $g = \mathcal{Z}_{\mathcal{D}}(g_a)$). Then

$$T_{\mathcal{D}}(g_a \mathcal{H}(\mathcal{D})) = \mathcal{H} \circ T_{\mathcal{D}}(0) \mathcal{H}(\mathcal{D}).$$

Also, $g_a \in \mathcal{C}(a + 0), h(a) \mathcal{C}(a + 0)$, as is easily seen from appendix 2, 11(IH) and [82], 5.2. Hence $\mathcal{H} \circ T_{\mathcal{D}}(0) \mathcal{H}(\mathcal{D})$. Moreover,

$$T_{\mathcal{D}}(g_a \mathcal{H}(\mathcal{D})) = \mathcal{H} \circ T_{\mathcal{D}}(0) \mathcal{H}(\mathcal{D}).$$

Consequently,

$$T_{\mathcal{D}}(g \mathcal{H}(\mathcal{D})) = \mathcal{H} \circ T_{\mathcal{D}}(0) \mathcal{H}(\mathcal{D}).$$

□
REMARK. The following fact is an easy consequence of the above theorem.
If $F \in \mathcal{W}$, $a \in \mathbb{R}$, then $\tau_{a} F \in \mathcal{W}$ and $\phi_{\tau_{a} F} = \phi_{F}$.

4.3.7. THEOREM. If $F \in \mathcal{W}$, then $\phi_{F}$ is of positive type (cf. appendix 4.2.1).

PROOF. We have for every $f \in S$ (cf. the proof of theorem 4.3.6)

$$\langle \phi_{F}, \frac{1}{\sqrt{2}} \mathcal{Z}_{2} \omega_{-} f \rangle = \langle \mathcal{Z}_{2} \phi_{F}, \omega_{-} f \rangle = \langle \mathcal{Z}_{2} \phi_{F}, \omega_{-} \rangle = \lim_{\epsilon \to 0} \int \left| \frac{\epsilon}{\sqrt{2}} \mathcal{Z}_{2} \phi_{F} \right|^{2} \omega_{-} \epsilon f \omega_{-} \epsilon d \epsilon \geq 0$$

by lemma 4.3.3. Hence $\langle \phi_{F}, \tau_{h} \rangle \geq 0$ for every $h \in S$.

If $g \in S$ and $g(x) \geq 0 \ (x \in \mathbb{R})$, then we can write $g = g_{1} \mathcal{G}_{1}$ with some $g_{1} \in S$. Noting that $F \phi_{F} (g_{1} \mathcal{G}_{1}) = T_{K} \phi_{F} (g_{1})$ (with $k = F \mathcal{Z}_{2} \phi_{F}$), we obtain

$$\langle \phi_{F}, g \rangle = \langle \phi_{F}, F \phi_{F} \rangle = \langle \phi_{F}, \tau_{h} \rangle \geq 0.$$ 

Hence $\phi_{F}$ is of positive type.

DEFINITION. If $F \in \mathcal{W}$, then we call $\phi_{F}$ the spectral density function of $F$.

4.3.8. It is natural to ask whether the class $W$ of 4.1.2 can be regarded as a subset of $\mathcal{W}$. An affirmative answer will be given by means of the following lemma.

LEMMA. Let $f \in \mathcal{W}$. There exists a $C > 0$ such that

$$\int e^{k} \exp(-\pi t^{2}) \left| f(t) \right|^{2} dt \leq C \left(1-k^{-1} \right)^{-1} \exp(k^{-1} \pi t^{2})$$

for every $k > 1$, $a \in \mathbb{R}$ and every $t$ with $0 < t < 1$.

PROOF. Define $\psi := \frac{1}{\pi k^{2}} \left| f(k) \right|^{2}$, and let $K > 1$, $a \in \mathbb{R}$, $0 < a < 1$. We find (by using the inequality $\pi a^{2} > a^{2} \left(1-k^{-2}\right) + a^{2} \left(1-k\right)$ where $a \in \mathbb{R}$, $a \in \mathbb{R}$)
\[ \int_{-\infty}^{\infty} e^{-\omega t^2} |f(t+a)|^2 dt = \int_{-\infty}^{\infty} e^{-\omega (u-a)^2} \psi(u) du \leq \]
\[ \leq (1-K^{-1})^{-1} \sup_{0 \leq s \leq 1} \left( \frac{\sigma}{\omega} \right) \int_{-\infty}^{\infty} e^{-\sigma u^2} \psi(u) du. \]

This proves the inequality with \( C = \sup_{0 \leq s \leq 1} \left( \frac{\sigma}{\omega} \right) \int_{-\infty}^{\infty} e^{-\sigma u^2} \psi(u) du. \) \( \Box \)

4.3.9. **Theorem.** Let \( f \in L^2 \). Then \( f \in S^\top \), \( \text{emb}(f) \in \epsilon^\top \), \( \epsilon_\alpha \in S^\top \) (cf. 4.1.2),
\[ \psi_{\text{emb}}(f) = 2^{-1/2} \frac{d}{dx} \psi(\frac{x}{\sqrt{2}}), \sigma_\alpha \in S^\top \] (cf. 4.1.4), and \( \frac{d}{dx} \psi_{\text{emb}}(f) = 2^{-1/2} \frac{d}{dx} \psi(\frac{x}{\sqrt{2}}). \)

**Proof.** It is easily seen from lemma 4.3.8 and appendix I, 1.5 that \( I \in S^\top \). Put \( \psi_\alpha = \text{emb}(f) \). We want to show that
\[ \langle \psi_\alpha, k_\epsilon \rangle_0 = \text{emb}^{1/2} \sum_{k=0}^\infty \int_{-\infty}^{\infty} k_\epsilon(t) f(t) \frac{e^{i(t-x)/\sqrt{2}}}{\sqrt{2}} \int_{-\infty}^{\infty} \bar{g}(t) \psi(y) dt \]

for every \( \epsilon > 0 \) (note that, by lemma 4.3.8, the right hand side is in \( S^{\epsilon_{\alpha}} \) indeed). Therefore let \( \epsilon \in S^{\epsilon_{\alpha}}, f \in \epsilon, g \in \epsilon, \epsilon > 0 \). We have \( (L_\epsilon : \text{emb}(f)) \)
by appendix I, 4.11 and 4.16 and 1.11(1)
\[ (T_{k_\epsilon} \psi_\alpha \otimes \psi_\alpha) = (L_\epsilon (T_{k_\epsilon} f) \otimes \psi_\alpha) = \]
\[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \overline{f(t,y)} \int_{-\infty}^{\infty} k_\epsilon(x-t) \overline{f(x)} dx \overline{g(y)} dy dt dy. \]

Hence, by Fubini's theorem,
\[ (T_{k_\epsilon} \psi_\alpha \otimes \psi_\alpha) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k_\epsilon(x-t) \overline{f(t,y)} dt \overline{f(x)} dx dy \overline{g(y)} dy dx. \]
as \( k_\mathbf{e} \) is even (note that \( V_{(x,y)} \int_0^1 k_\mathbf{e}((t-x)k(t,y)\,dt, z=0), \)

as \( k_\mathbf{e} \) is even (note that \( V_{(x,y)} \int_0^1 k_\mathbf{e}((t-x)k(t,y)\,dt = 2S^2). \) If we take

\[ t = V_{(x,y)} \int_0^1 k_\mathbf{e}((t-x)k(t,y)\,dt \in S^2), \]

\( v_\mathbf{e} \) and hence \( v_\mathbf{e} \), is an element of \( S^2 \). It further follows from lemma 4.3.8, 4.2.5 and (*) that

\[ T_{k_\mathbf{e}} \xi_0 (F \ast \bar{F}) \xrightarrow{S^2} \xi = \xi(\xi), \]

Hence \( F \in H^2 \), and \( \Phi_p = \xi(\xi) = 2^{-4} \xi 2\xi/2 \xi(\xi) \) by the uniqueness part of theorem 4.3.5.

We easily infer from 4.1.4 that \( v_\mathbf{e} \in S^2 \). It follows from the above, 4.1.4, appendix 4, lemma 2.4 and some calculations that \( F\xi(\xi) = 2^{-4} \xi 2\xi/2 \xi(\xi) \).

4.3.10. Example. Let \( F \in S^2 \), and assume that \( F \) is periodic with period 1 (i.e., \( T_1 F = F \)). According to [23], 27.6.3 we can develop \( F \) in a generalized Fourier series:

\[ F = \sum_{m=-\infty}^{\infty} \xi_m \xi_m, \]

where \( \xi_m = \xi(\xi) = 2^{-4} \xi 2\xi/2 \xi(\xi) \) for \( \lambda \in \mathbb{R}, \)

and \( \xi_m = 0 \) for \( m \neq n \). We calculate \( T_{k_\mathbf{e}} \xi_0 (F \ast \bar{F}), \) then we find

\[ T_{k_\mathbf{e}} \xi_0 (F \ast \bar{F}) = \sum_{n=-\infty}^{\infty} q_n \frac{1}{\xi_n} \exp(-\pi n^{-1}(n-\xi_n) \xi_n \xi_n), \]

and it is not hard to show that this tends to

\[ H \ast \sum_{n=-\infty}^{\infty} |q_n|^2 2^{-4} \xi 2\xi/2 \xi_n \]

in \( S^2 \)-sense if \( \xi \rightarrow 0 \). This shows that \( F \in H^2 \), and that

\[ q_n = \sum_{n=-\infty}^{\infty} |q_n|^2 2^{-4} \xi 2\xi/2 \xi_n. \]

We find for the spectral density function \( F\xi(\xi) \) of \( F \).
\[ F_{\theta} = \sum_{m=-\infty}^{\infty} \left| \delta_{m/2} \right|^2 2^{-k} 2^{n/2} \delta_{n}. \]

This is indeed a generalized function of positive type.

4.3.11. We next introduce the class \( W_1^s \) (\( S^s \)-generalization of the class \( W_1 \) of 4.1.6).

**DEFINITION.** Let \( F \in S^s \). Then \( F \) is said to belong to the class \( W_1^s \) if there is a \( G \in S^s \) such that

\[ T_{\hat{G}} \cdot \mathcal{F}(F \ast \hat{F}) = \mathcal{F}(G) \quad (A = -\infty, B = +\infty). \]

Here \( h_{A,B} := \exp \left( \frac{1}{B-A} \chi_{[A,B]} \right) \) for \( A < 0, B > 0 \).

It is less convenient here to work with limits that involve the functions \( k_{\epsilon}(\epsilon > 0) \) as was done in 4.3.2.

It is obvious from theorem 4.3.5 that the \( G \) of the above theorem has the form \( H \in S \) with \( \hat{H} = \hat{G} \).

4.3.12. We are going to show that \( W_1^s \subset W^s \) and that \( F \in W_1^s \) if and only if \( T_{\hat{F}} f \in W_1 \) for every \( f \in S \). We first prove a lemma.

**LEMMA.** Let \( h: \mathbb{R} \to \mathbb{F} \) be measurable, and assume that

\[ \lim_{A \to -\infty, B \to +\infty} \frac{1}{B-A} \int_{A}^{B} h(\xi + x) \overline{h(x)} \, dx =: \eta(\xi) \]

exists for almost every \( \xi \in \mathbb{R} \) including \( \xi = 0 \). Let \( f \in S \). Then

\[ \frac{1}{B-A} \int_{A}^{B} (f \ast h)(\xi + x) \overline{(f \ast h)(\xi)} \, dx + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \eta(t-s) f(t) \overline{f(s)} \, dt \, ds \]

\( (A = -\infty, B = +\infty) \) locally uniformly in \( \xi \in \mathbb{R} \) (here \( \ast \) denotes ordinary convolution: \( f \ast h = \int_{-\infty}^{\infty} f(t-x) h(t) \, dt \)).

**PROOF.** Let \( A < 0, B > 0, \xi \in \mathbb{R} \). We have
\[
\frac{1}{B-A} \int_{A}^{B} (f + h)(x)(f + h)(x) \, dx = \\
\frac{1}{B-A} \int_{A}^{B} f(x - t)h(t) \, dt \int_{-\infty}^{t} f(s - x)h(s) \, ds \, dx = \\
\int_{-\infty}^{\infty} \int_{-\infty}^{B} \frac{1}{B-A} h(x + t)h(x + s) \, dx \, f(t - \xi)f(\xi) \, d\xi 
\]

Here application of Fubini's theorem can be justified by noting that

(1) \[ \frac{1}{B-A} \int_{A}^{B} |h(x + t)h(x + s)| \, dx \leq \frac{1}{B-A} \int_{A}^{B} |h(x + t)|^2 \, dx \leq \frac{1}{B-A} \int_{A}^{B} |h(x + s)|^2 \, dx \]

and

(2) \[ \frac{1}{B-A} \int_{A}^{B} |h(x + t)|^2 \, dx \leq (1 + \frac{2|t|}{B-A}) \frac{1}{B-A} \int_{A}^{B} |h(x)|^2 \, dx \leq (1 + \frac{2|t|}{B-A}) M \]

for some \( M > 0 \) independent of \( t \in \mathbb{R} \), \( A < 0 \), \( B > 0 \).

It is easy to prove that

\[ \lim_{A \to -\infty, B \to +\infty} \frac{1}{B-A} \int_{A}^{B} h(x + t)h(x + s) \, dx = q(t-s) \]

for all \( t \in \mathbb{R} \), \( s \in \mathbb{R} \) for which \( q(t-s) \) is defined. Note therefore that

\[ \frac{1}{B-A} \int_{A}^{B} h(x + t)h(x + s) \, dx = \frac{1}{B-A} \int_{A+s}^{B+s} h(x + t - s)h(x) \, dx + q(t-s) \]

if \( q(t-s) \) is defined and \( A \to -\infty, B \to +\infty \). We infer from the estimates in (1) and (2) and Lebesgue's theorem on dominated convergence that
\[
\frac{1}{B-A} \int_{A}^{B} \frac{1}{(\xi + x)(\xi - h)(\xi - a)} \, dx = \int_{-\infty}^{\infty} \frac{1}{t} \int_{-\infty}^{t} \varphi(t - s)f(t - \xi)\xi(s) \, ds \, ds
\]

(A + \infty, B + \infty) \text{ locally uniformly in } \xi \in \mathbb{R}.

\]

\text{COROLLARY. In a similar way we can prove that for } h \in W, \xi \in S

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} \left( f + h \right) (\xi + \lambda) \left( f - h \right) (\lambda) \, dx = \varphi_{\xi}(\lambda)
\]

(T + \infty) \text{ locally uniformly in } \xi \in \mathbb{R}.

4.3.12. \textbf{THEOREM.}\ Let \( F \in S' \). If \( F \in W_1^* \), then \( T_\xi F \in W \cap W_1 \) for \( \xi \in S \). If \( T_\xi F \in W_1 \) for every \( \xi \in S \), then \( F \in W_1^* \).

\textbf{PROOF.} Let \( F \in W_1^*, \xi \in S \). As in the proof of theorem 4.3.4 we see that

\[
\lim_{A \to -\infty, B \to \infty} \frac{1}{B-A} \int_{A}^{B} \frac{(T_{\xi} F)(x + \alpha)(\xi)(x)}{(T_{\xi} F)(x)} \, dx
\]

exists for every \( \alpha \in \mathbb{R} \). Hence \( T_\xi f \in W \). We show that the above limit depends continuously on \( \alpha \in \mathbb{R} \). Therefore write \( f = f_1 \ast f_2 \) with some \( f_1 \in S \), \( f_2 \in S \). Then \( T_{\xi} f = T_{\xi} f_1 \ast T_{\xi} f_2 \) (this is easy to prove if \( F \in \text{emb}(S) \); the general case can be handled by using [JL], Lemma 5.2). Now apply lemma 4.3.12 with \( T_{\xi} f_2 \) in the role of \( h \) and \( f_2 \) in the role of \( f \). It follows from definition 4.1.6 that \( T_{\xi} F \in W_1 \).

Next assume that \( T_{\xi} f \in W_1 \) for every \( \xi \in S \). If \( f_1 \in S, f_2 \in S \), then

\[
\lim_{A \to -\infty, B \to \infty} \frac{1}{B-A} \int_{A}^{B} \frac{(f_2 \ast T_{\xi} f_1)(\xi + x)(f_2 \ast T_{\xi} f_2)(\xi)(x)}{(T_{\xi} F)(x)} \, dx
\]

exists locally uniformly in \( \xi \in \mathbb{R} \) according to lemma 4.3.12. Hence, if \( f \in S \),

\[
\lim_{A \to -\infty, B \to \infty} \frac{1}{B-A} \int_{A}^{B} \frac{(T_{\xi} F)(\xi + x)(T_{\xi} F)(\xi)(x)}{(T_{\xi} F)(x)} \, dx
\]
exists for every $\xi \in \mathbb{R}$ (cf. the first part of the proof). We can prove now (compare the second part of the proof of theorem 4.3.4) that
\[ \lim_{n \to +\infty} \int_{R} \chi_{A_n} \chi_{B_n} \mathcal{F}(f \circ \Phi) \, dx \] exists in $S^*$-sense.

REMARK. We conclude from the above theorem that $W^* \subseteq W^*$ is a proper subset of $W^*$ since $\text{ess}(\chi_{\{0\}}) \subseteq W^* \setminus W^*$. Furthermore we note that $h \in S^*$ and $\text{ess}(h) \subseteq W^*$ if $h \in W^*$.

4.3.14. We next show that the class $W^*$ is a measurable subset of $S^*$ (cf. appendix 1, 5.1). We need the following lemma.

LEMMA. If $h \in W^*$, $f \in E$, then the set of functions
\[ (\ast) \quad \psi_{[x, y]} = \frac{1}{2\pi} \int_{-T}^{T} \frac{f(x+t)}{\sqrt{t}} \frac{d\phi}{d\tau} dx \]
with $T > 1$ is equicontinuous in every interval $[a, b]$ with $-a < b < b < a$.

PROOF. Denote for $T > 1$ the function in (\ast) by $g_{\psi}$, and let $-a < a < b < b < a$.

We know from 4.3.12, corollary that $g(\xi) = \lim_{n \to \infty} g_{\psi}(\xi)$ exists uniformly in $\xi \in [a, b]$. Also $g$ is a continuous function. Let $a > 0$, and let $\delta_1 > 0$ be such that $|g(\xi) - g(\eta)| < \frac{a}{2}$ if $\xi, \eta \in [a, b]$, $|\xi - \eta| < \delta_1$. Also, let $T_1 > 1$ be such that $|g_{\psi}(\xi) - g_{\psi}(\eta)| < \frac{a}{3}$ if $T > T_1$, $\xi, \eta \in [a, b]$. It is not hard to see that the set of functions $g_{\psi}$ with $1 < T < T_1$ is equicontinuous in $[a, b]$. We can therefore find a $\delta_2 > 0$ such that $|g_{\psi}(\xi) - g_{\psi}(\eta)| < \frac{a}{3}$ if $1 < T < T_1$, $\xi, \eta \in [a, b]$, $|\xi - \eta| < \delta_2$. If we put $\delta = \min(\delta_1, \delta_2)$, then we have $|g_{\psi}(\xi) - g_{\psi}(\eta)| < \frac{a}{3}$ if $T > 1$, $\xi, \eta \in [a, b]$, $|\xi - \eta| < \delta$.

4.3.15. THEOREM. $W^*$ is a measurable subset of $S^*$.

PROOF. We have $f \in W^*$ if and only if $\int_{R} \chi_{A_n} \chi_{B_n} \mathcal{F}(f \circ \Phi) \, dx$ for every $n \in \mathbb{N}$. Here $g_n = \int_{R} \chi_{A_n} \chi_{B_n} \exp(-\pi \xi^2) \, dx$, for $n \in \mathbb{N}$, and $g_n = g_n \ast f$ with some $f \in S$, $n \in \mathbb{N}$, and $\int_{R} \chi_{A_n} \chi_{B_n} \mathcal{F}(g_n \ast f) \, dx$ according to 4.3.12, corollary (cf. also the proof of theorem 4.3.13).

It is easily seen from lemma 4.3.14 (as $\int_{R} \chi_{A_n} \chi_{B_n} \mathcal{F}(g_n \ast f) \, dx = \int_{R} \chi_{A_n} \chi_{B_n} \mathcal{F}(g_n \ast T_n g_n) = \int_{R} \chi_{A_n} \chi_{B_n} \mathcal{F}(T_n g_n)$) that for $f \in W^*$ the following conditions are satisfied:

(i) the set of functions
\[ \int_{\mathbb{R}} \left( \mathcal{F}^{-1}_{T \xi}(\xi + x) \left( \mathcal{F}^{-1}_{T \xi}(\xi + x) \right) \right) dx \]

with \( I \) and \( T \in \mathcal{G} \) is locally equicontinuous for every \( n \in \mathbb{N} \),

(2) the limit

\[ \lim_{T \to +\infty} \frac{1}{2T} \int_{-T}^{T} \left( \mathcal{F}^{-1}_{T \xi}(\xi + x) \left( \mathcal{F}^{-1}_{T \xi}(\xi + x) \right) \right) dx \]

exists for every \( \xi \in \mathcal{G} \) and every \( n \in \mathbb{N} \).

On the other hand, if the conditions (1) and (2) are satisfied, then

\[ \lim_{T \to +\infty} \frac{1}{2T} \int_{-T}^{T} \left( \mathcal{F}^{-1}_{T \xi}(\xi + x) \left( \mathcal{F}^{-1}_{T \xi}(\xi + x) \right) \right) dx \]

exists for every \( \xi \in \mathcal{N} \), \( n \in \mathbb{N} \), i.e. \( \mathcal{F}^{-1}_{T \xi}(\xi + x) \in \mathcal{N} \) for every \( n \in \mathbb{N} \). As in the examples of appendix 1, 5.5, we can obtain the class of all \( F \in S' \) satisfying the conditions (1) and (2) as a finite chain of unions and intersections involving a countable number of measurable sets. Hence \( W^* \) is a measurable subset of \( S' \).

Remark. In a similar way as in the proof of the above theorem we can show that \( W^*_i \) (cf. 4.3.11) is a measurable subset of \( S' \).

4.4. GENERALIZED HARMONIC ANALYSIS AND THE WIGNER DISTRIBUTION: APPLICATIONS TO GENERALIZED STOCHASTIC PROCESSES

4.4.1. This section relates the Wigner distribution to generalized harmonic analysis. We shall see that the spectral density functions of the elements of the Wiener class can be obtained as limits of certain averages of their Wigner distributions. We further elaborate the relation between averaged Wigner distributions and the spectra occurring in engineering. Finally, the theorems of the previous sections are applied to strict sense time stationary and ergodic processes.

4.4.2. Let \( F \in S' \). In section 4.3 we considered the expressions

\[ \mathcal{F}^{-1}_{\epsilon 0 \xi}(F \ast F) \] with \( \epsilon > 0 \), and \( F \) was said to belong to the class \( W^* \) whenever

\[ \lim_{\epsilon \to 0} \mathcal{F}^{-1}_{\epsilon 0 \xi}(F \ast F) \]

exists in \( S' \)-sense. We modify this limit procedure slightly so as to involve non-negative averages of the Wigner distribution of \( F \). The following lemma deals with this modification.
LEMA. Let $F \in S^*$. Then
$$\lim_{k \to \infty} T_k^{(1)}(F \otimes \mathbb{P}) = \mathbb{P}$$
if and only if $F \in \mathbb{W}$, where $\mathbb{W}$ stands for the multiplication operator of Appendix 2.

PROOF. Assume that $F \in \mathbb{W}$, and let $f \in S^2$. We have
$$\lim_{\epsilon \to 0} \epsilon^{-\frac{1}{2}} \mathcal{K}_{\mathbb{K}}^{(1)}(F \otimes \mathbb{P}, f) = \mathbb{P}.$$

Since $\mathcal{T}_k \mathcal{K} \mathbb{K}^{(2)}(F \otimes \mathbb{P}) = \mathbb{P}$, we conclude from a 2-dimensional, continuous version of Appendix 1.

$$\lim_{\epsilon \to 0} \epsilon^{-\frac{1}{2}} \mathcal{K}_{\mathbb{K}}^{(1)}(F \otimes \mathbb{P}, f) = \mathbb{P}.$$

Hence
$$\lim_{\epsilon \to 0} \epsilon^{-\frac{1}{2}} \mathcal{K}_{\mathbb{K}}^{(1)}(F \otimes \mathbb{P}, f) = \mathbb{P}.$$

Now assume that $F \in \mathbb{W}$ is arbitrarily chosen.

It is easy to see that for small values of $\epsilon > 0$ there is exactly one $f_0 \in S^2$ such that $f = \delta f_0$, where $f_0$ exists in the sense of Appendix 1.

REMARK. Let $F \in \mathbb{W}$ if and only if the following condition is satisfied. There exists a function $p: (0, \infty) \to (0, \infty)$ with $p(\epsilon) \to 0$ as $\epsilon \to 0$ such that
$$\lim_{\epsilon \to 0} p(\epsilon) \mathcal{K}_{\mathbb{K}}^{(1)}(F \otimes \mathbb{P}, f) = \mathbb{P}.$$

4.4.3. In the remainder of this section $V(F)$ denotes for $F \in S^*$ the Wigner distribution of $F$.
(i) \( F \in \mathcal{W}^*, \)
(ii) \( \lim_{\varepsilon \to 0} T_{k_\varepsilon}g_{k_\varepsilon-1}^{(1)} V(F) \text{ exists in } S^{2*}-\text{sense.} \)
(iii) \( \lim_{\varepsilon \to 0} \varepsilon \left( a_{(a,b)}^* g_k^{(1)} \left( \frac{a}{\sqrt{2}}, \frac{b}{\sqrt{2}} \right) \right)^2 \text{ exists in } S^{2*}-\text{sense.} \)

Furthermore, if \( F \in \mathcal{W}^* \), the limits in (ii) and (iii) equal \( B \otimes L \), where \( L \) is the spectral density function of \( F \) (cf. 4.3.7).

**Proof.** Note that \( T_{k_\varepsilon}g_{k_\varepsilon-1}^{(1)} V(F) = \delta^{-1} P(2) \langle (\Pi(1))^{(2)} \rangle_{a_0}^{(2)} (F \otimes \tilde{F}) \) for \( \varepsilon > 0 \), \( \delta > 0 \). We further have \( k_\varepsilon \otimes k_{\varepsilon-1} = \delta^{-1} P(2) \langle (\Pi(1))^{(2)} \rangle_{a}^{(2)} (k_\varepsilon \otimes k_{\varepsilon-1}) \), therefore it follows from appendix 3, 2.4 that \( T_{k_\varepsilon}g_{k_\varepsilon-1}^{(1)} V(F) = \varepsilon \left( a_{(a,b)}^* g_k^{(1)} \left( \frac{a}{\sqrt{2}}, \frac{b}{\sqrt{2}} \right) \right)^2 \). The theorem easily follows from 4.4.2 and 4.4.2. remark.

**4.4.4.** The reason for studying \( T_{k_\varepsilon}g_{k_\varepsilon-1}^{(1)} V(F) \) for \( F \in \mathcal{W}^* \) (rather than \( \sum_{\varepsilon} T_{k_\varepsilon}g_{k_\varepsilon-1}^{(1)} V(F) \)) is the fact that \( T_{k_\varepsilon}g_{k_\varepsilon-1}^{(1)} V(F) \) is of positive type if \( \varepsilon \leq \delta \) (cf. also [B2], theorem 4.2).

**Theorem.** Let \( F \in \mathcal{W}^* \), and let \( \varepsilon > 0 \), \( \delta > 0 \). If \( \varepsilon \leq \delta \), then \( T_{k_\varepsilon}g_{k_\varepsilon-1}^{(1)} V(F) \) is the embedding of an analytic function \( \tilde{g} \) with \( g(x,y) \geq 0 \) \( (x \in \mathbb{R}, y \in \mathbb{R}) \).

**Proof.** It follows from the 2-dimensional version of appendix 2, theorem 9 that
\[
T_{k_\varepsilon}g_{k_\varepsilon-1}^{(1)} V(F) = \varepsilon a_{(a,b)}^* g_k^{(1)} \left( \frac{a}{\sqrt{2}}, \frac{b}{\sqrt{2}} \right).
\]

and the embedded function at the right hand side is analytic (cf. [J32], 1.3 and 5.11).

For \( \varepsilon = \delta \), positivity is easily seen from the proof of theorem 4.4.3. The general case is handled as follows. We have \( k_\varepsilon = k_\varepsilon \otimes k_{\varepsilon-1} \) with \( \varepsilon = \frac{1}{\delta - \varepsilon} \). Now
\[
T_{k_\varepsilon}g_{k_\varepsilon-1}^{(1)} V(F) = \frac{1}{\delta - \varepsilon} \left( T_{k_\varepsilon}g_{k_\varepsilon-1}^{(1)} V(F) \right).
\]

Since \( k_\varepsilon \) is positive everywhere on \( \mathbb{R} \), the theorem follows.

**4.4.5.** In order to indicate relations between weighted Wigner distributions and power spectra (as occurring in applied signal analysis), let \( F = \varepsilon \left( a_{(a,b)}^* g_k^{(1)} \left( \frac{a}{\sqrt{2}}, \frac{b}{\sqrt{2}} \right) \right)^2 \) for \( \varepsilon > 0 \), \( \delta > 0 \). We have for \( \varepsilon > 0 \), \( \delta > 0 \)}
$$\delta^{-1} \gamma_{(1)}^{(2)} \epsilon \mu \left( \psi \circ \varphi \right) = \text{emb}(\epsilon, \delta'),$$

where

$$G_{\epsilon, \delta} = \gamma_{(t, y)} \epsilon \int_{-\infty}^{\infty} \exp(-\pi \delta y^2) \psi(x-t) \frac{x+y}{\sqrt{2}} \frac{1}{(\sqrt{2})!} y dx$$

(cf. also the proof of 4.3.9).

If \( \delta > 0 \) is fixed, then we have for \( t \in \mathbb{R}, y \in \mathbb{R} \)

1. \( \lim_{\epsilon \to 0} G_{\epsilon, \delta}(t, y) = \exp(-\delta y^2) \psi(y/2) \)

(cf. 4.1.2 and 4.2.5, and also 4.3.9). Fourier transformation with respect to \( y \) in (1) gives (lemma 4.3.8 legitimates interchanging of \( \lim \) and the Fourier integral)

2. \( \lim_{\epsilon \to 0} \mathcal{F}[G_{\epsilon, \delta}](t, \lambda) = \int_{-\infty}^{\infty} \exp(-\pi y^2 - 2\pi i y \lambda) \psi(y/2) dy \).

By theorem 4.4.3 and analyticity of \( \mathcal{F}[G_{\epsilon, \delta}] \) we have

3. \( \mathcal{F}[G_{\epsilon, \delta}](t, \lambda) = \mathcal{F}[\gamma_{(1)}^{(2)} \epsilon \mu \left( \text{emb}(\epsilon) \right), k_{\epsilon} \circ k_{\delta}^{-1}] \ast \mathcal{F}[\psi] \).

If \( \epsilon \leq \delta \), we can regard the right hand side of (2) as an estimation of the spectral density function of \( f \) at the point \( \lambda \). We have

$$\text{emb} \left( \int_{-\infty}^{\infty} \exp(-\pi y^2 - 2\pi i y \lambda) \psi(y/2) dy \right) \leq \mathcal{F}[\psi]$$

if \( \delta + \delta \) (cf. 4.3.7).

For \( \epsilon = \delta \) we have in (3)

$$\mathcal{F}[G_{\epsilon, \delta}](t, \lambda) = | \epsilon^{-1} \mathcal{F}[\gamma_{(1)}^{(2)} \epsilon \mu \left( \text{emb}(\epsilon) \right)] (\frac{x}{\sqrt{2}}, \frac{1}{\sqrt{2}}) |^2 =$$

$$= \left| \int_{-\infty}^{\infty} \epsilon \exp(-\pi \delta (u - \epsilon/2)^2) e^{-2\pi i \omega u / \sqrt{2}} f(u) du \right|^2$$
if \( \lambda \in \mathbb{R}, \ t \in \mathbb{R} \) (cf. the proof of theorem 4.4.3 and appendix 3, 2.3). Compare (4) with the formula (54) for \( S_x(t,t,w) \) in [Ha] (cf. also 3.4.6).

In engineering literature (cf. [BE], [DT], [BD], [SI]) the expression

\[
(5) \quad \frac{1}{2\pi} \int_{-\infty}^{\infty} \left| \int_{-\infty}^{\infty} e^{-2\pi i \lambda u} f(u) du \right|^2 \frac{d\lambda}{2\pi}
\]

is quite often used for estimating, what is usually called, the power spectrum of \( f \) at \( \lambda \). (In fact the word "spectrum" is not correct; if (5) estimates something, then it estimates the spectral density function of \( f \) at \( \lambda \); cf. 4.1.4 and 4.3.7.) The expressions in (4) and (5) show great resemblance, but there is a difference. The first expression contains the time variable \( t \), whereas the latter one does not. This makes (4) more appropriate in case we drop the restriction \( f \in \mathcal{W} \) (so that signals \( f \) representing e.g. a piece of music can be treated as well).

4.4.6. We now apply the results of the previous sections to generalized stochastic processes. Let \((\mathbb{F}, \mathcal{A}, P)\) be a probability space.

**Theorem.** Let \( X \in \mathcal{B}^* \) be strict sense time stationary, and let \( P_X \) be the probability measure on \((\mathcal{B}^*, \mathcal{A})\) associated with \( X \) (cf. 1.1.19). Then \( P_X(W^X_1) = 1 \) (cf. 4.3.11). If, in addition, \( X \) is ergodic, then we have for almost every \( P \in \mathcal{E}^* \)

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} \left| \int_{-\infty}^{\infty} (\tilde{T}_P \varphi)(t) (\tilde{T}_P \gamma)(t) dt \right|^2 (P_x, \mathcal{A}_x) \quad (t \in \mathbb{R})
\]

for every \( \varphi, \gamma \in \mathcal{S} \). The above limit is assumed in \( L_2(\mathcal{B}^*, \mathcal{A}, P_X) \)-sense for every \( \varphi, \gamma \in \mathcal{S} \).

**Proof.** It follows from 4.3.15, remark that \( W^X_1 \in \mathcal{A}^* \). According to 4.3.13 we have to show that \( T_P \varphi \in \mathcal{W} \) (\( \varphi \in \mathcal{S} \)) for almost every \( P \in \mathcal{E}^* \).

Let \( n \in \mathbb{N} \), and let \( \varphi_n = \frac{1}{n} \exp(-n|x|^2) \). The function \( \psi_{\mathcal{S}}(\varphi_n, \mathcal{F}) \) is measurable and square integrable over \( \mathcal{S}^* \). Since \( \{T_{-r}\}_r \in \mathbb{R} \) is a measure preserving group of transformations of \((\mathcal{S}^*, \mathcal{A})\) with respect to \( P_X^* \), we conclude by [Ho], Ch. IV, §14, Satz 14.2 that the function \( \psi(\varphi_n, T_{-r} \mathcal{F}) = \psi(\varphi_n, T_{-r} \mathcal{F}) = \psi(\varphi_n, \mathcal{F}) \) is measurable and square integrable over \( \mathcal{S}^* \). Since \( P \in \mathcal{E}^* \) if and only if \( T_P \varphi_n \in \mathcal{W} \) for every \( n \in \mathbb{N} \) (cf. the first part of the proof of theorem 4.3.15 and 4.3.15, remark) we easily conclude
that $E_{x}^{a}(W_{1}) = 1$.

Now assume, in addition, that $x$ is ergodic. We conclude from the above that for almost every $T \in S$

$$\lim_{T \to 1} \frac{1}{2T} \int_{-T}^{T} |(T_{T}(t)) (t)|^{2} dt$$

exists for every $f \in S$. If $f \in S$, then we get, by applying [D], Ch. XI, section 2, theorem 2.1 to $U_{F}(f, f_{-})$, for almost every $F \in S$

$$\lim_{T \to 1} \frac{1}{2T} \int_{-T}^{T} |(T_{T}(F, F_{-}) (t)|^{2} dt = E_{F}( |(F, F_{-})|^{2} ) = |(K_{F}, F_{-}) \otimes \overline{F}_{-})|.$$

By combining (1) and (2) we get for almost every $F \in S$ (note that $(T_{F}(t)) (t) = (T_{F}(t), F_{-} \otimes \overline{F}_{-})$ for $t \in S, t \in R$)

$$\lim_{T \to 1} \frac{1}{2T} \int_{-T}^{T} |(T_{F}(t)) (t)|^{2} dt = (R_{K_{F}}, F_{-} \otimes \overline{F}_{-})$$

for every $F \in S$. For fixed $F \in S$ this limit is achieved in $L_{2}(S, \mu, F)$-sense (cf. the remark at the end of the proof of [D], Ch. XI, section 2, theorem 2.1). It is not hard to complete the proof (cf. 4.2.6 and 4.3.4).

REMARK 1. Since $W_{1}^{a} \subset W^{a}$ (cf. 4.3.13, remark), we have $P_{a}(W^{a}) = 1$ if $x \in S_{1, 2}$ is strict sense time stationary.

REMARK 2. Let $x \in S_{1, 2}^{a}$ be strict sense time stationary and ergodic. Then it can be proved that for almost every $F \in S$

$$\int_{-T}^{T} k_{x}(t) (T_{F}(t)) (t) (T_{G}(t)) (t) dt = (R_{K_{F}}, F_{-} \otimes \overline{G}_{-}) \quad (T + C)$$

for every $F \in S$, $G \in S$, and the above limit is achieved in $L_{2}(S, \mu, F)$-sense for every $F \in S$, $G \in S$.

4.4.7. THEOREM. Assume that $x \in S_{1, 2}^{a}$ is strict sense time stationary and ergodic. Then $T_{H_{x}}(S_{1, 2}(x) \otimes \overline{S}_{1, 2}(x)) = S_{x}^{a}(x) \otimes \overline{x}$ if $x = x$. 

PROOF. It follows from an application of appendix 1, 3.5, remark (with $R = L_1(\mathbb{R})$) that it suffices to show that for $f \in S$, $g \in S$

\[
\mathbb{T}_{n \cdot \alpha} \mathcal{E}_0 \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, \mathbb{R} \left( f \otimes g \right) \right) \Rightarrow (R_{\mathbb{R}}, f \otimes g)
\]

in $L_1(\mathbb{R})$-sense.

Let $h \in S^\prime$. If $H \in \mathcal{N}$, then \[ \mathbb{T}_{n \cdot \alpha} \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, \mathcal{E}_0 \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, \mathcal{F}_0 \left( f \otimes g \right) \right) \right) \] and \[ \mathbb{T}_{n \cdot \alpha} \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, \mathcal{E}_0 \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, \mathcal{F}_0 \left( f \otimes g \right) \right) \right) \] have the same distribution by 1.1.15 (with respect to $P$ and $P^\ast$ respectively). It easily follows that \[ \mathbb{T}_{n \cdot \alpha} \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, H \right) = \lim_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N} \left( f_k \otimes g_k \right) (f_k \otimes g_k, h) \] and \[ \mathbb{T}_{n \cdot \alpha} \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, \mathcal{E}_0 \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, \mathcal{F}_0 \left( f \otimes g \right) \right) \right) \] have the same distribution for every $h \in S^\prime$. Hence, it suffices to show that \[ \mathbb{T}_{n \cdot \alpha} \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, \mathcal{E}_0 \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, \mathcal{F}_0 \left( f \otimes g \right) \right) \right) \Rightarrow (R_{\mathbb{R}}, f \otimes g) (\tau = \infty) \] in $L_1(\mathbb{R}, \mathcal{E}_0 \mathcal{F})$-sense.

We have for $t > 0$, \[ \mathbb{T}_{n \cdot \alpha} \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, \mathcal{E}_0 \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, \mathcal{F}_0 \left( f \otimes g \right) \right) \right) = \mathbb{T}_{n \cdot \alpha} \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, \mathcal{E}_0 \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, f \otimes g \right) \right), \]

where \[ \mathbb{T}_{n \cdot \alpha} \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, \mathcal{E}_0 \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, f \otimes g \right) \right) = \mathbb{T}_{n \cdot \alpha} \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, \mathcal{E}_0 \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, f \otimes g \right) \right) \]

(cf. also lemma 4.3.3 and 4.3.4, remark). Since \[ \mathbb{T}_{n \cdot \alpha} \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, h \right) = \mathbb{T}_{n \cdot \alpha} \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, h \right) (t, t/2) \]

for every $F \in S^\prime$, $h \in S$, $t \in \mathbb{R}$, we easily conclude from theorem 4.4.3 that

\[ \mathbb{T}_{n \cdot \alpha} \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, \mathcal{E}_0 \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, f \otimes g \right) \right) \Rightarrow (R_{\mathbb{R}}, f \otimes g) (\tau = \infty) \]

in $L_1(\mathbb{R}, \mathcal{E}_0 \mathcal{F})$-sense.

REMARK. Let $X$ as in the above theorem. It can be shown that $\mathbb{T}_{n \cdot \alpha} \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, f \otimes g \right) \Rightarrow X \otimes \mathcal{E}_0 \mathcal{F}, \mathcal{F}_0 \left( f \otimes g \right)$ if $\varepsilon > 0$. Also (cf. 4.4.3 and 4.3.4), $X = \mathcal{E}_0 \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, f \otimes g \right) \Rightarrow Y \otimes \mathcal{E}_0 \mathcal{F}$, $\mathcal{F}_0 \left( f \otimes g \right)$, $X = \mathcal{E}_0 \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, f \otimes g \right) \Rightarrow Y \otimes \mathcal{E}_0 \mathcal{F}$, $\mathcal{F}_0 \left( f \otimes g \right)$, and $\mathcal{E}_0 \mathcal{F} \left( \mathbb{R} \times \mathbb{R}, f \otimes g \right) \Rightarrow X \otimes \mathcal{E}_0 \mathcal{F}$, $\mathcal{F}_0 \left( f \otimes g \right)$. Here $L$ is the spectral density function of $X$ (cf. 2.2.5).
4.4.6. The theorems 4.4.6 and 4.4.7 deal with strict sense time stationary and ergodic processes. For general processes it is often hard to estimate spectral density functions (or, more properly spoken, weighted Wigner distributions) from the observation of a single realization of the process. There exist, however, certain non-stationary processes for which spectral density functions have been calculated. We mention in this respect $1/f$-noise and the Barkhausen effect ([28], 3.2.3 and 3.6). The first process has the property that its statistics vary only very slowly with time ("locally stationary process"). For such a process the spectral density function is estimated by employing one realization of the process (cf. 4.4.5 (4) and (5); in (4) a small value of $\ell$ can be taken). We further note that the Barkhausen effect is a "periodic" noise process, so that each period of a realization can be used. Now one considers averages of the expressions in 4.4.5 (4) and 4.4.5 (5) (averaged over the various periods; this is, in fact, an ensemble average, i.e. an average over a collection $\mathcal{F}$ of signals).
APPENDIX 1

THE SPACES S AND S^*

This appendix is devoted to the spaces S and S^*; it contains all available information about these spaces as far as relevant for the main text.

Section 1 is introductory. It gives a survey (with some supplements) of de Bruijn's theory of generalized functions.

Section 2 is devoted to convergence and topology in the spaces S and S^*. Various topologies, compatible with the respective notions of sequential convergence in S and S^*, are introduced there. Furthermore it is shown that both S and S^* can be regarded as nuclear spaces (when provided with the proper topology).

Section 3 studies continuous linear functionals of S and S^*. It is shown that the set of continuous linear functionals of S (S^*) can be identified with S^* (S), no matter which one of the topologies of section 2 is taken for defining continuity. Continuous bi-linear functionals of S x S are studied, and a kernel theorem as well as a theorem about convergence in S^2x^2 is proved.

Section 4 presents the main results of [31], appendix 1, section 2 and 3 about continuous linear operators of S and S^*. It is shown that all topologies of section 2 for S (S^*) determine the same class of continuous linear operators of S (S^*).

In section 5 the space S^* is regarded as a measure space. It is shown that the various topologies of section 2 all generate the same σ-algebra on S^*, and that S^* is a Radon space with respect to each one of these topologies. A number of examples of measurable subsets of S^* are given.

1. INTRODUCTION

1.1. We give a survey of the fundamental notions and theorems of De Bruijn's theory of generalized functions as far as they are relevant for this thesis. A detailed treatment of this theory can be found in [31]. Also, some supplements are given.

1.2. If A and B are positive numbers, we denote by S_{A,B} the class of analytic functions f of a single complex variable for which there is a positive number M such that
\[ |\xi(t)| \leq e^{\alpha (\gamma \exp(-\gamma t) - \gamma \exp(-\gamma t^2))} \quad (t \geq 0). \]

The set $S$ of smooth functions of a single complex variable is defined as $\bigcup_{\alpha = 0}^{\infty} S_{\alpha,B}$ (cf. [B1], 2.1).

1.3. In $S$ we take the usual inner product and norm:

\[ (f,g) := \int_{-\infty}^{\infty} f(t) \overline{g(t)} \, dt \quad (f, g \in S), \]

\[ \| f \| := \sqrt{(f,f)} \quad (f \in S). \]

1.4. We consider a semigroup $\{ N_t \}_{t \geq 0}$ of linear operators of $S$ (the smoothing operators). The $N_t$'s satisfy $N_{t_1} N_{t_2} = N_{t_1 + t_2}$ ($t_1, t_2 > 0$), where the product is the usual composition of mappings. These $N_t$'s are integral operators:

\[ N_t f := \int_{-\infty}^{\infty} K_t(z,t) f(t) \, dt \quad (f \in S, \quad t > 0), \]

where the kernel $K_t$ ($t > 0$) is given by

\[ K_t(z,t) := \frac{1}{2\pi i} e^{\frac{t}{t^2}} \exp(-t s) \exp\left( \frac{1}{4t} (s^2 + t^2) \cos \theta - 2st \right) \]

(cf. [B1], sections 3.4.5 and 6).

1.5. In fact the smoothing operators can be defined on the space $S^+$, consisting of all complex-valued measurable functions defined on the reals with the property that for every $\xi > 0$

\[ \int_{-\infty}^{\infty} |f(t)| \, dt = 0 (\exp(\xi t^2)) \quad (\xi > 0) \]

(cf. [B1], section 2.4). For $f \in S^+$, $\alpha > 0$
\[ N_a f = \int_{-\infty}^{\infty} K_a(z, t) f(t) dt \]

is well-defined, and it is a smooth function of one variable. \( N_a \) thus maps \( S^\infty \) into \( S \) for \( a > 0 \).

Let \( f \) be measurable over \( \mathbb{R} \). It is to be noted that \( f \in S^\infty \) if and only if

\[
\int_{-\infty}^{\infty} \exp(-\pi t^2) |f(t)| dt < \infty
\]

for every \( \varepsilon > 0 \). Note that \( L_p(\mathbb{R}) \subset S^\infty \) for every \( p \) with \( 1 \leq p \leq \infty \).

1.6. The following theorem is useful.

**Theorem.** Let \( 1 \leq p < \infty \), and let \( f \in L_p(\mathbb{R}) \). Then \( \| N_a f - f \|_p \to 0 \) \( (a \to 0) \).

**Proof.** Let \( \varepsilon > 0 \), and let \( b \) be a function of the form \( \sum_{n=1}^{N} a_n \chi_{(b_n, b_n]} \), where \( N \in \mathbb{N} \), \( a_n \in \mathbb{C} \), \( a_n \in \mathbb{R} \), \( b_n \in \mathbb{R} \), \( a_n < b_n \) \( (n = 1, \ldots, N) \), such that \( \| f - b \|_p < \varepsilon / 3 \). We then have

\[
\| N_a f - b \|_p \leq \| N_a (f - b) \|_p + \| f - b \|_p + \| N_a b - b \|_p \leq \]

\[
\leq \| N_a (f - b) \|_p + \| N_a b - b \|_p + \varepsilon / 3 .
\]

Let \( h \in L_p(\mathbb{R}) \). We are going to show that \( \| N_a h \|_p \leq \| h \|_p \) for \( a > 0 \).

We have for \( z \in \mathbb{R} \), \( p > 1 \) (the case \( p = 1 \) is almost trivial)

\[
| (N_a h)(z) | = \int_{-\infty}^{\infty} K_a(z, t) h(t) dt \leq \int_{-\infty}^{\infty} K_a(z, t) |h(t)|^{1/p} |t|^{1/q} dt,
\]

where \( q \) is the conjugate exponent of \( p \). Since
\[
\int_{-\infty}^{\infty} K_\alpha(z, t) dt = (\cosh z)^{-1} \exp(-\pi^2 \tanh \alpha)
\]

we infer that

\[
\|M^P\|_p = \int_{-\infty}^{\infty} |(M(b) z)|^p dz \leq \int_{-\infty}^{\infty} K_\alpha(z, t) |(b(t))|^p dt dz,
\]

and an application of Fubini's theorem shows that \(\|M^P\|_p \leq \|M\|_p^\alpha\).

This implies that

\[
\|M - M^P\|_p < \frac{2\epsilon}{3} + \|M - M^P\|_p.
\]

Now \(|(M, b)(z)| \leq M \exp(-\pi t^2) (t \in \mathbb{R})\) for all \(\alpha, 0 < \alpha < 1\) with some \(M > 0\), 

\(\alpha > 0\), and \((M, b)(z) = b(z) (\alpha + 0)\) except in the discontinuity points of \(b\)

(this follows by writing \(K_\alpha(z, t)\) as \((\sinh z)^{-1} \exp(-\pi t^2) / (\sinh z) \times \exp(-\pi^2 \tanh \alpha)\). Hence, by Lebesgue's theorem on dominated convergence,

\[
\|M - M^P\|_p < \frac{2\epsilon}{3} \text{, whence } \|M - M^P\|_p < \epsilon.
\]

**Remarks.** 1. The theorem does not hold if \(p = \infty\) (take \(f = \chi_E\)).

2. If \(f \in L^p\) is continuous, then \((M, C)(t) \to f(t) (\alpha + 0)\) locally uniformly.

1.7. We summarize a number of properties of the operators \(N_\alpha (\alpha > 0)\).

(i) \((N_\alpha f, g) = (f, N_\alpha g)\) for \(\alpha > 0\), \(f, g \in \mathcal{S}\) (cf. [B1], 6.5).

(ii) For every \(\alpha > 0\) and every \(p\) with \(1 \leq p < \infty\) there are positive numbers \(C_{\alpha p}\), \(A\) and \(B\) such that for every \(f \in L_p(\mathbb{R})\)

\[
|(N_\alpha f)(t)| \leq C_{\alpha p} \|f\|_p \exp(-\pi A(R(t)^2 + \pi B(\phi(t)^2)) \quad (t \in \mathbb{R}).
\]

This is a slight generalization of [B1], 6.3.

(iii) If \(f \in \mathcal{S}\) and \(\alpha > 0\), then there is at most one \(g \in \mathcal{S}\) satisfying \(f = N_\alpha g\). Also, if \(f \in \mathcal{S}\), then there exists an \(\alpha > 0\) and a \(g \in \mathcal{S}\) with \(f = N_\alpha g\). Moreover, if \(f \in \mathcal{S}\), and the positive numbers \(\alpha\), \(A\) and \(B\) are such that

\[
\int_{-\infty}^{\infty} |f(t)|^p dt < \infty,
\]

then there is a unique \(g \in \mathcal{S}\) such that \(f = N_\alpha g\).
\[ |f(t)| \leq M \exp(-\alpha(\text{Re} t)^2 + \beta(\text{Im} t)^2) \quad (t \in \mathbb{C}), \]

then we can find an \( a > 0, C > 0, A' > 0, B' > 0 \), only depending on \( A \) and \( B \), such that

\[ |g(z)| \leq NC \exp(-\alpha'(\text{Re} z)^2 + \beta'(\text{Im} z)^2) \quad (t \in \mathbb{C}) \]

holds for the unique \( y \) with \( f = N_y g \) (cf. [Bl] 10.1).

(iv) As a linear operator of \( L^2(\mathbb{R}) \), \( N_a(a > 0) \) is a Hilbert-Schmidt operator. The eigenfunctions of \( N_a \) are the Hermite functions \( \psi_k \) \( (k \in \mathbb{N}_0) \) (cf. [Bl], 27.6.3 for the normalization chosen), and the corresponding eigenvalues are \( a^{-k-1} \) \( (k \in \mathbb{N}_0) \). The set \( \{ \psi_k \mid k \in \mathbb{N}_0 \} \) forms a complete orthonormal set in \( L^2(\mathbb{R}) \), and \( \psi_k \leq \) for every \( k \in \mathbb{N}_0 \). We list some further properties of \( \psi_k \) \( (k \in \mathbb{N}_0) \).

\begin{enumerate}
  \item If \( a > 0 \), then
    \[ K_a(z,t) = \sum_{k=0}^{\infty} a^{-k-1} \psi_k(z)\overline{\psi}_k(t) \quad (z \in \mathbb{C}, t \in \mathbb{C}). \]
  \item If \( f \in S \), then there exists an \( \varepsilon > 0 \) such that
    \[ (f, \psi_k) = O(e^{-\varepsilon k}) \quad (k \in \mathbb{N}_0). \]
\end{enumerate}

On the other hand, if \( (c_k)_k \in \mathbb{N}_0 \) is a sequence in \( \mathbb{C} \) with \( c_k = O(e^{-\varepsilon k}) \) \( (k \in \mathbb{N}_0) \) for some \( \varepsilon > 0 \), then \( f := \sum_{k=0}^{\infty} c_k \psi_k \in S \) and \( (f, \psi_k) = c_k \) \( (k \in \mathbb{N}_0) \).

1.8. We give some other important linear operators of \( S \).

(i) The Fourier transform \( \mathcal{F} \) and its inverse \( \mathcal{F}^{-1} \):

\[ \mathcal{F}f := \int_{-\infty}^{\infty} e^{-2\pi ist} f(t) \, dt \quad (f \in S), \]

\[ \mathcal{F}^{-1}f := \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{2\pi ist} f(t) \, dt \quad (f \in S). \]
Cf. [81], section 8 and 9.

(iii) The shift operators $T_a$ and $R_b$ ($a \in \mathbb{R}, b \in \mathbb{C}$):

\[ T_a f(z) = f(z + a) \quad (z \in S), \]

\[ R_b f(z) = e^{-2\pi ibz} f(z) \quad (z \in S). \]

The operator $Z_\lambda$ ($\lambda > 0$):

\[ Z_\lambda f(z) = \lambda f(\lambda z). \]

The operators $D$ and $Q$:

\[ D f(z) = \frac{f'(z)}{2\pi i z} \quad (z \in S), \]

\[ Q f(z) = \frac{f(z)}{z} \quad (z \in S). \]

Cf. [81], section 11 for relations involving these operators. We write $\frac{d}{dz}$ for the operator $2\pi i D$ (ordinary differentiation).

(iii) The operators $T_a$ with $g \in C$ (cf. appendix 2,3), and the operators $N_h$ with $h \in H$ (cf. appendix 2, 7).

1.9. A generalized function is a mapping $F = \{ F_\alpha \} \in \mathcal{S}$ of $(0, \infty)$ into $S$ such that $H F = P_\alpha \mathcal{S}$ ($a > 0, \beta > 0$). It is sometimes convenient to write $F(a)$ or $H F$ instead of $F_\alpha(a > 0)$. The set of all generalized functions is denoted by $S^\alpha$. If $a > 0$, then $H(a)$ denotes the set $\{ F(a) \mid F \in S^\alpha \}$.

1.10. If $F \in S^\alpha$, $g \in S$, then we define the inner product $(F,g)$ as follows. Write $g = N_{\alpha} h$ with some $a > 0, h \in S$ (cf. 1.7 (iii)) and put

\[ (F,g) = (F_{\alpha} h). \]

This number depends only on $F$ and $g$ (cf. [81], section 10). Similarly, we define $(g,F)$. We have $(N_{\alpha} F, g) = (F, N_{\alpha} g)$ for $F \in S^\alpha, g \in S$.

If $a > 0$.

If $F \in S^\alpha$, then we have for every $\epsilon > 0$

\[ (F_{\alpha}^k) = 0 (e^{\epsilon^2}), \]

(k $\in \mathbb{N})$.}

and
\[ F_k = \sum_{k=0}^{\infty} (F, \chi_k) M_k \varphi_k. \]

On the other hand, if \( (c_k)_{k \in \mathbb{N}} \) is a sequence in \( \mathbb{C} \) with \( c_k = O(e_k) \) (\( k \in \mathbb{N}_0 \)) for every \( \varepsilon > 0 \), then \( F := \sum_{k=0}^{\infty} c_k a_k \chi_k \in S^\varepsilon \), and \( (F, \chi_k) = c_k \) (\( k \in \mathbb{N}_0 \)).

It follows that \( F = 0 \) if \( \sum_{k=0}^{\infty} F_k = 0 \) for some \( \varepsilon > 0 \).

If \( F \in S^\varepsilon \), \( g \in S \), then

\[ (F, g) = \sum_{k=0}^{\infty} (F, \chi_k)(\varphi_k, g). \]

Cf. [B1], 27.6.3.

1.11. We give some examples of generalized functions.

1. Let \( f \in S^\varepsilon \). The embedding of \( f \) (\( \text{emb}(f) \)) is defined as

\[ \text{emb}(f) := \sum_{\alpha \geq 0} a_{\alpha} f^{\alpha} \] (cf. [B1], section 20). Note that if \( f \in S^\varepsilon \), \( g \in S \)

\[ (\text{emb}(f), g) = \int_{-\infty}^{\infty} f(t)\tilde{g}(t)dt. \]

If \( f \in L_q(\mathbb{R}) \), \( \text{emb}(f) = 0 \) then \( f = 0 \) (a.e.). This follows from theorem 1.6

by noting that \( N_q(\text{emb}(f)) = 0 \) (\( a > 0 \)). With this result we can prove that

\( f = 0 \) (a.e.) if \( f \in S^\varepsilon \), \( \text{emb}(f) = 0 \). For let \( g := \frac{\partial}{\partial t} \exp(-\alpha^2t) \). Now \( g \in L_1(\mathbb{R}) \)

by 1.5, and \( \text{emb}(g, f) = g \cdot \text{emb}(f) = 0 \) (cf. Appendix 2.6), whence \( g \cdot f = 0 \) (a.e.),

so \( f = 0 \) (a.e.).

11. For \( h \in \mathfrak{E} \), the "delta function at \( h \)" is defined as

\[ \delta_h := \sum_{\alpha \geq 0} \sum_{\lambda \in \mathbb{Z}} a_{\alpha\lambda}(t, h). \] We have \( (g, \delta_h) = g(h) \) for \( g \in S \).

111. For \( a \in \mathfrak{E} \), the generalized function \( a_{\alpha} \) is defined as

\[ a_{\alpha} := \text{emb}(e^{-2\pi iat}) \] (\( t \in \mathbb{R} \)). We have \( (g, a_{\alpha}) = (f, g)(\alpha) \) for \( g \in S \).
1.12. We next define convergence in the space $S$ (S-convergence). If
$(f_n)_{n \in \mathbb{N}}$ is a sequence in $S$, then we write $f_n \stackrel{S}{\rightarrow} 0$ if there are positive
numbers $A$ and $B$ such that

$$f_n(t) \exp(-A|\text{Re}t|^2 - B|\text{Im}t|^2) \rightarrow 0$$

uniformly in $t \in G$. If $f \in S$ and $(f_n)_{n \in \mathbb{N}}$ is a sequence in $S$, then we write
$f_n \stackrel{S}{\rightarrow} f$ if $f_n \rightarrow f \stackrel{S}{\rightarrow} 0$. In a similar way we define $S$-convergence of series.

In [81], 23.1 the following theorem is proved. If $(f_n)_{n \in \mathbb{N}}$ is a sequence in $S$
then $f_n \stackrel{S}{\rightarrow} 0$ if and only if there exists an $\alpha > 0$ and a sequence $(g_n)_{n \in \mathbb{N}}$
in $S$ such that $f_n = N_n g_n (n \in \mathbb{N})$, $g_n \stackrel{S}{\rightarrow} 0$.

1.13. The following criteria for $S$-convergence are sometimes useful.

**THEOREM.** Let $(f_n)_{n \in \mathbb{N}}$ be a sequence in $S$, and assume that there is an $M > 0$
$A > 0$, $B > 0$ such that

$$|f_n(t)| \leq M \exp(-A|\text{Re}t|^2 - B|\text{Im}t|^2) \quad (n \in \mathbb{N}, t \in \mathbb{R}).$$

Then the three following statements are equivalent.

(i) $f_n \stackrel{S}{\rightarrow} 0$.

(ii) $f_n \rightarrow 0$ (i.e. $(f_n, g) \rightarrow 0$ (n + m) for every $g \in L^2_0(\mathbb{R}))$.

(iii) $f_n(t) \rightarrow 0$ (n + m) for every $t \in \mathbb{R}$.

**PROOF.** It follows from 1.7 (iii) that there is an $\epsilon > 0$ and an $M > 0$ such
that for every $n \in \mathbb{N}$ there is an $h_n \in S$ with $f_n = N h_n$, $\|h_n\| \leq M$. Hence

$$|\langle f_n, \psi_k \rangle| \leq M e^{-\epsilon|k|^2} \quad (k \in \mathbb{N}_0, n \in \mathbb{N}).$$

Obviously (i) $\Rightarrow$ (iii). Also, by Lebesgue’s theorem on dominated conver-
gence, (iii) $\Rightarrow$ (ii). We show that (ii) $\Rightarrow$ (i). Assume that $f_n \rightarrow 0$. Write

$$\epsilon = \alpha + \beta \quad (\alpha > 0, \beta > 0),$$

and let $g_n = N h_n (n \in \mathbb{N})$. Then

$$|\langle g_n, \psi_k \rangle| \leq M e^{-\alpha|k|^2} \quad (k \in \mathbb{N}_0, n \in \mathbb{N}),$$

and $(g_n, \psi_k) = e^{-(k+1)\alpha} \langle f_n, \psi_k \rangle = 0$ if

$n \rightarrow \infty \quad (k \in \mathbb{N}_0)$. It easily follows that

$$\|g_n\|^2 \leq \sum_{k=0}^{\infty} |\langle g_n, \psi_k \rangle|^2 \rightarrow 0 \quad \text{if} \quad n \rightarrow \infty.$$ 

Hence $f_n \rightarrow 0$ by 1.7 (iii).

**EXAMPLE.** If $f \in S$, then

$$\sum_{k=0}^{n} \langle f, \psi_k \rangle \psi_k \stackrel{S}{\rightarrow} f.$$
1.14. The space $S$ may be identified with the space $\mathcal{S}_a$ studied in [GSII], IV, §2.3. This space consists of all complex-valued functions $\varphi$ defined on the reals that have derivatives of any order, and that satisfy inequalities of the type

$$|x^k \varphi^{(q)}(x)| \leq C A_k B_k k! k^q \quad (x \in \mathbb{R}, k \in \mathbb{N}_0, q \in \mathbb{N}_0)$$

where $C > 0, A > 0, B > 0$ depend on $\varphi$. It is proved in [GSII], IV, §2.3 that such a $\varphi$ is the restriction to $\mathbb{R}$ of an element of $S$. Conversely, if $\varphi \in S$, then the restriction of $\varphi$ to $\mathbb{R}$ satisfies inequalities of the type $(*)$, and belongs to $\mathcal{S}_a$ ([GSII], IV, §7.5).

Convergence in $\mathcal{S}_a$ is defined as follows. A sequence $\{\varphi_n\}_{n \in \mathbb{N}}$ is said to converge to zero if $\varphi_n^{(q)}(x) \to 0$ locally uniformly in $x \in \mathbb{R}$ for every $q \in \mathbb{N}_0$, and if there are numbers $C > 0, A > 0, B > 0$ such that the inequalities in $(*)$ hold for all $\varphi = \varphi_n$ ($n \in \mathbb{N}_0$).

It can be proved (by a careful inspection of the proofs in [GSII], IV, §2.3 and [GSIII], IV, §7.5) that a sequence $\{\varphi_n\}_{n \in \mathbb{N}}$ converges to zero in $\mathcal{S}_a$ if and only if the sequence of analytic continuations converges to zero in $S$.

It is proved in [Ha], VIII, §29.3 that $\mathcal{S}_a$ can be regarded as a nuclear space (cf. also [H1]); we shall give an alternative proof of this fact in section 2 of this appendix.

1.15. Now we define convergence in the space $S^* (S^*-\text{convergence})$. If $\{F_n\}_{n \in \mathbb{N}}$ is a sequence in $S^*$, then we write $F_n \overset{S^*}{\to} F$ if $F_n \overset{S}{\to} F$ for every $n > 0$.

If $F \in S^*$ and $\{F_n\}_{n \in \mathbb{N}}$ is a sequence in $S^*$, then we write $F_n \overset{S^*}{\to} F$ if $F_n \overset{S}{\to} F$. In a similar way we define $S^*$-convergence of series.

In [H1], 24.4 the following theorem is proved. If $\{F_n\}_{n \in \mathbb{N}}$ is a sequence in $S^*$, then there is an $F \in S^*$ with $F_n \overset{S^*}{\to} F$ if and only if the sequence $(\langle F, \varphi \rangle)_{\varphi \in \mathcal{S}}$ is convergent for every $\varphi \in S$.

**EXAMPLE.** If $F \in S^*$, then $\text{emb}\{\varphi_n\}_{\varphi \in \mathcal{S}} \overset{S^*}{\to} F$.

1.16. The following theorem expresses continuity of $(\cdot, \cdot)$ as a mapping of $S^* \times S$ in $\mathcal{S}$.

**THEOREM.** Let $F \in S^*$, and let $\{F_n\}_{n \in \mathbb{N}}$ be a sequence in $S^*$ with $F_n \overset{S}{\to} F$. Let $f \in S$, and let $\{f_n\}_{n \in \mathbb{N}}$ be a sequence in $S$ with $f_n \overset{S}{\to} f$. Then we have $(F_n, f_n) \overset{S^*}{\to} (F, f)$ ($n \to \infty$).
PROOF. Let \( a > 0, g \in S, g_n \in S \) be such that \( f = N g, f_n = N g_n \ (n \in \mathbb{N}) \),
\( g_n \overset{S}{\to} g \) (cf. 1.12). Now we have for \( n \in \mathbb{N} \)

\[
\| (f_n, f) - (F, f) \| \leq \| (f_n, f_n - F) \| + \| (F_n - F, f) \|;
\]

the first term is at most \( \| N g \| \| g_n - g \| \), and the second one is at most
\( \| N g - N g_n \| \| f_n - f \| \). We easily infer from the definitions 1.12 and 1.15 that
\( (f_n, f_n) - (F, f) \to 0 \ (n \to \infty) \).

1.17. We devote some attention to smooth functions and generalized functions
of \( n \) complex variables \((n \in \mathbb{N})\). The previous definitions and theorems can
be formulated and proved (with proper modifications) for the \( n \)-dimensional
case. The class \( S^n \), e.g., is defined as the set of all complex-valued func-
tions \( f \), analytic in its \( n \) variables, for which there exist positive numbers
\( M, A \) and \( B \) such that

\[
\| f(t_1, \ldots, t_n) \| \leq M \exp \left( -\alpha B \sum_{k=1}^{B} (Re_t)^2 + \beta B \sum_{k=1}^{B} (Im_t)^2 \right)
\]

for \((t_1, \ldots, t_n) \in \mathbb{C}^n\).

As an example of a smooth function of \( n \) variables we have

\[
f_{t_1} \ast \ldots \ast f_{t_n} = \prod_{k=1}^{n} f_{t_k}(t_k),
\]

where \( f_{t_1}, \ldots, f_{t_n} \in S \).

On \( S^n \) we take the ordinary inner product of \( L_2(\mathbb{R}^n) \), and denote it by
\((, )\) (or \((, )_n\) if confusion is excluded).

The classes \( S^N \) and \( S^N^* \) (of embeddable and generalized functions respec-
tively) are introduced in a similar way (the smoothing operator \( \mathcal{N}_{a,n} \) \((a > 0)\)
\) is an integral operator with kernel

\[
K_{a,n}(t) = \prod_{k=1}^{n} K_{a}(t_k).
\]

If \( f \in S^N \), we write \( \text{emb}(f) \) for the generalized function \( \prod_{a>0} \mathcal{N}_{a,n} f \).
As an example of a generalized function of \( n \) variables we have

\[
F_1 \otimes \ldots \otimes F_n = \bigwedge_{\mu > 0} F_1(\mu) \otimes \ldots \otimes F_n(\mu),
\]

where \( F_1 \in \mathcal{S}^*, \ldots, F_n \in \mathcal{S}^* \).

The \( n \)-dimensional version of 1.7 (iv) b) reads as follows. If \( f \in \mathcal{S}^* \), then there exists an \( \varepsilon > 0 \) such that \( (f, \psi_{k,n}) = o(e^{-\varepsilon |k_1| \ldots |k_n|}) \) \( (k = (k_1, \ldots, k_n) \in \mathbb{Z}_+^n) \). Here \( \psi_{k,n} \) denotes \( \psi_{k_1} \otimes \ldots \otimes \psi_{k_n} \) for \( k = (k_1, \ldots, k_n) \in \mathbb{Z}_+^n \). Also, if \( (c_k) \) is a multi-sequence in \( \mathcal{S} \) with \( c_k = \tilde{o}(e^{-\varepsilon |k_1| \ldots |k_n|}) \) \( (k = (k_1, \ldots, k_n) \in \mathbb{Z}_+^n) \) for some \( \varepsilon > 0 \), then the function \( f = \sum_{k \in \mathbb{Z}_+^n} c_k \psi_{k,n} \) is an element of \( \mathcal{S}^* \), and \( (f, \psi_{k,n}) = o_k (k \in \mathbb{Z}_+^n) \).

We have a similar result for generalized functions of \( n \) variables (cf. 1.10).

\[ \text{2. CONVERGENCE AND TOPOLOGY IN THE SPACES } \mathcal{S} \text{ AND } \mathcal{S}^* \]

2.1. We introduce a number of topologies on \( \mathcal{S} \) and \( \mathcal{S}^* \). These topologies turn out to be compatible with the notions of sequential convergence in \( \mathcal{S} \) and \( \mathcal{S}^* \) (cf. 1.12 and 1.15).

2.2. Definition. The weak topology on \( \mathcal{S} \) is the linear topology generated by all sets of the form \( \{ f \in \mathcal{S} \mid (f,F) < 0 \} \), where \( F \in \mathcal{S}^* \) and \( O \) is an open subset of \( \mathbb{F} \). The weak topology on \( \mathcal{S}^* \) is the linear topology generated by all sets of the form \( \{ f \in \mathcal{S}^* \mid (F,f) > 0 \} \), where \( f \in \mathcal{S} \) and \( O \) is an open subset of \( \mathbb{F} \).

It is easy to see that both \( \mathcal{S} \) and \( \mathcal{S}^* \) are locally convex topological Hausdorff spaces with the respective weak topologies.

If \( (F_n) \in \mathcal{S}^* \) is a sequence in \( \mathcal{S}^* \), then \( F_n \rightharpoonup F \) if and only if \( F_n \rightharpoonup F \) in weak sense (cf. 1.19). The corresponding statement holds for the space \( \mathcal{S}^* \).

The proof of it is postponed until 2.3.

2.3. We introduce on \( \mathcal{S}^* \) a stronger topology. This topology is associated with a countable number of inner product norms on \( \mathcal{S}^* \).

Definition. For \( n \in \mathbb{N} \) we define \( (, )^{(n)} : \mathcal{S}^* \times \mathcal{S}^* \to \mathbb{F} \) by

\[
(F,G)^{(n)} := (F, \tilde{G})^n, \quad (F, G) \in \mathcal{S}^*, \quad (F, G) \in \mathcal{S}^*,
\]

where \( (, ) \) denotes the ordinary inner product in \( L_2(\mathbb{R}) \) (recall that
\( f(a) = F = N_{a} F \) for \( F \subseteq S^{n} \), \( a > 0 \). The corresponding norm is denoted by \( \| \cdot \|^{(n)} \). The strong topology on \( S^{n} \) is the linear topology generated by all sets of the form \( \{ F \subseteq S^{n} \mid \| F \|^{(n)} < \varepsilon \} \) where \( n \in \mathbb{N}, \varepsilon > 0 \).

It is not hard to prove that \( S^{n} \) is a Fréchet space with the strong topology: if we put
\[
d(F, G) := \sum_{n=1}^{\infty} \frac{\| F - G \|^{(n)}}{1 + \| F - G \|^{(n)}} 2^{-n} \quad (F, G \subseteq S^{n})\]
then \( (S^{n}, d) \) is a complete metric space, and the metric topology coincides with the strong topology.

We further note that the strong topology has a countable base, viz.
\[
\{(F \subseteq S^{n} \mid \| F - F_{0} \|^{(n)} < \varepsilon) \mid n \in \mathbb{N}, F_{0} \subseteq G, F_{0} \subseteq T\} \text{ the set of all embeddings of finite linear combinations of Hermite functions with rational coefficients.}
\]

It is easy to see that the strong topology on \( S^{n} \) is really stronger than the weak topology.

It follows from 1.14 that weak and strong sequential convergence in \( S^{n} \) are equivalent. Hence, strong sequential convergence is equivalent to \( S^{n} \)-convergence.

2.4. Other properties of \( S^{n} \) with the strong topology are perfectness (cf. [GSII], Ch. 1, §3.1), and nuclearity (cf. [GO], Ch. I, §3.2). The latter property is of interest for us, and we shall therefore say what nuclearity means for our case and present a detailed proof of nuclearity of \( S^{n} \).

Denote by \( \bar{s}_{\infty}^{(n)} \) the completion of \( S^{n} \) with respect to the norm \( \| \cdot \|^{(n)} \) \( (n \in \mathbb{N}) \). Then \( \bar{s}_{\infty}^{(n)} \) is a Hilbert space in which the canonical embedding of \( S^{n} \) is dense (with respect to \( \| \cdot \|^{(n)} \)). Since \( \| \cdot \|^{(n)} \leq \| \cdot \|^{(n)} \) we can regard \( \bar{s}_{\infty}^{(n)} \) as a subset of \( \bar{s}_{\infty}^{(n)} \) \( (n \in \mathbb{N}, m \leq n) \). If we denote the canonical mapping of \( S^{n} \) into \( \bar{s}_{\infty}^{(n)} \) by \( \tau_{n}^{(n)} \) and the canonical mapping of \( \bar{s}_{\infty}^{(n)} \) into \( \bar{s}_{\infty}^{(m)} \) by \( \tau_{m}^{(n)} \); then both \( \tau_{n}^{(n)} \) and \( \tau_{m}^{(n)} \) are continuous, and \( \tau_{n}^{(n)} = \tau_{m}^{(n)} \tau_{m}^{(n)} \) \( (n \in \mathbb{N}, m \in \mathbb{N}, m \leq n) \).

In order to prove nuclearity of \( S^{n} \) with the strong topology, it suffices to show that for every \( z \in S_{\infty} \) the mapping \( \tau_{n}^{(n)} \) is nuclear. We shall therefore prove that there exist orthonormal sequences \( (f_{k})_{k} \in X_{0} \) and \( (g_{k})_{k} \in X_{m}^{(n)} \) respectively (of course with respect to the corresponding inner products), and a sequence \( (\lambda_{k})_{k} \in X_{0}^{(n)} \) with \( \lambda_{k} > 0 \), \( \sum_{k=0}^{\infty} \lambda_{k} < \infty \) such that...
\[ \sum_{m=1}^{\infty} f_m = \sum_{K=0}^{\infty} q_k (F, f_{x_k}) (m+1)^{-1} \psi_k \quad (F \in \tilde{S}^m). \]

Let \( m \in \mathbb{N} \), and define
\[ f_{x_k} = c^{(k+1)/(m+1)} \sum_{n=0}^{m} (F, f_{x_k}) (m+1)^{-1} \psi_k \quad (k \in \mathbb{N}_0), \]
\[ q_k = c^{(k+1)/m} \sum_{n=0}^{m} (F, f_{x_k}) (m+1)^{-1} \psi_k \quad (k \in \mathbb{N}_0). \]

It is not hard to prove that \((f_{x_k})_{k \in \mathbb{N}_0}\) and \((q_k)_{k \in \mathbb{N}_0}\) are orthonormal sequences in \( \tilde{S}_m \) and \( S_m \), respectively, and we have for every \( F \in \tilde{S}^m \)
\[ \sum_{m=1}^{\infty} \sum_{n=0}^{m} (F, f_{x_k}) (m+1)^{-1} \psi_k = \sum_{k=0}^{\infty} \sum_{n=0}^{m} (F, f_{x_k}) (m+1)^{-1} \psi_k = \sum_{k=0}^{\infty} \sum_{n=0}^{m} \exp((k+1)((m+1)^{-1} - m^{-1}))(m+1)^{-1} \exp((k+1)((m+1)^{-1} - m^{-1})) q_k. \]

Since \( \tilde{S}_m \) is dense in \( \tilde{S}^m \), the above formula extends to the entire space \( \tilde{S}^m \). Now convergence of \( \sum_{k=0}^{\infty} \exp((k+1)((m+1)^{-1} - m^{-1})) q_k \) shows nuclearity of \( S^m \).

2.5. We are now able to prove the following result on \( S\)-convergence.

**Theorem.** Let \((f_n)_{n \in \mathbb{N}}\) be a sequence in \( S \). Then \( f_n \overset{S}{\to} 0 \) if and only if \( f_n \overset{\tilde{S}}{\to} 0 \) weakly.

**Proof.** It is seen at once from 1.10 and 1.13 that \( f_n \overset{\tilde{S}}{\to} 0 \) implies \( f_n \overset{\tilde{S}}{\to} 0 \) \((m \to \infty)\) for every \( F \in S^m \). Hence \( f_n \overset{\tilde{S}}{\to} 0 \) implies \( f_n \overset{\tilde{S}}{\to} 0 \) weakly.

Now assume that \( f_n \overset{\tilde{S}}{\to} 0 \) weakly. Then \( \{(F, f_n)\}_{n \in \mathbb{N}} \) is a bounded sequence for every \( F \in S^m \). Hence \( S^m = \bigcup_{K \subset \mathbb{N}} V_K \), where
\[ V_K = \{ F \in S^m \mid \| (F, f_n) \| \leq K \quad (n \in \mathbb{N}) \} \quad (K \in \mathbb{N}). \]

As \( S^m \), with the strong topology, is a space of second category (this follows from 2.3), we can find a strongly open set \( U \) and a \( K_0 \subset \mathbb{N} \) such that \( V_{K_0} \) is dense in \( U \). This \( U \) contains a set \( \{ F \in S^m \mid \| F - F_0 \| < \delta_0 \} \).
with some $\delta_0 > 0$, $F_0 \subseteq S^*$, $n \in \mathbb{N}$. It is not hard to see that every $F \subseteq S^*$ with \[ |F - F_0| \leq \frac{1}{2} \] satisfies \[ |\{F, F_m\} \subseteq K_0 \] for every $m \in \mathbb{N}$. Hence we can find a constant $C$, viz. $2b_0^{-1} \sup_{\mathcal{M} \in \mathcal{M}} |\{F_0, F_m\} \subseteq K_1|$, such that

\[ (*) \quad |(F, F_m)| \leq C \|F\|^{(n)} \quad (m \in \mathbb{N}, F \subseteq S^*). \]

Now take $F = \delta(t)$ (with $t \in \mathcal{C}$) in $(\ast)$. We then get (cf. 1.11 (ii))

\[ |f_m(t)|^2 \leq C^2 \|F\|^2 \delta(t)^2_\mathcal{M} \leq C^2 \|F\|^2 \delta(t)(\mathcal{C}) \leq \]

\[ \leq M^2 \exp(-mA|\text{det}(A)|^2 + \pi B|\text{det}(B)|^2) \]

for some $M > 0$, $A > 0$, $B > 0$, independent of $t \in \mathcal{C}$, $m \in \mathbb{N}$. We have by weak convergence $f_m(t) = f_m(t) \to 0$ as $m \to \infty$ for every $t \in \mathcal{C}$. Hence, by theorem 1.13, $f_m \to 0$.

2.5. We shall introduce a topology on $S$ by considering $S$ as the union of the subspaces $S_n = S_{n-1}^* (n \in \mathbb{N})$. For $n \in \mathbb{N}$ we introduce the inner products $(\cdot, \cdot)_n$ on $S_n^*$ by

\[ (F, G)_n = \left( F(-\frac{1}{n} + \frac{1}{n}) + G(-\frac{1}{n} + \frac{1}{n}) \right) \quad (F \subseteq S_n^*, G \subseteq S_n^*). \]

It is obvious how to define $F(-\frac{1}{n} + \frac{1}{n})$ for $F \subseteq S_n^*, n \in \mathbb{N}$. Now $S_n^*$ is a nuclear space.

Let $n \leq m$. It is obvious that $S_n^* \subseteq S_m^*$ and that the topology on $S_n^*$ is finer than the topology on $S_m^*$ induced by the topology on $S_n^*$, since $S = \cup_{n=1}^\infty S_n^*$, it makes sense to endow $S$ with the inductive limit topology, i.e., the finest locally convex topology $\tau$ on $S$ such that for every $n \in \mathbb{N}$ the topology on $S_n^*$ is finer than the topology on $S_n^*$ induced by $\tau$ (cf. [PW], 43.2).

It is not hard to see that $\tau$ is finer than the weak topology on $S$. Hence, if $f_m \in S$ ($m \in \mathbb{N}$) and $f_m \to 0$ in the sense of $\tau$, then $f_m \to 0$ weakly. On the other hand, if $f_m \in S$ ($m \in \mathbb{N}$) and $f_m \to 0$ weakly, then (by 2.5) $f_m \to 0$.

Hence $f_m \to 0$ in the sense of the topology of one of the spaces $S_n^*$ (cf. 1.1.12). Since the latter topology is finer than the one on $S_n^*$ induced by $\tau$, we conclude that $f_m \to 0$ in the sense of $\tau$. 
We finally remark that $S$ (with the topology $\tau$) is a nuclear space according to the definition used in [FW], §27.1 (this follows from 2.4 and [FW], §27, Satz 2.8).

3. CONTINUOUS LINEAR FUNCTIONALS OF $S$ AND $S^*$

3.1. In this section we study continuous linear functionals of $S$ and $S^*$. It will turn out to be of no concern which one of the topologies of section 2 on $S$ (or $S^*$) is taken to define continuity. We also consider bi-linear functionals defined on the product space $S \times S$ that are continuous both variables separately, and we shall prove the kernel theorem and a theorem on convergence in $S^{2*}$.

3.2. DEFINITION. A linear functional $L$ of $S$ is called continuous if $L f_n \to 0 \ (n \to \infty)$ for every sequence $(f_n)_{n \in \mathbb{N}}$ in $S$ with $f_n \to 0$. A linear functional $L$ of $S^*$ is called continuous if $L f_n \to 0 \ (n \to \infty)$ for every sequence $(f_n)_{n \in \mathbb{N}}$ in $S^*$ with $f_n \to 0$.

3.3. THEOREM. Let $L$ be a linear functional on $S$. Then continuity of $L$ (in the sense of definition 3.2) is equivalent to each of the three following statements.

(i) There is an $F \in S^*$ such that $L f = \langle f, F \rangle \ (f \in S)$.

(ii) $L$ is continuous with respect to the weak topology.

(iii) $L$ is continuous with respect to the topology $\tau$ (cf. 2.6).

PROOF. (i) Assume that $L$ is continuous in the sense of definition 3.2. It is easy to see that $\|f\|_{L_2(\mathfrak{M})} \leq C_0 \|f\|_{L_1(\mathfrak{M})}$ for every $f \in S$. Hence, for every $\varepsilon > 0$, there is a $C_0 > 0$ such that $\|f\|_{L_2(\mathfrak{M})} \leq C_0 \|f\|_{L_1(\mathfrak{M})}$. According to [81], theorem 22.2 (note that $L$ is quasi-bounded; cf. [81], section 22) there is an $F \in S^*$ such that $L f = \langle f, F \rangle$ for every $f \in S$.

It is seen at once from 1.16 that $L$ is continuous in the sense of definition 3.2 if there is an $F \in S^*$ such that $L f = \langle f, F \rangle$ for every $f \in S$.

(ii) It follows from (i) and 2.5 that $L$ is continuous in the sense of definition 3.2 if and only if $L$ is weakly continuous.

(iii) Let $L$ be continuous in the sense of definition 3.2. It follows from (ii) that $L$ is weakly continuous, and hence continuous with respect to $\tau$ (since $\tau$ is finer than the weak topology).

On the other hand, if $L$ is continuous with respect to $\tau$, then $L f_n \to 0$.
(n \to \infty) for every sequence \((f_n)_{n \in \mathbb{N}}\) in \(S\) with \(\sum_{n} f_{n} = 0\) (since \(S\)-convergence of a sequence is equivalent to convergence in the sense of \(\tau\)). Hence, \(L\) is continuous in the sense of definition 3.2.

COROLLARY. If \((L_{n})_{n \in \mathbb{N}}\) is a sequence of continuous linear functionals of \(S\) such that \((L_{n}f)_{n \in \mathbb{N}}\) converges for every \(f \in S\), then \(\lim_{n \to \infty} L_{n}f\) is a continuous linear functional of \(S\). To show this, let \(n \in \mathbb{N}\) and take \(F \in S^{*}\) such that \(L_{n}f = \langle f, F \rangle\) for \(f \in S\). The sequence \((L_{n}F)_{n \in \mathbb{N}}\) converges in \(S^{*}\)-sense to an \(F \in S^{*}\) (cf. 1.15). Hence \(\lim_{n \to \infty} L_{n}f = \langle f, F \rangle\) for \(f \in S\).

3.4. THEOREM. Let \(L\) be a linear functional of \(S^{*}\). Continuity of \(L\) (in the sense of definition 3.2) is equivalent to each of the three following statements.

(i) There is an \(F \in S\) such that \(LF = \langle F, f \rangle\) for \(f \in S^{*}\).

(ii) \(L\) is continuous with respect to the weak topology.

(iii) \(L\) is continuous with respect to the strong topology.

PROOF. (i) If \(L\) is continuous in the sense of 3.2, then, by [31], appendix 1, theorem 3.7, there exists an \(F \in S\) with \(LF = \langle F, f \rangle\) for \(f \in S^{*}\).

If \(f \in S\), then \(L_{F, \mathbb{R}} \circ \langle \cdot, f \rangle\) is continuous in the sense of 3.2 by 1.16.

(ii) It follows from (i) and equivalence of sequential weak convergence and \(S^{*}\)-convergence that \(L\) is continuous in the sense of 3.2 if and only if \(L\) is continuous with respect to the weak topology.

(iii) Since \(S^{*}\) is a Fréchet space with the strong topology, \(L\) is strongly continuous if and only if \(LF = \langle F, f \rangle\) for every sequence \((f_{n})_{n \in \mathbb{N}}\) with \(F \in S^{*}\) strongly convergent. By 2.3 we conclude that \(L\) is strongly continuous if and only if \(LF = \langle F, f \rangle\) for every sequence \((f_{n})_{n \in \mathbb{N}}\) with \(F \in S^{*}\).

COROLLARY. If \((L_{n})_{n \in \mathbb{N}}\) is a sequence of continuous linear functionals of \(S^{*}\) such that \((L_{n}f)_{n \in \mathbb{N}}\) converges for every \(f \in S^{*}\), then \(\lim_{n \to \infty} L_{n}f\) is a continuous linear functional of \(S^{*}\). This follows from a slight generalization of theorem 2.5 (cf. the proof of 3.3, corollary).

3.5. We next consider bi-linear functionals defined on \(S \times S\). A mapping \(B\) of \(S \times S\) into \(\mathbb{S}\) is called bi-linear if it is linear in each variable separately. The following lemma will be needed in the proofs of theorem 3.6 and 3.7.

LEMMA. Let \(B_{n}\) be a bi-linear functional defined on \(S \times S\), and assume that \(B_{n}\) is continuous in each variable separately \((n \in \mathbb{N})\). Assume that \((B_{n}(f,g))_{n \in \mathbb{N}}\) converges for every \(f \in S, g \in S\). Then there exists exactly
one \( F \in \mathbb{S}^{2\pi} \) such that \( (f \otimes g, F) = \lim_{n \to \infty} B_n (f, g) \).

**Proof.** Let \( a > 0 \), and consider for every \( g \in L_2 (\mathbb{R}) \) the collection
\[
\{ |f| L_2 (\mathbb{R}) B_n (N f, g) \mid n \in \mathbb{N}, \| f \| = 1, \| g \| = 1 \} \text{ of bounded linear functionals of } L_2 (\mathbb{R}) .
\]
For every \( f \in L_2 (\mathbb{R}) \) there is an \( M > 0 \) such that \( |B_n (N f, g)| \leq M \) \( (n \in \mathbb{N}) \).

By the Banach-Steinhaus theorem there is an \( M > 0 \) such that
\[
|B_n (N f, g)| \leq M \| f \| (n \in \mathbb{N}, f \in L_2 (\mathbb{R})) .
\]

Next consider the collection \( \{ |f| L_2 (\mathbb{R}) B_n (N f, g) \mid f \in L_2 (\mathbb{R}), \| f \| = 1, n \in \mathbb{N} \} \) of bounded linear functionals of \( L_2 (\mathbb{R}) \). According to what was proved above these functionals are pointwise bounded. Hence, again by the Banach-Steinhaus theorem, there is an \( M > 0 \) such that
\[
|B_n (N f, g)| \leq M \| g \| (n \in \mathbb{N}, f \in L_2 (\mathbb{R}), \| f \| = 1, g \in L_2 (\mathbb{R})) .
\]

We now proved that to every \( a > 0 \) there exists an \( M > 0 \) such that
\[
|B_n (N f, g)| \leq M
\]
for every \( n \in \mathbb{N}, f \in L_2 (\mathbb{R}) \), \( g \in L_2 (\mathbb{R}) \) with \( \| f \| = \| g \| = 1 \). In particular we get
\[
(\ast) \quad \forall n > 0 \exists \delta > 0 \forall \| f \| = \| g \| = 1 \quad \left[ |B_n (\psi, \phi) | \leq M \delta \right] \left( k \in \mathbb{Z}_0^+, f \in \mathbb{Z}_0^+ \right) .
\]

Next define \( c_{k, l} := \lim_{n \to \infty} B_n (\psi, \phi) \) \( (k \in \mathbb{Z}_0^+, f \in \mathbb{Z}_0^+) \). Then \( c_{k, l} = 0 \) \( (k \in \mathbb{Z}_0^+, f \in \mathbb{Z}_0^+) \) for every \( \varepsilon > 0 \). Hence
\[
F := \sum_{k = 0}^{\infty} \sum_{|l| = 0}^{\infty} c_{k, l} N_{\kappa} \psi \cdot N_{\kappa} \phi
\]
is an element of \( \mathbb{S}^{2\pi} \) (cf. 1.17).

Let \( f \in S, g \in S \). We shall show that \( (f \otimes g, F) = \lim_{n \to \infty} B_n (f, g) \). For \( n \in \mathbb{N} \) we have (by continuity of \( B_n \) with respect to the first variable)
\[
B_n (f, g) = B_n \left( \sum_{k = 0}^{\infty} (f, \psi) \cdot \phi_k (g) \right) = \sum_{k = 0}^{\infty} (f, \psi) \cdot B_n (\phi_k (g)).
\]

Also (by continuity of \( B_n \) with respect to the second variable)
\[ h_n(f, g) = \sum_{k=0}^{m} (f, \psi_k^*) \left( \sum_{l=0}^{m} B_n(\psi_k, \psi_l^*) (g, \psi_l) \right). \]

Rewriting the repeated series as a double one (cf. (\ast)) and using
\[(f, \psi_k^*) (g, \psi_l) = (f \otimes g, \psi_k \otimes \psi_l) \quad (k, l \in \mathbb{N}_0), \]we get
\[B_n(f, g) = \sum_{k=0}^{m} \sum_{l=0}^{m} B_n(\psi_k, \psi_l^*) (f \otimes g, \psi_k \otimes \psi_l).\]

If we take \(n \to \infty\), then we find by (\ast)
\[\lim_{n \to \infty} B_n(f, g) = \lim_{n \to \infty} \sum_{k=0}^{m} \sum_{l=0}^{m} B_n(\psi_k, \psi_l^*) (f \otimes g, \psi_k \otimes \psi_l) = (f \otimes g, F)\]
(also cf. 1.10).

It is obvious that there is at most one \(F \in \mathbb{S}^{2^*}\) with \((f \otimes g, F) = \lim_{n \to \infty} B_n(f, g)\) for every \(f \in S, g \in S\).

REMARK. In a similar way as the above lemma the following fact can be proved.

Let \(R\) be a Banach space, and let \(B : S \times S \to R\) be a bi-linear mapping, continuous in each variable separately (\(n \in \mathbb{N}\)). Assume that \((B_n(f, g))_{n \in \mathbb{N}}\) converges for every \(f \in S, g \in S\). Then there is a continuous linear mapping \(\mathbb{S} \to R\) such that \(B(f, g) = \lim_{n \to \infty} B_n(f, g)\) for every \(f \in S, g \in S\).

3.6. The kernel theorem is an immediate consequence.

THEOREM. Let \(B\) be a bi-linear functional defined on \(S \times S\), and assume that \(B\) is continuous in each variable separately. Then there exists exactly one \(F \in \mathbb{S}^{2^*}\) such that \((f \otimes g, F) = B(f, g)\) for every \(f \in S, g \in S\).

PROOF. Take \(B_n = B\) for \(n \in \mathbb{N}\) in theorem 3.5.

REMARK. Let \(F \in \mathbb{S}^{2^*}\). Then the bi-linear functional \(\gamma(f, g)_{S \times S} (f \otimes g, F)\) is continuous in each variable separately.

3.7. Another consequence of lemma 3.5 is the following theorem.

THEOREM. Let \((F_n)_{n \in \mathbb{N}}\) be a sequence in \(\mathbb{S}^{2^*}\). Then \((F_n)_{n \in \mathbb{N}}\) is \(\mathbb{S}^{2^*}\)-convergent if and only if \(\lim_{n \to \infty} (f \otimes g, F_n)\) exists for every \(f \in S, g \in S\).

PROOF. Assume that \(\lim_{n \to \infty} (f \otimes g, F_n)\) exists for every \(f \in S, g \in S\). By lemma 3.5 and 3.6, remark \(\gamma\), we can find an \(F \in \mathbb{S}^{2^*}\) such that \((f \otimes g, F) = \lim_{n \to \infty} (f \otimes g, F_n).\)
\[ \lim_{n \to \infty} (f * g_n) \] for \( f \in S, g \in S \). We have as in the proof of lemma 3.5

\[
V_{\epsilon} \supseteq \supseteq \{ (k \in \mathbb{N}, f_k, F_n) \} \leq \mathbb{N}^{(k+1)} \epsilon \{ k \in \mathbb{N}, f_k, F_n \}.
\]

From this it is not hard to prove that \( (h, F_n - F) \to 0 \) (n \to \infty) for every \( h \in S \). The theorem easily follows from the fact that \( F_n \to F \) if and only if \( F_n \to F \) weakly. \( \square \)

4. CONTINUOUS LINEAR OPERATORS OF S AND S\(^{\prime} \)

4.1. We quote the main results of [J1], appendix 1, section 2 and 3 about linear operators of S and S\(^{\prime} \). Again, it will turn out to be of no concern which one of the topologies of section 2 on \( S \) (or \( S' \)) is taken to define continuity. In the theory of continuous linear operators of \( S \) an important role is played by linear mappings of \( S \) into \( S \) with an adjoint that also maps \( S \) into \( S \).

4.2. DEFINITION. A linear operator \( T \) of \( S \) is called continuous if \( Tf_n \to 0 \) for every sequence \( (f_n) \) in \( S \) with \( f_n \to 0 \). A linear operator \( T \) of \( S' \) is called continuous if \( Tg_n \to 0 \) for every sequence \( (g_n) \) in \( S' \) with \( g_n \to 0 \).

4.3. DEFINITION. A linear operator \( T \) of \( S \) is said to have an adjoint if for every \( g \in S \) there is a \( g^* \in S' \) such that \( \langle Tf, g \rangle = \langle f, g^* \rangle \) for \( f \in S \).

If \( T \) has an adjoint, then the \( g^* \) of the above definition is uniquely determined by \( T \) and depends linearly on \( g \in S \). Hence \( S = \{ g \in S' : g^* \text{ is a linear operator of } S, \text{ called the adjoint of } T \} \).

4.4. The main results of [J1], appendix 1, section 2 are listed in the following theorem.

**THEOREM.** Let \( T \) be a linear operator of \( S \). The following statements are equivalent.

(i) \( T \) is continuous.
(ii) \( \sum_{f \in S} \langle Tf, f \rangle \) is a continuous linear functional of \( S \) for every \( f \in S \).
(iii) \( \sum_{f \in S} \langle Tf, f \rangle \) is a continuous linear functional of \( S \) for every \( f \in S \).
(iv) \( T \) is pointwise bounded for every sequence \( (f_n) \) in \( S \) with \( f_n \to 0 \).
(v) \( T_0 \) is a bounded linear operator of \( L_2(\mathbb{R}) \) for every \( a > 0 \).
(vi) For every \( a > 0 \) there exists a \( \beta > 0 \) and a bounded linear operator
\( T_\beta \) of \( L_2(\mathbb{R}) \) such that \( T_0 = T_\beta + T_\lambda \).
(vii) \( T_\lambda \) has an adjoint for every \( a > 0 \).

For the proof of this theorem we refer to [31], appendix 1, 2.2 through 2.9.

4.5. We give some further results on continuous linear operators of \( S \).

**Theorem.** Let \( T \) be a linear operator of \( S \). Then continuity of \( T \) (in the sense of definition 4.2) is equivalent to each of the three following statements.

(i) \( \lambda_{f \in S} (Tf, F) \) is a continuous linear functional of \( S \) for every \( F \in S^* \).

(ii) \( T \) is continuous with respect to the weak topology.

(iii) \( T \) is continuous with respect to the topology \( \tau \) of 2.6.

**Proof.** (i) If \( T \) is continuous in the sense of definition 4.2, then \( (Tf_n, F) \to 0 (n \to \infty) \) for every sequence \( f_n \) \( n \in \mathbb{N} \) in \( S \) with \( f_n \overset{\tau}{\to} 0 (F \in S^*) \). Hence \( \lambda_{f \in S} (Tf, F) \) is a continuous linear functional of \( S \) (\( F \in S^* \)).

On the other hand, if \( \lambda_{f \in S} (Tf, F) \) is a continuous linear functional for every \( F \in S^* \), and if \( (f_n) \) \( n \in \mathbb{N} \) is a sequence in \( S \) with \( f_n \overset{\tau}{\to} 0 \), then \( (Tf_n, F) \to 0 \) for every \( F \in S^* \), whence \( Tf_n \overset{\tau}{\to} 0 \) by theorem 2.5.

(ii) It is trivial that \( T \) is continuous with respect to the weak topology if and only if \( \lambda_{f \in S} (Tf, F) \) is a continuous linear functional of \( S \) for every \( F \in S^* \).

(iii) \( (S, \tau) \) is the inductive limit of the Fréchet subspaces \( S_n \) \( n \in \mathbb{N} \). Since every Fréchet space is a bornological space (cf. [FW], \$1.1.4.2 \). \( S \) is also a bornological space (cf. [FW], \$1.23, 2.9 \). Hence \( T \) is continuous with respect to \( \tau \) if and only if \( Tf_n \to 0 \) in the sense of \( \tau \) for every sequence \( f_n \) \( n \in \mathbb{N} \) in \( S \) with \( f_n \to 0 \) in the sense of \( \tau \) (cf. [FW], \$1.3.2 \). Now sequential convergence in the sense of \( \tau \) is the same as \( S \)-convergence (cf. 2.6). Hence \( T \) is continuous with respect to \( \tau \) if and only if \( T \) is continuous in the sense of definition 4.2.

4.6. **Definition.** Let \( T \) be a linear operator of \( S \). Then the operators \( T^* \) and \( T \) are defined respectively by

\[
\overline{Tf} = T^* \quad , \quad T_f = (Tf)_\perp \quad \text{(} f \in S \).
\]
where for $g \in S$

$$
\bar{g}_1 = \bigvee_{g \in \bar{g}} g(z), \quad \bar{g}_r = \bigvee_{z \in \bar{g}} g(\ast z).
$$

(Note that $\bar{g} \in S$, $g_1 \in S$ for $g \in S$.)

4.7. Theorem. (i) If $T$ is a continuous linear operator of $S$, then so are $\bar{T}$ and $T_-$.

(ii) If $T$ is a linear operator of $S$ with an adjoint, then $T$ is continuous, and so is $T^*$. Furthermore $T$ and $T_-$ have adjoints, and $(T^*)^* = (T_+^*)$, $(T_-)^* = - (T^*)^*$.

Proof. The first statement of (ii) follows from 4.4 (vii); the others are trivial.

4.8. All linear operators of $S$ occurring in practice (e.g., those of 1.7) are continuous. If one accepts the axiom of choice, one can give an example of a linear operator of $S$ that is not continuous (cf. also [31], 27.22).

The following theorem gives some closedness properties of the class of continuous linear operators of $S$.

Theorem. Let $\{T_n\}_{n \in \mathbb{N}}$ be a sequence of continuous linear operators of $S$.

(i) If $N \in \mathbb{N}$, and $P$ is a polynomial in $N$ variables, then $P(T_1, \ldots, T_N)$ is a continuous linear operator of $S$.

(ii) Assume that for every $f \in S$ there is a $T_f \in S$ such that $T_n f \to T f$ pointwise. Then $T$ is a continuous linear operator of $S$.

(iii) Assume that for every $f \in S$ there is a $T_f \in S$ such that $\text{emb}(T_n f) \to \text{emb}(T f)$ (cf. 1.11 (ii)). Then $T$ is a continuous linear operator of $S$.

Proof. By [J1], Appendix 1, 2.11 and 2.12 we only have to prove (iii). Let $g \in S$. Now $(Tf, g) = \lim_{n \to \infty} (T_n f, g)$ for every $f \in S$, whence $\psi_T (Tf, g)$ is a continuous linear functional of $S$ (cf. 3.3, corollary). It follows from theorem 4.4 (iii) that $T$ is continuous.

Remark. It can be proved that the inverse of a continuous linear bijection of $S$ is continuous.

4.9. As to continuous linear operators of $S_\mathbb{N}$ ($n \in \mathbb{N}$) the following remarks are in order. The previous definitions and theorems hold (with the proper modifications) also for the case of linear operators of $S_\mathbb{N}$. Let us restrict
ourselves for notational convenience to the case $n = 2$.

An important example of a continuous linear operator of $S^2$ is the operator $T_1^{(1)}$ (where $T_1$ is a continuous linear operator of $S$), defined by

$$T_1^{(1)} f := \int_{[z_1, z_2] \in \mathbb{S}^2} T_1(T f(t, z_2)) \, (z_1) \quad (f \in S^2).$$

Similarly, the operator $T_2^{(2)}$ (where $T_2$ is a continuous linear operator of $S$), defined by

$$T_2^{(2)} f := \int_{[z_1, z_2] \in \mathbb{S}^2} T_2(T f(z_1, t)) \, (z_2) \quad (f \in S^2),$$

is a continuous linear operator of $S^2$. It follows from a 2-dimensional version of 4.8 (1) that $T_1^{(1)} T_2^{(2)}$ (often denoted by $T_1 \otimes T_2$ and called the tensor product of $T_1$ and $T_2$) is a continuous linear operator of $S^2$. We also have $T_1^{(1)} T_2^{(2)} = T_2^{(2)} T_1^{(1)}$. For proofs we refer to [J1], appendix 1, 2.13.

The operator $T_0$ defined by $T_0 f = \int_{[x, y] \in \mathbb{S}^2} T(x, y) \, (f(x, y))$ for $f \in S^2$ is also an example of a continuous linear operator of $S^2$, and so is $T^{(2)} z_0$ (this example is closely related to the Wigner distribution).

4.10. We next consider continuous linear operators of $S^n$. The proof of the following theorem is almost the same as the one of theorem 4.5; we omit it.

**Theorem.** Let $T$ be a linear operator of $S^n$. Then continuity of $T$ (in the sense of definition 4.2) is equivalent to each of the following statements.

(i) $T f \in S^n$ for every $f \in S$.

(ii) $T$ is continuous with respect to the weak topology.

(iii) $T$ is continuous with respect to the strong topology.

**Corollary.** If $T$ is a continuous linear operator of $S^n$, then there is a continuous linear operator $\widetilde{T}$ of $S$ such that $(T f, g) = (\widetilde{T} f, g)$ for $f \in S^n$, $g \in S$.

To show this, let $g \in S$. By (i) of the above theorem and 3.4 (1) there is exactly one $g \in S$ with $(T f, g) = (\widetilde{T} f, g)$ for $f \in S^n$. It is easy to show that $\widetilde{T}$ depends linearly and continuously on $g$. Hence, $\widetilde{T} = g \cdot f$ satisfies the requirements.
4.11. Theorem 3.2 of [J1], appendix 1, section 3, reads as follows.

THEOREM. If $T$ is a linear operator of $S$ with an adjoint $T^*$, then it is possible to extend $T$ to a continuous linear operator $T_1$ of $S^*$ such that

$$T_1(\text{emb}(f)) = \text{emb}(Tf)$$

$$T_1(F, g) = (F, T^*g)$$

$(f \in S), (F \in S^*, g \in S)$.

Furthermore, such an extension is unique.

We shall denote the extended operator by $T$ again.

There is a certain converse of this theorem (cf. [J1], appendix 1, 3.8): if $T$ is a linear operator of $S$ that is extended to a continuous linear operator $T_1$ of $S^*$ such that $T_1(\text{emb}(f)) = \text{emb}(Tf)$ $(f \in S)$, then $T$ has an adjoint.

4.12. DEFINITION. Let $T$ be a linear operator of $S^*$. Then the operators $\overline{T}$ and $T_-$ are defined respectively by

$$\overline{T}F = \text{emb}(TF), T_-F = (TF)_-$$

$(F \in S^*)$.

where for $G \in S^*$ (cf. 4.6)

$$G = \overline{G}, G = \overline{G}$$$G$,$ \overline{G}$,

(Note that $\overline{G} \in S^*$, $G \in S^*$, and that $(\overline{G}, g) = (G, \overline{g})$, $(G, \overline{g}) = (G, \overline{g})$ for $G \in S^*$, $g \in S$.)

4.13. THEOREM. (i) If $T$ is a continuous linear operator of $S^*$, then so are $\overline{T}$ and $T_-$.

(ii) If $T$ is the extension of a linear operator $T_1$ of $S$ with an adjoint, then $\overline{T}$ and $T_-$ are the extensions of $\overline{T_1}$ and $(T_1)_-$ respectively (cf. 4.7 (ii)).

PROOF. Almost trivial.

4.14. The proof of the following theorem is almost the same as the one of (i) and (iii) of theorem 4.6; we omit it.

THEOREM. Let $(T_n)_{n \in \mathbb{N}}$ be a sequence of continuous linear operators of $S^*$.

(i) If $N \in \mathbb{N}$, and $P$ is a polynomial in $N$ variables, then $P(T_1, \ldots, T_N)$ is a continuous linear operator of $S^*$. 


(11) Assume that for every $P \in S^a$ there is a TF $\in S^a$ such that
$T_n P = T_n F$. Then $T$ is a continuous linear operator of $S^a$.

REMARK. It can be proved that the inverse of a continuous linear bijection
of $S^a$ is continuous.

4.15. EXAMPLE. The operators $U_a, V, T_a (a \in \mathbb{R}), R_0 (b \in \mathbb{R}), R_0 (\lambda \neq 0)$, $P, Q$
have adjoints, so they can be extended to continuous linear operators of $S^a$.
The same holds for the convolution and multiplication operators of appendix 2.

We note that relations between linear operators of $S$ with an adjoint
remain valid after extension to $S^a$. E.g., we have $g TF = PFP$ for every
$F \in S^a$.

4.16. We make the following remarks about linear operators of $S^{2n}$ ($n \in \mathbb{N}$).
The definitions and theorems of 4.10 through 4.15 can be given (with proper
modifications) for the case of linear operators of $S^{2n}$. For notational
convenience we shall restrict ourselves to the case $n = 2$.

An important example of a linear operator of $S^2$ with an adjoint is the
operator $T^{(1)}_1$ (cf. 4.9), where $T_1$ is a linear operator of $S$ with an adjoint.
Then $(T^{(1)}_1)^* = (T^{(1)}_1)^*$, and a similar thing holds for $T^{(2)}_2$, where $T_2$ is a
linear operator of $S$ with an adjoint. We note that $T^{(1)}_1 T^{(2)}_2 = T^{(2)}_2 T^{(1)}_1$
holds for the extended operators; we write $T_1 \otimes T_2$ instead of $T^{(1)}_1 T^{(2)}_2$ or
$T^{(2)}_2 T^{(1)}_1$. As an example we mention that every $P \in S^{2n}$ is differentiable in
both variables, and that the order of differentiation is immaterial:
$\frac{\partial P}{\partial x} = \frac{\partial P}{\partial y}$. For the proofs we refer to [31], appendix 1, 3.12.

As examples of extendable linear operators of $S^2$ we further mention
$\zeta_0$ and $F_0 \otimes T_1$ (cf. the end of 4.9).

5. $S^a$ AS A MEASURE SPACE

5.1. DEFINITION. $\Lambda^a$ is the $\sigma$-algebra on $S^a$ generated by the weak topology.

5.2. It is useful to have alternative descriptions of the $\sigma$-algebra $\Lambda^a$. Let
$\Lambda^{\alpha}_1$ be the $\sigma$-algebra on $S^a$ generated by the strong topology, and let $\Lambda^{\alpha}_2$
be the $\sigma$-algebra on $S^a$ generated by all sets of the form $(F \mid F_\alpha (t) \leq 0)$, where
$\alpha > 0$, $t \in \mathbb{R}$, $C$ on open set in $\mathbb{C}$.

THEOREM. $\Lambda^{\alpha}_1 = \Lambda^a = \Lambda^{\alpha}_2$. 
PROOF. (i) Let $A$ be a strongly open set in $S^*$ of the form

$$\{F \in S^* \mid \|N_a(F - F_0)\| < \epsilon\},$$

where $a > 0$, $\epsilon > 0$, $F_0 \in S^*$. This $A$ consists of all $F \in S^*$ with

$$\sum_{k=0}^{\infty} \left(\frac{\|N_{a/2^k}F - N_{a/2^k}F_0\|}{2^k}\right)^{2^k} < \epsilon^2.$$  

Since the mapping $\psi_{F_0} : \sum_{k=0}^{\infty} \left(\frac{\|N_{a/2^k}F - N_{a/2^k}F_0\|}{2^k}\right)^{2^k} \rightarrow e^{-(2k+1)a} < \epsilon^2$. Since the mapping $\psi_{F_0} : \sum_{k=0}^{\infty} \left(\frac{\|N_{a/2^k}F - N_{a/2^k}F_0\|}{2^k}\right)^{2^k} \rightarrow e^{-(2k+1)a}$ is $\lambda^*$-measurable, we conclude that $A \in \lambda^*$.

Now let $B$ be any strongly open set in $S^*$. Since the strong topology of $S^*$ has a countable base of sets of the form $\{F \mid \|N_{a/2^k}F - N_{a/2^k}F_0\| < \epsilon\}$ with $a > 0$, $\epsilon > 0$, $F_0 \in S^*$ (cf. 2.3), we easily infer that $B \in \lambda^*$. Hence $\lambda^*_1 \subseteq \lambda^*$.

On the other hand, the strong topology of $S^*$ is finer than the weak topology, whence $\lambda^*_1 \subseteq \lambda^*_2$. Therefore $\lambda^*_1 = \lambda^*_2$.

(ii) Let $a > 0$, $\epsilon > 0$, and let $0$ be an open set in $\mathcal{C}$. Since $P_0(t) = (\psi_{F_0}(t) - \psi(t))_a \in S^*$ and $(\psi_{F_0}(t - \psi(t))_a \in S^*$, we infer that $\psi_{P_0(t)}F_0(t) \in \lambda^*$ is $\lambda^*$-measurable, whence $\{F \mid F_0(t) \in 0\} \in \lambda^*$. Therefore $\lambda^*_2 \subseteq \lambda^*$.

Now let $a > 0$, $\epsilon > 0$, $F_0 \in S^*$. The set $A = \{F \mid \|N_a(F - F_0)\| < \epsilon\}$ consists of all $F \in S^*$ with

$$\lim_{n \to \infty} \sum_{k=0}^{n} \left(\frac{\|N_{a/2^k}F - N_{a/2^k}F_0\|}{2^k}\right)^{2^k} < \epsilon^2.$$  

Hence $A$ is $\lambda^*_2$-measurable. It follows as in (i) that $\lambda^*_1 \subseteq \lambda^*_2$, whence $\lambda^* = \lambda^*_1 = \lambda^*_2$.  

REMARK. If $n \in \mathbb{N}$, $t_1 \in S$, ..., $t_n \in S$, $B \in B(S^n)$, then

$$\{F \mid (\psi_{t_1}F, ..., \psi_{t_n}F) \in B\}$$

is called a Borel cylinder. It follows easily from the above theorem that $\lambda^*$ equals the $\sigma$-algebra generated by all Borel cylinders.

5.3. We note that $S^*$ is a Polish space with the strong topology (i.e., $S^*$ is a separable space for which there exists a metric such that the metric topology is the strong topology, and such that the space is complete; cf.2.3). Hence $S^*$ is a Lusin space with both the weak topology and the topology $\tau_1$ generated by all sets of the form $\{F \mid F_0(t) \in G\}$ with $a > 0$, $t \in E$, $G$ an open set in $E$ (cf. [8], Ch. II, section 1, definition 2). This implies, by [8], Ch. II, section 3, theorem 9, that $S^*$ is a Radon space with respect to the strong topology, the weak topology and the topology $\tau_1$ (i.e., every finite measure defined on $(S^*, \lambda^*)$ is inner regular with respect to each of the three topologies).
5.4. THEOREM. Let $T$ be a continuous linear operator of $S'$. Then
$T^+(A^*) \subset A^*$.

PROOF. The class $C$ of all elements $A$ of $A^*$ with $T_+^+(A) \subset A^*$ is a $c$-algebra.
If $A$ is a set of the form $\{ F \mid (F, f_1), \ldots, (F, f_n) \in B, \tau_1 \in S, \ldots, \tau_n \in S, B \in S(C) \}$, then
$$T_+^+(A) = \{ F \mid (F, \tau_1 f_1), \ldots, (F, \tau_n f_n) \in B \},$$
where $\tau$ is as in 4.10, corollary. Hence $T_+^+(A) \subset A^*$. Since $A^*$ is generated
by the collection of all sets $A$ of the above type, we obtain $C = A^*$. \[ \Box \]

5.5. We give some examples of measurable subsets of $S^*$.

(i) The set $\text{emb}(L_p(\mathbb{R}))$ with $1 \leq p < \infty$. We first show that $F \in \text{emb}(L_p(\mathbb{R}))$
if and only if $\lim_{n \to \infty} \| N_{n-1} F - N_{n-1} \|_p = 0$ ($\| \cdot \|$ denotes ordinary $p$-norm).
If $F = \text{emb}(\mathbb{E})$ with $\mathbb{E} \in L_p(\mathbb{R})$, then we infer from theorem 1.6 that
$$\lim_{n \to \infty} \| N_{n-1} F - N_{n-1} \|_p = \lim_{n \to \infty} \| N_{n-1} \mathbb{E} - N_{n-1} \|_p = 0.$$

Conversely, let $F \in S^*$, and assume that $\lim_{n \to \infty} \| N_{n-1} F - N_{n-1} \|_p = 0$.
There is an $F \in L_p(\mathbb{R})$ such that $\lim_{n \to \infty} \| N_{n-1} F - F \|_p = 0$. We obtain for $g \in S$
$$\langle F, g \rangle = \lim_{n \to \infty} \langle N_{n-1} F, g \rangle = \int f(t) g(t) \, dt,$$
whence $F = \text{emb}(\mathbb{E})$.

We thus have $F \in \text{emb}(L_p(\mathbb{R}))$ if and only if
$$\forall \mathbb{E} \in L_p(\mathbb{R}) \exists n, m \in \mathbb{N}, \exists t \in \mathbb{R} \forall n, m \in \mathbb{N}, \forall t \in \mathbb{R}$$
$$\left( \left\| N_{n-1} F(t) - N_{n-1} F(t) \right\|_p < \varepsilon \right) \wedge \left( \left\| N_{m-1} F(t) - N_{m-1} F(t) \right\|_p < \varepsilon \right)$$

The proof of measurability of $\text{emb}(L_p(\mathbb{R}))$ will be completed if we can show that $\left( \left\| \int_{-\infty}^{t_0} \left( N_{n-1} F(t) - (N_{n-1} F)(t) \right) \right\|_p < \varepsilon \right)$ is a measurable set for
every $n, m \in \mathbb{N}, n \neq m, k \in \mathbb{N}$. We note that for $n, m \in \mathbb{N}, F \in S^*$
$$\int_{-\infty}^{t_0} \left( \left\| (N_{n-1} F(t) - (N_{m-1} F)(t) \right\|_p = \lim_{n \to \infty} \frac{1}{L} \sum_{\ell = L, 2}^{2} \left( \left\| (N_{n-1} F(t) - (N_{m-1} F)(t) \right\|_p,$$
and the sums on the right hand side are measurable as functions of $F \in S^\delta$.

(iii) The set $\text{emb}(S^\delta)$ is not hard (but somewhat laborious) to show that $F \in \text{emb}(S^\delta)$ if and only if $q_k^F : F \in \text{emb}(L_1(\mathbb{R}))$ for every $k \in \mathbb{N}$.

Here $q_k^F$ denotes $\frac{1}{k^2} \exp(-k^{-2}x^2)$ for $k \in \mathbb{N}$ (cf. appendix 2.6 for the definition of $q_k^F$). Now $\text{emb}(S^\delta) = \lim_{n \to \infty} T_n \text{emb}(L_1(\mathbb{R}))$ where $T_n$, defined as

$$T_{n,1}^F : q_n^F$$

$(F \in S^\delta)$,

is a continuous linear operator of $S^\delta$ for $k \in \mathbb{N}$. Measurability of $\text{emb}(S^\delta)$ follows from theorem 5.4 and (i).

(iii) The set $\text{emb}(L_n(\mathbb{R}))$. It can be proved that $F \in \text{emb}(L_n(\mathbb{R}))$ if and only if $F \in \text{emb}(S^\delta)$, and $(N_{n-1}F)(t)$ is bounded in $n \in \mathbb{N}$, $t \in \mathbb{R}$. The latter condition can also be formulated as

$$\exists \mathcal{N} \subset \mathbb{N} \forall c \in \mathcal{N} \forall q \in \mathbb{Q} \exists \delta \in \delta \mathcal{N} \{ |(N_{n-1}F)(q)| < \delta \mathcal{N} \}$$

From this measurability of $\text{emb}(L_n(\mathbb{R}))$ easily follows.

(iv) The set $\text{emb}(C^\delta)$, where $C^\delta$ denotes the set of all continuous elements of $S^\delta$. It is not hard (but somewhat laborious) to prove that $F \in \text{emb}(C^\delta)$ if and only if $F \in \text{emb}(S^\delta)$ and $\lim_{n \to \infty} (N_{n-1}F)(t)$ exists locally uniformly in $t \in \mathbb{R}$. The latter condition can also be formulated as: for every $h \in \mathbb{N}$, $n \in \mathbb{N}$ there is a $k \in \mathbb{N}$ such that

$$\forall k \in \mathbb{N}, \forall c \in \mathcal{N}, \forall q \in \mathbb{Q} \exists \delta \in \delta \mathcal{N} \{ |(N_{n-1}F)(q) - (N_{n-1}F)(q)| < \delta \mathcal{N} \}$$

From this measurability of $\text{emb}(C^\delta)$ easily follows.

(v) The set $\text{emb}(C^\delta_n)$, where $n \in \mathbb{N}$ and $C^\delta_n$ is the set of all elements of $S^\delta$ whose $n$th derivative exists everywhere on $\mathbb{R}$ and belongs to $C^\delta$. It can be proved that $F \in \text{emb}(C^\delta_n)$ if and only if $F \in \text{emb}(C^\delta)$. Since $F^{(n)}$ maps $S^\delta$ continuously into $S^\delta$ we infer from theorem 5.4 that $\text{emb}(C^\delta_n)$ is measurable. Similarly, the set $\text{emb}(C^\delta_n)$ (of all elements of $S^\delta$ whose derivatives exist up to any order and belong to $S^\delta$) is a measurable set in $S^\delta$.

(vi) The set $\text{emb}(A^\delta)$, where $A^\delta$ denotes the set of all elements of $S^\delta$ which have an analytic continuation to the entire complex plane. It can be proved that $F \in \text{emb}(A^\delta)$ if and only if $F \in \text{emb}(S^\delta)$ and $\lim_{n \to \infty} (N_{n-1}F)(t)$ exists locally uniformly in $t$. Measurability of $\text{emb}(A^\delta)$ is proved as in (iv).
The set $\text{emb}(S)$. We have $F \in \text{emb}(S)$ if and only if there is an $n \in \mathbb{N}$, $M \in \mathbb{N}$ with $|F, y_i| \leq M \exp(-n^{-1}k)$ ($k \in \mathbb{N}_0$). Measurability of $\text{emb}(S)$ is easily proved.

5.6. The space $S$ endowed with the inductive limit topology $\tau$ of $2.6$, is a nuclear space, and $S^\sigma$ can be regarded as its dual (cf. theorem 3.3). There is a large amount of literature on cylindrical measures defined on the Borel cylinders of the dual of a nuclear space. Classical results are Minlos' theorem about $\sigma$-additivity of cylindrical measures, and the theorem of Sazonov-Badrakian about the relation between Radon measures and positive definite functions (cf. [S], Ch. III, §1, theorem 2 and Ch. III, §4, theorem 3; cf. also [Sche], section 3).

We observe that the methods of the proof of theorem 1.1.15 can be used to derive a version of Minlos' theorem for $S^\sigma$. To go into some more detail let $P = (P(f_1, \ldots, f_n) | n \in \mathbb{N}, f_1 \in S, \ldots, f_n \in S)$ be a cylindrical measure on the Borel cylinders of $S^\sigma$. So $P(f_1, \ldots, f_n)$ is a probability measure on $S^n$ for every $n \in \mathbb{N}$, $f_1 \in S, \ldots, f_n \in S$, and if $n \in \mathbb{N}$, $y_1 \in S, \ldots, y_n \in S$, $A \in E(S^n), A \subset S^n$, then

$$P(f_1, \ldots, f_n)(A) = P((y_1, \ldots, y_n))(A)$$

whenever $\{F \in \sigma((F, f_1), \ldots, (F, f_n)) : F \sigma A \in E(S^n)\}$. Now Minlos' theorem states that, under certain continuity conditions, there exists a probability measure $P^\sigma$ on $(S^\sigma, \sigma^\sigma)$ such that

$$P^\sigma((F' \in \sigma((F, f_1), \ldots, (F, f_n)) : F' \sigma A \in E(S^n)) = \{F(f_1, \ldots, f_n)(A) \text{ for every } n \in \mathbb{N}, f_1 \in S, \ldots, f_n \in S, A \in E(S^n)\}.$$  

We sketch the proof of this fact. Apply the Daniell-Kolmogorov theorem ([K], 2.1, theorem 2) to the consistent set $F = \{F([k_1', \ldots, k_j']) : j \in \mathbb{N}, k_1 \in \mathbb{N}_0, \ldots, k_j \in \mathbb{N}_0\}$ of probability measures ($\psi_k$ denotes as usual the $k^{th}$ Hermite function for $k \in \mathbb{N}_0$) to obtain a probability measure $P$ on the space $\mathbb{N}_0^\mathbb{N}$ (with ordinary product $\sigma$-algebra) such that $P((\psi_{k_1'}, \ldots, \psi_{k_j'})) = \{P((\omega_{k_1} \sigma \omega_{k_2} \sigma \cdots \omega_{k_j}) : \omega_{k_1} \in \mathbb{N}_0, \ldots, \omega_{k_j} \in \mathbb{N}_0, A \in E(S^n))\}$. It can be shown (cf. the proof of 1.1.16) that, under fairly weak continuity conditions,

$$P((\omega_{k_1} \sigma \cdots \sigma \omega_{k_j}) : \omega_{k_1} \in \mathbb{N}_0, \ldots, \omega_{k_j} \in \mathbb{N}_0, A \in E(S^n)) = 1,$$

and that for every $n \in \mathbb{N}$, $f_1 \in S, \ldots, f_n \in S$ the probability measure on $S^n$ generated by the distribution function of
\[ Y_w = \{w_k\}_{k \in \mathbb{N}_0} \sum_{k=0}^\infty a_k(\psi_k, \ell_1), \ldots, (\psi_k, \ell_n) \]
eq P(\ell_1', \ldots, \ell_n'). The proof of Minlos' theorem can be completed now in the same way as the proof of theorem 1.1.15.
APPENDIX 2

CONVOLUTION THEORY IN $S$ AND $S'$

1. This appendix gives the relevant notions and theorems on convolution theory in $S$ and $S'$. Further information about this theory can be found in [32].

2. DEFINITION. If $f \in S'$, then we define $T_f$ by putting

$$T_f g = \int_{\mathbb{R}} g(x) f(x-y) \, dy$$

for $f \in S$ (cf. appendix 1, 4.12). $T_f$ denotes for $f \in S$ the ordinary shift operator of appendix 1, 5.6(ii). If $F = \text{emb}(f)$ with $f \in S$, then we write $T_f$ instead of $T_{\text{emb}(f)}$.

To avoid confusion with the shift operators, we shall always denote convolution operators by $T_f$, $T_g$, $T_h$, ... , $T_F$, $T_G$, $T_H$, ... , with $f, g \in S$, $h \in S_1$, ..., $F \in S'$, $G \in S'$, $H \in S'$, ... , whereas shift operators are denoted by $T_a$, $T_b$, $T_c$, ..., $T_a'$, $T_b'$, $T_c'$, ..., $T_0$, $T_1$, $T_2$, ... , with $a, b, c \in \mathbb{C}$, $a \in \mathbb{C}_+$, ..., $p \in \mathbb{C}$, $q \in \mathbb{C}_-$, ..., $x \in \mathbb{R}$, $y \in \mathbb{R}$, $z \in \mathbb{R}$, ...

3. DEFINITION. The class $C$ is defined as the set of all $f \in S'$ such that $T_f$ maps $S$ into $S$.

4. EXAMPLES. (i) $\text{emb}(S) \subset C \subset S'$.

(ii) If $a \in \mathbb{C}$, $f = \delta_a$, then $\delta_a \in C$.

(iii) If $f$ is an integrable function defined on $\mathbb{R}$ with a compact support, then $\text{emb}(f) \in C$.

5. THEOREM. Let $F \in C$, $G \in C$, $H \in C$. Then

(i) $F \in C$, $G \in C$, $F \in C$ (cf. appendix 1, 4.12).

(ii) $T_F$ is a continuous linear operator of $S$, and $T_F^* = T_{F^*}$.

$$T_{F^*} = T_{F^*} = T_{F^*}$$

(cf. appendix 1, 4.12).

(iii) $T_F$ has an adjoint (cf. appendix 1, 4.3), viz. $T_{F^*}$.

Extend $T_F$, $T_G$, $T_H$ to continuous linear operators of $S'$ according to appendix 1, 4.11. Then

(iv) $T_F G = T_G F \in C$. 
(iv) \( T^*F \cdot G = T^*_G \cdot \mathbf{F} \).
(v) \( T^*_F \cdot T^*_G = T^*_G \cdot T^*_F = T^*_G \cdot T^*_F \cdot T^*_G \).

PROOF. Cf. [12], section 3.

6. DEFINITION. Let \( h : \mathbb{C} \to \mathbb{R} \) satisfy \( \forall \alpha > 0 \left[ \int_{\alpha}^{\infty} h(z) \exp(-\alpha z^2) \, dz \right] < \infty \). We define the multiplication operator \( M \) by putting

\[
M_h f = \int_{\mathbb{C}} h(z) f(z) \, dz
\]

for \( f \in S \).

If \( h \) is as in the above definition, then \( M_h \) can be extended in the familiar way (cf. appendix 1, 4.11) to a continuous linear operator of \( \mathbb{S} \) (again denoted by \( M_h \)). We shall often write \( h \cdot F \) instead of \( M_h F \) if \( F \in \mathbb{S} \).

7. DEFINITION. Let \( M \) be the class of all generalized functions \( F \) for which there exists an \( h \) as in definition 6 such that \( F = \text{emb}(h) \). On \( M \) we define the mapping \( \text{emb}^{-1} \) by putting \( \text{emb}^{-1}(F) = h \) if \( F \in M \), \( F = \text{emb}(h) \) and if \( h \) is as in definition 6.

8. THEOREM. Let \( F \in \mathbb{S} \). Then \( F \in C \) if and only if \( F \in M \). If \( F \in C \), \( G \in \mathbb{S} \), then \( F(G) = \text{emb}^{-1}(F \cdot G) \).

PROOF. This is [12], 4.3 and 4.6.

9. THEOREM. If \( g \in \mathbb{S} \), then \( g, G \in C \). If \( f \in \mathbb{S} \), \( G \in \mathbb{S} \), then \( \text{emb}(T_G G) = \text{emb}(T_G F) \).

PROOF. This is [12], 5.3, 5.4 and 5.5.

10. DEFINITION. Let \( (f_n)_{n \in \mathbb{N}} \) be a sequence in \( C \), \( f \in C \). We write \( f_n \xrightarrow{n \to \infty} 0 \) if \( T_f f_n \xrightarrow{n \to \infty} 0 \) for every \( g \in \mathbb{S} \); we write \( f_n \xrightarrow{n \to \infty} f \) if \( f_n \xrightarrow{n \to \infty} f \).

11. EXAMPLES. (i) If \( (f_n)_{n \in \mathbb{N}} \) is an \( \mathbb{S} \)-convergent sequence in \( \mathbb{S} \), then \( (\text{emb}(f_n))_{n \in \mathbb{N}} \) is a \( C \)-convergent sequence in \( C \). If \( (g_n)_{n \in \mathbb{N}} \) is a \( \mathbb{S} \)-convergent sequence in \( \mathbb{S} \), then \( (g_n)_{n \in \mathbb{N}} \) is an \( \mathbb{S} \)-convergent sequence in \( \mathbb{S} \).

(ii) If \( \xi \in \mathbb{C} \), then \( \text{emb}(\xi f) = f \) if \( \alpha = 0 \) (we have of course a similar definition of \( \mathbb{S} \)-convergence for this case as in 10). Cf. [12], lemma 3.6 for a proof.

(iii) If \( \lambda > 0 \), \( \text{emb}^{-1}(F) \in \mathbb{S} \), \( F \in \mathbb{S} \), then \( \text{emb}(F) = \lambda \cdot F \).

For \( \lambda > 0 \) define \( V_\lambda h \) as the generalized function satisfying \( (V_\lambda h)(x) = \frac{1}{\lambda} h(x/\lambda) \) for \( x \in \mathbb{S} \) (cf. appendix 1,
then \( \forall \epsilon > 0 \), \( \exists \delta_0 \subseteq \delta_0 \) such that \( \epsilon < \delta_0 \). As special cases we have

\[
\text{emb}(h) \subseteq \delta_0
\]

Here \( h \in \mathbb{R}^n \), \( \epsilon > 0 \), \( \epsilon > 0 \), \( \epsilon > 0 \), \( \epsilon > 0 \).

\[
h_0 := \frac{1}{2} \chi_{\{0\}} (x > 0).
\]

Cf. [J2], 5.10, example (iv).
APPENDIX 3

THE WIGNER DISTRIBUTION FOR SMOOTH AND GENERALIZED FUNCTIONS

In this appendix the Wigner distribution for elements of \( S \) and \( S' \) is studied. In section 1 we give definitions and formulas about the Wigner distribution for smooth functions. Almost all formulas given there can be found in [B1], section 12 and 14. In section 2 we study Wigner distributions of generalized functions and time-frequency convolution operators.

1. THE WIGNER DISTRIBUTION FOR SMOOTH FUNCTIONS

1.1. DEFINITION. Let \( f_1 \in S, f_2 \in S \). The Wigner distribution \( W(f_1, f_2) = W(q, p) \) of \( f_1 \) and \( f_2 \) is defined by putting

\[
W(q, p; f_1, f_2) = \int_{-\infty}^{\infty} e^{-2\pi i pt} \overline{f_1(q + \frac{1}{2}t)} f_2(q + \frac{1}{2}t) dt
\]

for \( q \in \mathbb{R}, p \in \mathbb{R} \). If \( f_1 = f_2 = \mathbb{1} \) then we call \( W(f, f) \) the Wigner distribution of \( f \).

It can be proved that \( W(f_1, f_2) \in S' \) if \( f_1 \in S, f_2 \in S \) (cf. [B1], section 13).

We shall often consider the Wigner distribution for real values of its arguments \( q \) and \( p \). Then the variables \( q \) and \( p \) are referred to as time and frequency variable respectively, and in this connection \( \mathbb{R}^2 \) is called the time-frequency plane or phase plane.

1.2. We list some useful formulas involving Wigner distributions. Let \( f_1 \in S, f_2 \in S, a \in \mathbb{R}, b \in \mathbb{R} \).

(i) \( W(a, b; f_1, f_2) = W(a, b; f_2, f_1) \).

(ii) \( W(q, p; a f_1, b f_2) = W(q, p; f_1, f_2) \) for \( a, b \in \mathbb{R} \).

(iii) \( W(a, b; f_1, f_2) = W(-b, a; f_1, f_2) \).

(iv) \( \int_{-\infty}^{\infty} e^{2\pi i pt} W(a, b; f_1, f_2) dp = f_1(a + \frac{1}{2}b) \overline{f_2(a - \frac{1}{2}b)} \).

(v) \( W(f_1, f_2)(a, b) = \int_{-\infty}^{\infty} e^{2\pi i pt} f_1(a + \frac{1}{2}t) \overline{f_2(a - \frac{1}{2}t)} dt \).

(vi) \( W(f_1, f_2) = \mathbb{1}(a, b) \int_{-\infty}^{\infty} \overline{f_1(\frac{1}{2}b - \frac{1}{2}t)} f_2(\frac{1}{2}b - \frac{1}{2}t) dt \).
(vii) \( \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W(q,p;\xi_1,\xi_2) dq dp = (\xi_1, \xi_2) \).
(viii) \( \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W(q,p;\xi_1,\xi_2) W(q,p;\xi_3,\xi_4) dq dp = (\xi_1, \xi_3)(\xi_2, \xi_4) \) for \( \xi_3 \in S, \xi_4 \in S. \)

The proofs of these formulas (except those of (v) and (vii)) can be found in [81], Section 12 and 14, where also a number of formulas about the first and second order moments of Wigner distributions are given. Formula (v) is proved by taking inverse Fourier transform in (iv) with respect to the variable \( a \), and formula (vii) follows from (iv) applied to \( F_1 \) and \( F_2 \) and (iii).

The right hand side in (v) is often called the (cross) ambiguity function of \( f_1 \) and \( f_2 \), and it plays an important role in branches of engineering like geometrical optics, Fourier optics and radar analysis. We refer to [P], [PH], [R] and [St] for applications and further properties of ambiguity functions.

1.3. Let \( \xi_1 \in S, \xi_2 \in S \). The number \( W(q,p;\xi_1,\xi_2) \) (with fixed values of \( q \in \mathbb{R}, p \in \mathbb{R} \)) depends on \( \xi_1 \) and \( \xi_2 \) like an inner product (this is not necessarily positive definite). However, if \( \xi \in S \), then certain averages over the phase plane of \( W(f,f) \) are non-negative. We mention

\[(ix) \quad \int_{\mathbb{R}_{a,b}} W(q,p;f,f) dq dp = \int_{a}^{b} \left| \hat{f}(t) \right|^2 dt,
\]

\[(x) \quad \int_{\mathbb{R}_{a,b}} W(q,p;f,f) dq dp = \int_{a}^{b} \left| \hat{f}(t) \right|^2 dt.
\]

Here \( \mathbb{R}_{a,b} = \{(q,p) \mid a \leq q \leq b, p \in \mathbb{R}\} \) and \( \mathbb{R}_{a,b} = \{(q,p) \mid q \in \mathbb{R}, a \leq p \leq b\} \) for \( a \in \mathbb{R}, b \in \mathbb{R}, a < b \). Also,

\[(xi) \quad \int_{\mathbb{R}_{a,b}} W(q,p;f,f) dq dp = \int_{a}^{b} \left| \hat{W}(a, b; f, g) \right|^2
\]

for \( g \in S, a \in \mathbb{R}, b \in \mathbb{R} \) (cf. 4.6 for the definition of \( g \)).

Formula (ix) is proved in [81], 27.14 and (x) is an immediate consequence of (ix) and 1.2 (iii); formula (xi) follows from 1.2 (ii) and 1.2 (viii).
As a consequence of (xi) we have for $\gamma > 0$

$$(\text{xii}) \int \int \exp\left(-\frac{2m(q-x)^2}{\gamma} - 2\pi \gamma (p-b)^2\right) W(q,p,f,g) \, dq \, dp \geq 0.$$  

This follows from (xi) by taking $q = \int_{\gamma}^{\infty} \exp(-4^{-1}x^2) \, dx$ for $\gamma > 0$. See [Bl], 27.12.2.1 and [B2] for further inequalities involving Wigner distributions.

1.4. It has advantages to rewrite the Wigner distribution in such a way that time and frequency occur symmetrically. If $f_1 \in S$, $f_2 \in S$, then we define the function $W(f_1,f_2) = \int_{\mathbb{R}} \int_{\mathbb{R}} e^{-2\pi i y(x_1-x_2)} \, dx_1 \, dx_2$ by

$$W(x,y; f_1,f_2) = \int_{\mathbb{R}} e^{-2\pi i y(t)} \, f_1(x + t) \overline{f_2(x - t)} \, dt$$

for $x \in \mathbb{R}$, $y \in \mathbb{R}$.

Note that $W(x,y; f_1,f_2) = |W(f_1,f_2)|^2 \, \eta(f_1 \ast \bar{f}_2)$ (cf. appendix 1, 4.9), and that

$$W(x,y; f_1,f_2) = \frac{1}{\sqrt{2}} \, W(x, \frac{y}{\sqrt{2}}; \frac{f_1(x)}{\sqrt{2}}, \frac{f_2(x)}{\sqrt{2}})$$

for $x \in \mathbb{R}$, $y \in \mathbb{R}$.

We have by [Bl], theorem 16.1 for every $a > 0$

$$W(a f_1, a f_2) = a W(f_1,f_2).$$

1.5. The Wigner distribution of two functions can be interpreted as a time-frequency convolution. We give the following definition (cf. appendix 2, 2).

DEFINITION. If $g \in S'$, then the mapping $S_g$ is defined by

$$S_g(f) = \int_{\mathbb{R}^2} e^{2\pi i x \cdot a} \, R_a g \, f(g)$$

for $f \in S$. In case $g \in S$, we write $S_g$ instead of $S_{g \ast \delta}$.

We have for $x \in S$, $g \in S$

$$(S_g)(x,a) = \hat{W}(x,a,g,f,g)$$
if \( a \in \mathbb{R}, b \in \mathbb{C} \). We can now write 1.3 (xi) as

\[
T_{\mathcal{W}(q, g)} W(f, f) = S f \otimes g \frac{f}{g}
\]

for \( f \in S \) (cf. appendix 2, 2 and [J2], 5.11; the dot denotes pointwise multiplication).

1.6. We give some further results about time-frequency convolution operators (we omit the proofs).

(a) If \( g \in S^{\alpha}, f \in S \), then \( S f \otimes g \in \text{emb}^{-1}(\mathbb{M}^{n}) \) (cf. [J2], 5.11).

The proof of this fact uses the same kind of arguments as the proof of [J2], theorem 5.5.

(b) If \( g \in S^{\alpha} \), then \( S_g \) maps \( S \) into \( S_{2}^{n} \) if and only if \( g \in \text{emb}(S) \).

2. THE WIGNER DISTRIBUTION FOR GENERALIZED FUNCTIONS

2.1. DEFINITION. If \( F_1 \in S^{\alpha}, F_2 \in S^{\beta} \), then we define the generalized function \( V(F_1, F_2) \) by

\[
V(F_1, F_2) = \psi^{(\alpha)}_{\omega} V(N_{\alpha} F_1, N_{\beta} F_2).
\]

(At follows from 1.4 and appendix 1, 1.17 that \( V(F_1, F_2) \in S_{2}^{n} \).) The Wigner distribution \( W(F_1, F_2) \) is defined by

\[
W(F_1, F_2) = \frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}} V(F_1, F_2)
\]

(cf. appendix 1, 1.8 (ii), 1.17, 4.15 and 4.16).

We note that \( V(F_1, F_2) = f_{\alpha}^{(2)} X_{\alpha}(F_1 \otimes F_2) \) for \( F_1 \in S^{\alpha}, F_2 \in S^{\beta} \). Here \( f_{\alpha}^{(2)} Z_{\alpha} \)

is the extension to \( S_{2}^{n} \) according to the 2-dimensional version of appendix 1, theorem 4.11. This can be proved by showing that \( (V(F_1, F_2), N_{\alpha} Z_{\alpha}) = (V(F_1, F_2), N_{\alpha} Z_{\alpha}) = (f_{\alpha}^{(2)} Z_{\alpha}(F_1 \otimes F_2)) \) for every \( \alpha > 0, g \in S^{2} \).

2.2. We next extend the time-frequency convolution operators \( S_g \) (with \( g \in S \)) to continuous linear mappings of \( S \) into \( S_{2}^{n} \) (this can be done as well if \( g \in S \), but we only need cases with \( g \in S \) in this thesis).

It is easy to show that \( S_g \) (as a mapping of \( S \) into \( S_{2}^{n} \)) has an adjoint,
i.e. there is a linear mapping \( S_g^* \) of \( S^2 \) into \( S \) such that

\[
(S_g f, h)_2 = (f, S_g^* h) \quad (f, h \in S^2).
\]

Now \( S_g \) can be extended to a continuous linear mapping (again denoted by \( S_g \)) of \( S^g \) into \( S^2 \) with the aid of a version of appendix 1, theorem 4.11.

2.3. We describe a direct way to extend the operator \( S_g \). Define the mapping \( S_g^* \) by

\[
S_g^* F = \left( e^{iab} T_{ab} R_g F \right)
\]

for \( F \in S^2 \). Then we have \( S_g F = \text{emb}(S_g^* F) \) for \( F \in S^g \) (it is readily seen from 1.6 a) that \( S_g^* F \in \text{emb}(S^2) \). We sketch the proof of this fact. The equality \( S_g F = \text{emb}(S_g^* F) \) holds if \( F \in \text{emb}(S) \). To handle the general case, take \( F \in S^g \) and note that \( S_g^* F \in \text{emb}(S^2) \), whence \( S_g^* F \in \text{emb}(S^2) \). It suffices to show that \( \text{emb}(S_g^* F) \) is an \( \text{emb}(S) \). This may be done by proving inequalities for \( \left| e^{iab} T_{ab} R_g F \right| \) (where \( a \in S, b \in S, a > 0 \)) of the type occurring in [J2], lemma 5.2 (cf. also the proof of [J2], theorem 5.5).

2.4. The following theorem generalizes 1.3 (xii).

**Theorem.** If \( F \in S^g, g \in S \), then

\[
T_{\text{W}(g,F)} = \text{emb}(S_g^* F).
\]

**Proof.** The above equality holds if \( F \in \text{emb}(S) \). The general case is handled as in 2.3.

**Remark.** The above theorem may be used to show that \( F \in \text{emb}(S) \) in case \( F \in S^g, \text{W}(F,F) \in C^2 \). For assume \( F \in S^g, \text{W}(F,F) \in C^2 \). Then \( T_{\text{W}(g,F)} = \text{emb}(S_g^* F) \) for every \( g \in S \) and hence \( S_g^* F \in S^2 \) for every \( g \in S \). This implies by 1.6 b) that \( F \in \text{emb}(S) \).
APPENDIX 4

TWO THEOREMS ON GENERALIZED FUNCTIONS OF SEVERAL VARIABLES

In this appendix we prove two theorems on generalized functions of several variables. The first one deals with generalized functions that are invariant under translations in one or more variables. The second theorem is concerned with generalized functions of positive type.

1. TRANSLATION INVARIANCE OF GENERALIZED FUNCTIONS

1.1. DEFINITION. For $n \in \mathbb{N}$ we define $H^n := \text{emb}(t, n) \in \mathbb{R}^n$.

Note that $t = \sum_{i=1}^{n} t_i e_i$ for $n \in \mathbb{N}$.

1.2. THEOREM. Let $m \in \mathbb{N}$, $m \in \mathbb{N}$, and let $F \in S^{n+m}$, $A$. Assume that $t_a \neq 0$ for every $a \in A \subseteq \mathbb{R}$.

PROOF. Assume $m > 0$. If $F \in S^{n+m}$ then $T^F_k$ has the form $H^n \circ G_k$ where $G_k \in \mathbb{S}^n$ (cf. appendix 2, 9 and (J3), 9.11). Let $(f_k)_{k \in \mathbb{N}}$ be a sequence in $\mathcal{S}^{n+m}$ with $\text{emb}(t, n) \circ G_k \rightarrow 0$ (cf. appendix 2, 10 and 11). Now $T^F_k \circ_g S^{n+m}$, and the sequence $(G_k)_{k \in \mathbb{N}}$ is $S^n$-convergent. To see this, take an $h \in S^n$ with $\int_{\mathbb{R}^n} h(x) dx = 1$, and note that for every $g \in S^n$

$$ (G_k, g) = (H^n \circ G_k, h \ast g) = (T^F_k, h \ast g) = (F, h \ast g) $$

If $k \rightarrow \infty$, hence (cf. appendix 1, 1.15 and 1.17) the sequence $(G_k)_{k \in \mathbb{N}}$ is $S^n$-convergent. If we denote the $S^n$-limit by $G$, then

$$ F = \lim_{k \rightarrow \infty} T^F_k F = \lim_{k \rightarrow \infty} H^n \circ G_k = H^n \circ G $$

(the limit is in $S^{n+m}$-sense). Hence $F$ has the required form. It is trivial that there is at most one $G \in S^n$ with $F = H^n \circ G$. Hence the theorem is proved for $m > 0$. 
The case \( m = 0 \) can be handled similarly.

2. GENERALIZED FUNCTIONS OF POSITIVE TYPE

2.1. Let \( n \in \mathbb{N} \).

DEFINITION. An \( F \in \mathcal{S}^n \) is said to be of positive type (notation \( F \geq 0 \)) if 
\[
(F, f) \geq 0 \quad \text{for every } f \in \mathcal{S}^n \text{ with } f(\kappa) \geq 0 \quad (\kappa \in \mathbb{R}^n).
\]

2.2. We shall prove the following theorem on functions of positive type.

THEOREM. If \( F \in \mathcal{S}^n \) and \( F \geq 0 \), then there exists exactly one measure \( \mu \) on \nthe Borel sets of \( \mathbb{R}^n \) such that
\[
(F, f) = \int_{\mathbb{R}^n} \bar{f} \, d\mu \quad (f \in \mathcal{S}^n).
\]

This \( \mu \) satisfies
\[
\int_{\mathbb{R}^n} \exp(-\varepsilon |x|^2) \, d\mu(x) < \infty
\]

for every \( \varepsilon > 0 \) \( (|x|^2 = x_1^2 + \ldots + x_n^2 \text{ for } \kappa = (x_1, \ldots, x_n) \in \mathbb{R}^n) \).

REMARK. If \( F \) is a measure on the Borel sets of \( \mathbb{R}^n \) such that
\[
\int_{\mathbb{R}^n} \exp(-\varepsilon |x|^2) \, d\mu(x) < \infty
\]

for every \( \varepsilon > 0 \), then the generalized function \( F \), determined by
\[
(F, f) = \int_{\mathbb{R}^n} \bar{f} \, d\mu \quad (f \in \mathcal{S}^n),
\]
is of positive type.

2.3. Before giving the proof of the above theorem we need some preparations.

We denote for \( \gamma \in \mathbb{R} \) by \( G_{\gamma} \) the function \( \gamma_{x=(x_1, \ldots, x_n) \in \mathbb{R}^n} \exp(-\gamma \sum_{i=1}^{n} x_i^2) \).

LEMMA. Let \( \gamma > 0 \) and let \( \mu_j \) be a measure on the Borel set of \( \mathbb{R}^n \) with
\[
\int_{\mathbb{R}^n} G_{\gamma \varepsilon} \, d\mu_j \leq \text{ for every } \varepsilon > 0 \quad (j = 1, 2). \text{ If for every }
\]
\[
\mathcal{F}(\mathcal{V}) := \{ \mathcal{G}_h, \ h \in \mathcal{S}^n \}\] we have

\[
\int_{\mathbb{R}^n} f \, d\mathcal{F}_1 = \int_{\mathbb{R}^n} f \, d\mathcal{F}_2
\]

then \( \mathcal{F}_1 = \mathcal{F}_2 \).

PROOF. Let \( \varepsilon > 0 \), and define \( \mu_j \) by

\[
\mu_j[A] := \int_{A} G_{\gamma^\varepsilon} \, d\mathcal{F}_j \quad [\lambda \in \mathcal{B}(\mathbb{R}^n)]
\]

for \( j = 1, 2 \). Then \( \mu_j \) is a finite measure on \( \mathcal{B}(\mathbb{R}^n) \) for \( j = 1, 2 \). If we denote \( (t, x) = (t_1, x_1, \ldots, t_n, x_n) \) for \( t = (t_1, \ldots, t_n) \in \mathbb{R}^n \), \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \), then \( \psi \exp(i(t, x)) G_{\gamma^\varepsilon}(x) \in \mathcal{V} \) for every \( t \in \mathbb{R}^n \). Hence

\[
\int_{\mathbb{R}^n} \exp(i(t, x)) \, d\mu_j(x) = \int_{\mathbb{R}^n} \exp(i(t, x)) G_{\gamma^\varepsilon}(x) \, d\mathcal{F}_j(x) = \\
\int_{\mathbb{R}^n} \exp(i(t, x)) \, d\mu_2(x) = \int_{\mathbb{R}^n} \exp(i(t, x)) \, d\mathcal{F}_2(x)
\]

for every \( t \in \mathbb{R}^n \). We easily conclude from \([7], 2.5\), theorem 1 that \( \mu_1 = \mu_2 \).

It is not hard to show now that \( \mathcal{F}_1 = \mathcal{F}_2 \).

2.4. The proof of theorem 2.2 uses a second lemma.

LEMMA. Let \( R \in \mathbb{S}^{n*} \) (cf. Appendix A, 1.17), and assume that \( R \) is real-valued, non-decreasing and continuous from the right in \( \mathbb{R}^n \). Let \( P \) denote the Lebesgue-Stieltjes measure on the Borel sets of \( \mathbb{R}^n \) generated by \( R \). If

\[
D = \bigcap_{n=1}^{\infty} \mathcal{D}_{n}
\]

then we have

\[
(f, \mathcal{D}_{\infty}(\text{emb}(R))) = \int_{\mathbb{R}^n} f \, d\mathcal{P}
\]

\( f \in \mathcal{S}^n \).

Here \( \mathcal{D}_{n} \) has been extended according to the \( n \)-dimensional version of appen-
dix 1, theorem 4.11.

PROOF. Let \( f \in \mathcal{S}^n \). We have by definition and the fact that \( \mathcal{D}_n^+ = (-1)^n \mathcal{D}_n^- \)

\[
(f, \mathcal{D}_n^+ (\operatorname{emb}(\mathcal{R}))) = (-1)^n \mathcal{D}_n^- (f, \operatorname{emb}(\mathcal{R})) = (-1)^n \int_{\mathbb{R}^n} (\mathcal{D}_n^- f)(x) R(x) \, dx.
\]

If \( A > 0 \), then

\[
(*) \int_{C_A} (\mathcal{D}_n f)(x) R(x) \, dx = f(x) R(x) \bigg|_{x = (A, \ldots, A)} + (-1)^n \int_{C_A} f \, dx,
\]

where \( C_A \) denotes the n-cube \( \{ x \in \mathbb{R}^n \mid -A < x_i < A \} \). It follows from monotonicity of \( R \) and from the fact that \( R \in \mathcal{S}^{R^+} \) that

\[
\forall \epsilon > 0 \quad R(x) = 0 (C_{-\epsilon}(x)) \quad (x \in \mathbb{R}^n).
\]

If we let \( A = \ln \epsilon \), we obtain

\[
\int_{\mathbb{R}^n} (\mathcal{D}_n f)(x) R(x) \, dx = (-1)^n \int_{\mathbb{R}^n} f \, dx,
\]

whence \( (f, \mathcal{D}_n^+ (\operatorname{emb}(\mathcal{R}))) = \int_{\mathbb{R}^n} f \, dx \). \( \square \)

2.5. We now give the proof of theorem 2.2. Let \( \gamma > 0 \) be fixed, and define for \( \epsilon > 0 \) the function

\[
F_{\varepsilon, \gamma} := \varepsilon^{n/2} \mathcal{G}_{\gamma, \varepsilon} \operatorname{emb}^{-1}(t_{\varepsilon, \gamma})
\]

(cf. appendix 2, 7 and [J2], 5.11). Now \( F_{\varepsilon, \gamma} \in \mathcal{S}^n, \operatorname{emb}(F_{\varepsilon, \gamma}) \in \mathcal{S}^n, \mathcal{G}_{\gamma, \varepsilon} \). If \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_n) \) and \( F_{\varepsilon, \gamma}(x) \geq 0 \) if \( x \in \mathbb{R}^n \). We further define for \( \varepsilon > 0 \)

\[
\Xi_{\varepsilon, \gamma} := \frac{\varepsilon_1}{\varepsilon_1} \Xi_1 \mathbb{R}^n \ldots \Xi_n \mathbb{R}^n \int_{-\infty}^{+\infty} \ldots \int_{-\infty}^{+\infty} F_{\varepsilon, \gamma}(t_1, \ldots, t_n) \, dt_1 \ldots dt_n.
\]
This $H_{\varepsilon, \gamma}$ is real-valued, non-decreasing and continuous in $\mathbb{R}^n$, and we infer from
\[ (*) \quad 0 \leq H_{\varepsilon, \gamma}(x) \leq (G_{\gamma}, \varepsilon^2/2)_{C_{\gamma}} \to (G_{\gamma}, \varepsilon) \quad (\varepsilon \to 0) \]
for $x \in \mathbb{R}^n$. This $H_{\varepsilon, \gamma}(x)$ is bounded in $\varepsilon \geq 1$ and $x \in \mathbb{R}^n$.

We appeal to the Helly compactness theorem ([7], 4.1, theorem 2) to conclude that there exists a sequence $(\varepsilon_k)$ in $\mathbb{N}$ with $\varepsilon_k \to \varepsilon$ such that
\[ (H_{\varepsilon_k, \gamma})_{k \in \mathbb{N}} \]
is a weakly convergent sequence. This means that there exists a function $H_{\gamma} : \mathbb{R}^n \to \mathbb{R}$, non-decreasing and continuous from the right, such that
\[ H_{\varepsilon_k, \gamma}(x) \to H_{\gamma}(x) \quad (k \to \infty) \]
at every continuity point $x$ of $H_{\gamma}$.

Denote by $P_{\gamma}$ and $P_{\varepsilon_k, \gamma}$ the Lobesque-Stieltjes measures generated by $H_{\gamma}$
and $H_{\varepsilon_k, \gamma}$ ($k \in \mathbb{N}$) respectively. Let $f \in S$. We show that
\[ \lim_{k \to \infty} \int_{\mathbb{R}^n} f dP_{\varepsilon_k, \gamma} = \int_{\mathbb{R}^n} f dP_{\gamma} \]
Therefore write $\gamma = \gamma_1 + \gamma_2$ with $\gamma_1 > 0, \gamma_2 > 0$. We have for $k \in \mathbb{N}, T > 0$
\[ \int_{|x| \leq T} dP_{\varepsilon_k, \gamma}(x) = \int_{|x| \leq T} G_{\gamma}(x) dP_{\varepsilon_k, \gamma}(x) \leq \exp(-\gamma_1 T^2) (G_{\gamma}, f) \]
(\text{cf. (*)}). It follows that the left hand side tends to zero if $T \to + \infty$ uniformly in $k \in \mathbb{N}$. We conclude from [7], 4.1, theorem 4 that
\[ \lim_{k \to \infty} \int_{\mathbb{R}^n} f dP_{\varepsilon_k, \gamma} = \int_{\mathbb{R}^n} f dP_{\gamma} \]
Applying lemma 2.4 we obtain
\[ (G_{\gamma}, f) = \lim_{k \to \infty} (\text{emb}(P_{\varepsilon_k, \gamma}), f) = \lim_{k \to \infty} (D_n(\text{emb}(H_{\varepsilon_k, \gamma})), f) = \]
\[ = \lim_{k \to \infty} \int_{\mathbb{R}^n} f dP_{\varepsilon_k, \gamma} = \int_{\mathbb{R}^n} f dP_{\gamma} \]
for $f \in S^\infty$.

Let $\gamma_1 > 0, \gamma_2 > 0$. We shall show that the measures $P_1$ and $P_2$, defined by $P_1(A) = \int_{A} G_{\gamma_1} dP$ and $P_2(A) = \int_{A} G_{\gamma_2} dP$, respectively for $A \in \mathcal{B}(\mathbb{R}^n)$, are equal, if $\gamma = \max(\gamma_1, \gamma_2)$, then we have (with the notation of lemma 2.3) for every $\varepsilon \in \mathcal{V}$
\((P,f) = (Q_j, P, G_{-\gamma_j} \cdot f) = \int_{\mathbb{R}^n} G_j \cdot \frac{f}{r_j} \, dP_j = \int_{\mathbb{R}^n} \frac{f}{r_j} \, dP_j\)

for \(j = 1, 2\). Hence \(\int_{\mathbb{R}^n} \frac{f}{r} \, dP_1 = \int_{\mathbb{R}^n} \frac{f}{r} \, dP_2\) \((f \in V)\), so \(P_1 = P_2\) by lemma 2.3.

If we put now \(P(A) := \int_A G_{-\gamma} \, dP\) for every Borel set \(A\) in \(\mathbb{R}^n\) with some \(\gamma > 0\), then it is easily seen from the foregoing that

\[(**\quad (P,f) = \int_{\mathbb{R}^n} \frac{f}{r} \, dP\quad \quad (f \in S)\).\]

This shows the existence of a \(P\) with the required properties (it is trivial that \(\int_{\mathbb{R}^n} \exp\left(-\varepsilon|x|^2\right) \, dP(x) < \infty\) for every \(\varepsilon > 0\)).

Uniqueness of a \(P\) as in theorem 2.2 follows from lemma 2.3 (applied with \(\gamma = 0\)).
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INDEX OF SYMBOLS

In this index \( f \) is a smooth function, \( F \) is a generalized function, \( T \) is a continuous linear operator of \( S \) or \( S^* \), and \( \mathbb{X} \) is a generalized stochastic process. The numbers between parentheses refer to the page on which the symbols are introduced.

\[
\begin{align*}
S, S^n (n \in \mathbb{N}) & : \text{spaces of smooth functions (114, 122)} \\
S^*, S^{n*} (n \in \mathbb{N}) & : \text{spaces of embeddable functions (114, 122)} \\
C, C^n (n \in \mathbb{N}) & : \text{spaces of general functions (118, 122)} \\
M, M^n (n \in \mathbb{N}) & : \text{spaces of elements of convolution class (142)} \\
V & : \text{spaces of elements of multiplication class (143)} \\
W, W_1 & : \text{Wiener classes (86, 88)} \\
W^*, W_1^* & : \text{generalized Wiener classes (94, 101)} \\
S_{\lambda, p}^*, S_{\lambda, p}^{n*} & : \text{spaces of smooth stochastic processes (11)} \\
S_{\lambda, p}^*, S_{\lambda, p}^{n*}, S_{\lambda, p}^*, S_{\lambda, p}^{n*} (15p\in\mathbb{N}, n\in\mathbb{N}) & : \text{spaces of embedded stochastic processes (10, 12)} \\
S_{\lambda, p}^*, S_{\lambda, p}^{n*}, S_{\lambda, p}^*, S_{\lambda, p}^{n*} (15p\in\mathbb{N}, n\in\mathbb{N}) & : \text{spaces of embeddable stochastic processes (25, 30)} \\
\tau & : \text{\( \tau \)-algebra of measurable sets in \( S^* \) (136)} \\
\Lambda & : \text{spaces of smoothing operators (114, 122)} \\
\text{emb, emb}^{-1} & : \text{(inverse) embedding operator (119, 143)} \\
F & : \text{Fourier transform (117)} \\
F^* & : \text{inverse Fourier transform (117)} \\
T_a (a \in \mathbb{Z}) & : \text{time shift (118)} \\
P_b (b \in \mathbb{Z}) & : \text{frequency shift (118)} \\
V_a (a \in \mathbb{R}^2) & : \text{time-frequency shift (69)}
\end{align*}
\]
\[ z_k \quad (k > 0) \quad \text{: dilatation operator (119)} \]

\[ \nu, \alpha, \omega \quad \text{: differentiation operators (118)} \]

\[ T \quad \text{: multiplication by } x \quad \text{(118)} \]

\[ T_g \quad T_C \quad (g \in S \text{ or } C, \quad G \in S^4) \quad \text{: convolution operators (142)} \]

\[ \mathcal{N}_H \quad (h \in H) \quad \text{: multiplication operator (143)} \]

\[ Z_A \quad (A \text{ real orthogonal matrix}) \quad \text{: transformation of variables operator (for the case } A = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} : (134)} \]

\[ \xi_g \quad \xi_g', \quad \xi_g'' \quad \xi_g'\prime \quad \xi_g'\prime \prime \quad (g \in S) \quad \text{: time-frequency convolution operators (147, 149)} \]

\[ \mathcal{T}, \mathcal{T}_e, \mathcal{F}, \mathcal{F}_e \quad \text{: adjoint operator (131)} \]

\[ \mathcal{T}, \mathcal{T}_e \quad \text{: ordinary convolution (101)} \]

\[ \otimes \quad \text{: tensor product (20, 122, 123, 134, 136)} \]

\[ \varphi_k \quad (k \in \mathbb{N}_0) \quad \text{: } k^\text{th} \text{ Hermite function (117)} \]

\[ \varphi_a \quad (a \in \mathbb{C}) \quad \text{: } a-func \text{tion at } a \quad (115) \]

\[ \psi \quad \varphi \quad \phi \quad \text{: } \psi \text{-diatomic} \quad (119) \]

\[ \psi \quad \varphi \quad \text{: } \psi \text{-diatomic} \quad (180) \]

\[ h_k \quad (k > 0) \quad \text{: } \frac{1}{\sqrt{2}} A([-1, 1]) \quad (144) \]

\[ k_k \quad (k > 0) \quad \text{: } \psi \text{-diatomic} \quad (144) \]

\[ \xi_v \quad (v > 0) \quad \text{: } \psi \text{-diatomic} \quad (144) \]

\[ \xi_v \quad (v > 0) \quad \text{: } \psi \text{-diatomic} \quad (144) \]

\[ q_{a,b} \quad (a \in \mathbb{R}, b \in \mathbb{R}, \quad v > 0) \quad \text{: } e^{\pi i a \varphi} R_{ab} \varphi (66) \]

\[ K_a \quad (a > 0) \quad \text{: } \frac{1}{\sinh^2} \exp \left( \frac{a}{\sinh} (2x^2) - \cosh^2 - 2zt) \right) \quad (114) \]

\[ q_{a,b} \quad (a \in \mathbb{W}, b \in \mathbb{W}) \quad \text{: } \text{autocorrelation functions (86, 96)} \]

\[ q_{a,b} \quad (a \in \mathbb{W}) \quad \text{: } \text{spectrum (87)} \]

\[ q_{a,b} \quad (a \in \mathbb{W}) \quad \text{: } \text{spectral density functions (87, 96)} \]

\[ W(\xi, z), W(\xi, \xi), W(\xi, \xi), W(\xi, \xi), W(\xi, \xi) \quad \text{: Wigner distribution (145, 147, 148, 106)} \]

\[ \mathbb{E} \quad \text{: expectation function (32)} \]
\( R_{\Delta} \): autocorrelation function (33)  
\( C_{\Delta} \): autocovariance function (33)  
\( F^{(2)}_{\Delta} \): (expected) Wigner distributions (33)  
\( F^{*} \): associated measure on \( \mathbb{R}^{*} \) (18)
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adjoint, 131
ambiguity function, 146
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autocorrelation function, 33
autocovariance function, 33

B:
banner, 49
Birkhoff-Gumowski effect, 112
bi-linear functional, 128
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— operator, 142
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cylindrical measure, 140

E:
$\delta$-function, 119
density, see spectral density function
differentiation operator, 110
dilatation operator, 110

F:
embeddable
— function, 114
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embedding operator, 119, 26
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time —, 22
expectation
conditional —, 14
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H:
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T:
unspecified

U:
unspecified

V:
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W:
unspecified

X:
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unspecified
\section*{G:}

\begin{itemize}
  \item $\frac{1}{T}$ - noise, 112
  \item filtered white noise, 51, 52
  \item Fourier transform, 117
  \item Fréchet space, 124
  \item frequency
    \begin{itemize}
      \item ergodicity, 22
    \end{itemize}
  \item random, 68
    \begin{itemize}
      \item shift, 118
      \item stationary, 21, 37
      \item variable, 145
    \end{itemize}
  \item functional
    \begin{itemize}
      \item bi-linear, 128
      \item continuous linear, 127
    \end{itemize}
\end{itemize}

\section*{G:}

\begin{itemize}
  \item Gaussian
    \begin{itemize}
      \item distribution, 24
      \item random variable, 24
      \item stochastic process, 24
      \item white noise, 24
    \end{itemize}
  \item generalized
    \begin{itemize}
      \item function, 118
      \item harmonic analysis, 86
      \item stochastic process, 10, 11, 19
      \item Wiener class, 94, 101
    \end{itemize}
\end{itemize}

\section*{H:}

\begin{itemize}
  \item harmonic analysis
    \begin{itemize}
      \item generalized, 86
    \end{itemize}
  \item Hermite function, 117
\end{itemize}

\section*{I:}

\begin{itemize}
  \item increment
    \begin{itemize}
      \item independent, 29
      \item stationary, 29, 39
    \end{itemize}
    \begin{itemize}
      \item independent
        \begin{itemize}
          \item increments, 29
          \item values, 41, 42
        \end{itemize}
    \end{itemize}
  \item inductive limit topology, 126
  \item inner product, 7, 114
  \item inner regular, 137
  \item invariance, translation, 150
  \item invariant sets, $\sigma$-algebra of, 23
\end{itemize}

\section*{K:}

\begin{itemize}
  \item kernel theorem, 130
\end{itemize}

\section*{L:}

\begin{itemize}
  \item limit
    \begin{itemize}
      \item inductive topology, 126
    \end{itemize}
  \item linear
    \begin{itemize}
      \item functional, 127
      \item operator, 131
    \end{itemize}
  \item local spectrum, 66, 108
\end{itemize}

\section*{M:}

\begin{itemize}
  \item measurable, sets $\sigma$-algebra of, 136
  \item measure
    \begin{itemize}
      \item associated, 18
      \item cylindrical, 140
        \begin{itemize}
          \item preserving transformation, 22
        \end{itemize}
    \end{itemize}
  \item Radon, 137
\end{itemize}
random — , 44
spectral — , 39
Minlos' theorem, 140
multiplication operator, 143
multiplicative positivity, 42

\[ \frac{1}{\lambda} \]
noise

\[ \frac{1}{\lambda} \]
— quantum, 48, 69
shot — , 58
— shower, 48, 69
white — , 24, 44

note
random — , 48, 69
nuclear
— operator, 124
— space, 126, 127

\[ P_i \]
perfectness, 124
phase
— plane, 145
random — factor, 58, 68
physical spectrum, 66
plane
phase — , 145
time-frequency — , 145
Polish space, 137
positive
— definite, 34, 75, 66
— type, 151
multiplicative — , 43
power spectrum, 109
principle
uncertainty — , 3
probability measure
associated — , 18

\[ p \]
product
convolution — , 142
inner — , 7, 114
pointwise — , 143
tensor — , 20, 122, 123, 134, 136

\[ p \]
pureness
random — , 48, 69

\[ P_i \]
quasi-invariance, 24

quantum, noise — , 48, 69
2.

Radon measure, 137
random
- Fourier series process, 59
- frequency, 69
- measure, 44
- noise, 48, 69
- phase, 38, 68
- pureness, 48, 69
realization, 83

8:

second order
- frequency stationary, 37
- simulation, 63, 68
- time stationary, 37
- white noise, 44
shift
frequency —, 118
time —, 118
time-frequency —, 69
shot noise process, 58
shower
noise —, 48, 69
simulation
second order —, 63, 68
smoothing operator, 114
smooth
- function, 114
- stochastic process, 11
spectral density function, 39, 87, 98
progressive —, 67
local —, 66, 105
spectral measure, 39
- absolutely continuous —, 55
- spectrum
- local —, 66, 105
- physical —, 66
- power —, 109
- stationary
- frequency —, 21, 37
- increments 29, 39
- second order —, 37
- strict sense —, 21
- time —, 21, 37
- stochastic process
- embeddable —, 24
- Gaussian —, 24
- generalized —, 10, 11, 19
- ordinary —, 24
- oscillatory —, 67
- real —, 20
- realization of a —, 83
- smooth —, 11
strict sense stationarity, 21
strong
- convergence, 124
- topology, 123
T:
- Tauberian theorem, 89
tensor product, 20, 122, 123, 134, 136
time
- ergodicity, 22
random —, 58, 68
- shift, 118
- stationary, 21, 37
- variable, 145
time–frequency convolution, 147, 148, 149
- plane, 145
- shift, 69
topology
- inductive limit —, 126
- strong —, 123
- weak —, 123
transformation of variables operator, 134, 136
translation invariance, 150
trivial set, 23

\( Y_i \)
- uncertainty principle, 3
- unconditional convergence, 61

\( Y \)

\( W \)
- weak convergence, 124, 125
- topology, 123
white noise process
- Gaussian —, 124
- filtered —, 51, 52
second order —, 44
Wiener class
- generalized —, 94, 101
Wigner distribution
- expected —, 33
- for smooth functions, 145
- for generalized functions, 148
SAMENVATTING

Het onderzoeken van de spectrale eigenschappen van een stochastisch signaal (tijdfunctie) komt neer op het bepalen van een spectrale dichtheidsfunctie van het signaal. De gebruikte Fourier-analyse is bevredigend voor het onderzoeken van het spectrale gedrag van signalen die aan zekere stationariteitsvoorwaarden voldoen; de spectrale dichtheidsfunctie van zulke signalen is tijdsafhankelijk. Voor signalen die niet in voldoende mate stationair zijn (bijvoorbeeld signalen die een stuk muziek weergeven) is een dergelijke beschrijving niet afdoende. Er bestaat behoefte aan beschrijving van signalen in een tweedimensionaal tijd-frequentie-vlak. Dit is aaneengelijking tot het centraal stellen van de z.g. Wigner-distributie.

Als $f$ een, zich redelijk gedragende complexe functie van een reële variabele is, dan is de Wigner-distributie $V(f)$ van $f$ gedefinieerd door

$$\langle V(f) \rangle (x, \lambda) = \int_{-\infty}^{\infty} e^{i2\pi\lambda t} \left( \frac{e^{t^2}}{\sqrt{2\pi}} \right) \frac{e^{-\frac{(x-t)^2}{2}}}{\sqrt{2\pi}} dt \quad (x \in \mathbb{R}, \lambda \in \mathbb{R}).$$

In deze definitie heeft $x$ de interpretatie van "tijd" en $\lambda$ die van "frequentie". Het is in het algemeen niet mogelijk om $V(f)$ direct te interpreteren als een tijdsafhankelijke spectrale dichtheidsfunctie; het kan voorkomen dat $V(f)$ negatieve waarden aannemen. Aan dit bezwaar kan tegemoet gekomen worden door zekere gemiddelden (gemiddeld over $x$ en $\lambda$) van $V(f)$ i.w.v. $V(f)$ zelf te beschouwen. Voor een tamelijk grote klasse van gewichtsfuncties $G: \mathbb{R}^2 \to \mathbb{C}$ geldt

$$(2) \quad \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} G(x-y, \lambda - \nu) \langle V(f) \rangle (x, \lambda) \, dx \, d\lambda \geq 0$$

voor alle reële waarden van $\gamma$ en $\nu$. Deze klasse van gewichtsfuncties bevat onder meer de Gaussfuncties $G_\gamma (\gamma > 0)$, gedefinieerd door $G_\gamma (x,y) = e^{\gamma(x^2 - 2xy + y^2)}$. Het is evenwel niet mogelijk om in (2) een gewichtsfunctie te kiezen die geconcentreerd is in een zeer klein gebied van het tijd-frequentie-vlak. Dit heeft verband met de onzekerheidsrelaties van Heisenberg uit de quantummechanica.

Beschouwen we statistiek over een collectie van signalen (stochastisch proces) i.w.v. de individuele signalen, dan dient (1) gemiddeld te worden...
over de collectie van signalen. We krijgen dan

\[ V(x, \lambda) = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi \lambda}} e^{-\frac{(x - \lambda)^2}{2\lambda}} \, dx \quad (x \in \mathbb{R}, \lambda \in \mathbb{R}) \]

i.p.v. (1). Hierbij is \( R \) de autocorrelatiefunctie behorende bij de collectie van signalen.

De in dit proefschrift voorkomende signalen en stochastische processen zijn i.h.m.a. gegeeneraliseerd: bij het bestuderen van bijv. witte ruis is het denken in termen van gewone functies niet afdoen, en dienen \( \delta \)-functies te worden opgenomen. Het uitgangspunt van dit proefschrift is dan ook een theorie van gegeeneraliseerde functies die geschikt is voor het bedrijven van Fourieranalyse. Een dergelijke theorie, afkomstig van De Bruijn, kan ontwikkeld worden uitgaande van de testfunctieruimte \( S \) ("smooth functions") waaraan appendix 1 gewijd is. In hoofdstuk 1 wordt deze theorie gebruikt om tot een theorie van gegeeneraliseerde stochastische processen te komen.

In hoofdstuk 2 worden verwachtingsfunctie, autocorrelatiefunctie en Wigner-distributie van gegeeneraliseerde stochastische processen ingevoerd. Deze functies worden gedefinieerd in termen van de 1e en 2e orde momenten van het proces. De begrippen stationariteit (met name tijdstationariteit en frequentiestationariteit) worden besproken, de algemene gedaante van verwachtingsfunctie, autocorrelatiefunctie en Wigner-distributie en stationaire processen wordt gegeven, en er wordt verband gelegd tussen Wigner-distributie en spectrale maat van een gegeeneraliseerd tijdstationair proces. Tevens wordt de relatie tussen frequentiestationaire processen en processen met onafhankelijke waarden op elk moment aangegeven.

De in dit proefschrift gebruikte theorie van gegeeneraliseerde functies is bij uitstek geschikt om een bevredigende theorie van convolutie-operatoren te ontwikkelen (zie appendix 2 voor een overzicht van de belangrijkste resultaten van deze theorie). In hoofdstuk 3 wordt deze theorie toegepast, hoofdzakelijk op stationaire en ergodische processen. Een tweede onderwerp dat in hoofdstuk 3 aan de orde komt betreft toepassingen van de tijd-frequentieconvolutietheorie (zie hiervoor appendix 3) op (niet-stationaire) stochastische processen. Verder wordt ingegaan op de interpretatie van de uitdrukking in (2) (met de \( V \) uit (1) i.p.v. \( V(f) \)) als plaatselijk spectrum van een (gegeeneraliseerd) stochastisch proces. De laatstgenoemde uitdrukking speelt een belangrijke rol bij de 2e orde simulatie van gegeeneraliseerde
stochastische processen met behulp van *z.g.* regenbuien van ruisquanten.

In hoofdstuk 4 wordt het verband gelegd tussen de Wigner-distributie van een functie, of, preciezer gezegd, geschikte gemiddelden ervan (zie 2), en de spectrale dichtheidsfuncties uit de theorie van Wiener over gegeneraliseerde harmonische analyse. De theorie van Wiener wordt gegeneraliseerd in twee opzichten. In de eerste plaats worden gegeneraliseerde functies toegelaten. In de tweede plaats wordt een generalisatie verkregen door zekere gemiddelden van de Wigner-distributie te beschouwen in plaats van de spectrale dichtheidsfunctie (de Wigner-distributie van een functie is onder alle omstandigheden gedefinieerd, maar de spectrale dichtheidsfunctie hoeft niet te bestaan). Tenslotte worden enkele toepassingen op gegeneraliseerde stochastische processen gegeven.
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Zij \( P \) een polynoom met reële coëfficiënten en van graad \( n \geq 2 \). Laat
\[ a = \max(z \in \mathbb{R} \mid P(z) = 0) \] (neem \( a = -\infty \) als \( P(z) \neq 0 \) voor \( z \in \mathbb{R} \)), en neem aan dat \( P(z) > 0 \) (\( z > a \)). Laat \( y_1 : [0,\infty) \rightarrow \mathbb{R} \) meetbaar zijn, en neem aan dat
\[ \int_0^t \frac{dy_1}{Q(t)} = \text{const.} = c_0 \] voor alle \( t > 0 \). Laat \( y \) een oplossing zijn van de differentiaalvergelijking
\[ Q(t) \dot{y}(t) = P(y(t)) \quad (t \in [0,t_0]) \]
met \( y(0) > a \). Hier is \( 0 < t_0 < \infty \). Als \( y \) onbeperkt is op \([0,t_0]\), dan is \( \lim y(t) = \infty \), en er bestaan getallen \( c_{-1}, c_0, c_1, \ldots \) in \( \mathbb{R} \) zodat
\[ y(t) = \sum_{k=-1}^{\infty} \frac{c_k}{Q(t)} \int_0^t \frac{dy_1}{Q(t)} \]
voor alle \( t \) die voldoende dicht bij \( t_0 \) liggen.

Als \( T \) een continue lineaire bijectie van \( S \) (of \( S^2 \)) is, dan is \( T^{-1} \) dat ook (voor de terminologie zie appendix 1.1.2, 1.1.9 en 4.2 van dit proefschrift).

Als \( P \in S^2 \) een positief definiete functie is, dan bestaat er een zij niet-negatieve getallen \( (c_n)_{n \in \mathbb{N}} \) en een totaal ortonormaal systeem \( (e_n)_{n \in \mathbb{N}} \) in \( L_2(\mathbb{R}) \) zodat \( P = \sum_{n=1}^{\infty} c_n e_n \circ e_n \). Er geldt \( s_n \in S \) als \( n \in \mathbb{N} \) en \( c_n \neq 0 \), en de reeks \( \sum_{n=1}^{\infty} c_n s_n \in S \) convergeert in \( S \)-zin naar \( P \) (voor de terminologie zie appendix 1.1.2, 1.1.17 en 1.18 van dit proefschrift).

Laat \( f : E \times E \rightarrow E \) voldoen aan
\[ (1) \quad y \in E \rightarrow f(t,s) \in S \quad (s \in E), \]
\[ (1i) \quad s \in E \rightarrow (y \in E \rightarrow f(t,s) \in S \quad (t \in S^2)). \]
Dan geldt \( f \in S^2 \). Omgekeerd voldoet elke \( f \in S^2 \) aan (1) en (1i) (voor de terminologie zie appendix 1.1.2, 1.1.9 en 1.18 van dit proefschrift).

Let \((\mathcal{B}, \|\cdot\|)\) be a Banach space and assume that for every \(a > 0\) and \(\lambda\) in \(\mathcal{B}\), we have that \(\lambda\) is an \(\alpha\)-bounded linear functional on \(\mathcal{B}\). The following statements are equivalent:

1. \(\forall f \in B \exists \alpha > 0 \exists \delta > 0 \forall x, y \in A \|L(f) - L(y)\| \leq \delta \|x - y\|\).

2. \(\forall f \in B \exists \lambda \in \mathcal{B} \forall x \in A \|L(f)\| \leq M\|x\|\).


A simple example of a non-regular integral operator on \(L^2([0,1])\) is as follows. Let \(n \in \mathbb{N}\)

\[ K(t,s) = n e^{i \pi n s} \quad (s \in [0,1], t \in \left(\frac{1}{n}, \frac{1}{n-1}\right)) \]

and let \(Tf\) for \(f \in L^2([0,1])\) be defined by

\[ (Tf)(t) = \int_0^1 K(t,s) f(s) ds \quad (t \in (0,1)) \]

\[ (Tf)(0) = 0. \]

Er bestaat een over \( S_1 \times S_2 \) integreerbare functie \( \tilde{f} \) zó dat

\[
\int_{A \times B} \tilde{f} \, d\mu_1 \otimes \mu_2 = \int_{S_1} \int_{S_2} \tilde{f} \, d\mu_1 \, d\mu_2
\]

voor alle \( A \in \mathcal{A}_1, B \in \mathcal{A}_2 \). Hierbij is \( \mu_1 \otimes \mu_2 \) de productmaat. Als bovendien \((S_1, \Gamma_1, \mu_1)\) een separabele maatrerie is, dan kan \( \tilde{f} \) zó worden gedefinieerd dat

\[
\forall s_2 \left( \tilde{f}(s_1, s_2) = f(s_1, s_2) \text{ voor bijna alle } s_1 \in S_1 \right).
\]


Laczkovich' bewijs van het vermoeden van Erdős over functies met meetbare verschillen is aanzienlijk te vereenvoudigen indien de ruimte \((\mathbb{R} \times \mathbb{R}, f)\) meetbaar en periodiek met periode 1) beschouwd wordt met de pseudonorm

\[
\int_0^1 \frac{|f(x)|}{1+|f(x)|} \, dx
\]

in plaats van de door Laczkovich genomen pseudonorm

\[
\inf(a + \mu(|x \in [0,1]| | f(x) | > a)) \quad a > 0.
\]

Hier is \( \mu \) de gewone Lebesgue-maat op \([0,1]\).

1

Stellingen

Laat $H$ een separabele Hilbertruimte zijn. Er bestaan spectrale scharen
$(\lambda_j' \in \mathbb{R})$ en $(\mu_j \in \mathbb{R})$ zo dat $E_{\lambda_j}(H) \cap F_{\mu_j}(H) = \{0\}$ voor alle $\lambda \in \mathbb{R}$, $\mu \in \mathbb{R}$
(voor de terminologie zie Riesz, F. en Sz.-Nagy, B., Vorlesungen über
Funktionalanalysis (2° editie), VIII, Nr. 120; Hochschulbücher für Mathematik,
Band 27, VER Deutscher Verlag der Wissenschaften, Berlin (1968)).

2

Zij $V$ een niet-lege verzameling en $L$ een Riesz-functieruimte van op $V$ gedefinieerde reële functies. Zij $I$ een positieve lineaire functional gedefinieerd op $L$, en neem aan dat aan de volgende voorwaarde is voldaan.
Als $\ell_f \in L$, $\ell_f \geq 0$ $(n \in \mathbb{N})$, $\sum_{n=1}^{\infty} \ell_f(n) < \infty$ en $\sum_{n=1}^{\infty} I(\ell_f(n)) < \infty$, dan
$\sum_{n=1}^{\infty} \ell_f \in L$ en $I(\sum_{n=1}^{\infty} \ell_f(n)) = \sum_{n=1}^{\infty} I(\ell_f(n))$. Zij $\Phi$ de ruimte van alle op $S$ gedefinieerde gegeenormaliseerde reelewaardige functies, en definieer

$$\|x\| = \inf \left\{ \sum_{n=1}^{\infty} \frac{I(\ell_f(n))}{\ell_f(n)} \mid \ell_f \in L, \ell_f \geq 0 \ (n \in \mathbb{N}) \right\}$$

voor $v \in \Phi$ (aangekeerd $\inf \emptyset = \infty$). Er bestaan een verzameling $(\ell_a : a \in A) \subset L$
met $\ell_a \geq 0$, $I(\ell_a) > 0$, $\ell_a \not\equiv 0 \ (a \in A, A \subset A, a \neq b)$ en een deel $M$ van $V$
zodat $\|x\| < \infty$ $(x \in L)$ en $\ell_a(v) = 0 \ (a \in A, v \in M)$.

3

Laat $(S_1, \tau_1, \mu_1')$ een $\sigma$-finiete maatruimte zijn, laat $s_1$ de door $\tau_1$ voortgebracht en ten opzichte van $\mu_1$ gedefinieerde $\sigma$-algebra zijn, en laat $\|\cdot\|$ de gewone norm in $L_1(s_1, \mu_1')$ zijn voor $1 = 1.2$. Zij $f$ een op $S_1 \times S_2$ gegeenormaliseerde reellewaardige functie, en neem aan dat $f$ voldoet aan

\[ f_{s_1} \in L_1(s_1, \mu_1') \hspace{1cm} \text{voor bijna alle } s_2 \in S_2, \]

\[ \|f_{s_1}\|_{L_1} < \infty, \]