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Summary

Recent emerging applications in sensor networks, social media and healthcare systems produce a lot of data which continuously and rapidly grows over time. This data referred to as a data stream is usually monitored in real time. Streaming monitoring systems usually keep a compact summary of the data stream in computer memory devices for efficiently answering different types of data stream queries. Under the streaming context, efficient algorithms are needed for summarizing the stream. This summary needs to be updated quickly in order to keep pace with the high speed data generation and the dynamics of the streams. Moreover, since data streams are usually huge and may be produced by a mixture of parallel independent processes with possible noise, traditional frequent pattern mining approaches usually return very redundant or meaningless sets of patterns.

In this thesis, we study pattern mining problems in the context of data streams. First, we propose memory-efficient data stream summarization approaches and efficient approximation algorithms for mining several well-known types of patterns from data streams. However, mining these types of patterns usually results in very redundant sets of patterns. In order to tackle the redundancy issue, we propose data compression based methods for mining non-redundant and meaningful sets of sequential patterns from a data stream. Finally, we propose a data compression based algorithm to decompose a data stream into independent and parallel components. Having the decomposition of the stream in a preprocessing step, further monitoring of the stream can be done more conveniently with each independent component of the stream separately.
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Chapter 1

Introduction

1.1 Data streams

Recent developments of information technology enable us to collect huge amounts of data from different sources much more easily than a decade ago. The concept of big data emerges as one of the most attractive research topics in data science. Nowadays, not only data scientists but also businessmen, social scientists, biologists, and even journalists love to talk about big data. The concept big data does not only regard the scale of the data, but it also concerns the speed of data generation and the dynamics of the data.

In some applications, data is collected once and immediately sent for analysis. Those applications assume that the desired properties of the data do not change over time. A big snapshot of the data is enough for acquiring important properties and statistics of the data. However, in many applications data arrives continuously with high speed, and thus real-time data analysis is required to catch up with the dynamics of the data. This type of data, usually called streaming data, is part of the big data concept. Different from applications with static big data, data stream applications are more concerned about the speed and the dynamics of the data than the size of the data.

There are many examples of data streams in practice. For instance, twitter streams generated by Twitter\textsuperscript{1} can be monitored in real-time for discovering the dynamics of important topics that people are currently talking about. Another example of a data stream application is the InfraWatch\textsuperscript{2} project in which time series data is collected from a sensor.

\textsuperscript{1}https://twitter.com/
\textsuperscript{2}http://infrawatch.liacs.nl/
network embedded in the body of a bridge in the Netherlands called *Hollandse Brug*. The data is useful for monitoring the current status of the bridge structure or for estimating the traffic loads on the bridge. Other good examples of data stream applications are *Google Latitude*\(^3\) which collects real-time locations of users through mobile devices for location recommendations, or *MoveBank*\(^4\) which collects animal location data for animal tracking and animal migration study. In general, any streaming algorithm must possess the following desired properties:

- **Memory efficient**: it is impractical to store the whole data stream because a data stream grows indefinitely. For instance, the amount of non-video data generated by the sensor network in the InfraWatch project is almost 5GB per day. In most of the cases, only a window of the most recent data instances is kept in the main memory, the rest of the data must be thrown away or kept in low latency disks. Ideally, when the data mining task is known, only a small summary of the stream is kept on the main memory for solving that mining problem incrementally.

- **Quick summary update**: because data arrives continuously with high speed, summary updates must be quick to catch up with the speed of data generation.

- **Single pass**: some applications require not more than a single pass through data due to the expensive costs of multiple passes.

**Example 1** (Data Stream Mining). *Figure 1-1 shows an example of different applications generating time series, spatio-temporal data and text streams. The streams are summarized by an online monitoring system and useful patterns are extracted from the summary. In the figure, we show a set of important patterns (keywords) extracted from a twitter stream by one of the streaming algorithms proposed in this thesis.*

### 1.2 Pattern mining in Data Streams

#### 1.2.1 The problem

Given rich examples of many types of data streams described in section 1.1, one of the most important tasks of data stream analysis is data exploration. Pattern mining is part

---

\(^3\)Shutdown by Google and replaced by Google+ [https://plus.google.com/](https://plus.google.com/)

\(^4\)[https://www.movebank.org/](https://www.movebank.org/)
Figure 1-1: Data streams are generated by different types of applications. Monitoring systems summarize these streams and extract useful patterns from the summary. In the figure, we show a set of important patterns (keywords) extracted from a twitter stream by one of the streaming algorithms proposed in this thesis.

of the data exploration process which helps us to reveal important structures of the data such as frequent patterns, association rules etc. [32]. These structures are then visualized with various visualization tools to help people understand the data better [32]. Pattern mining can also be useful for other data mining tasks when the extracted patterns are used as features for classification [15, 34, 26] or clustering [17].

Patterns mining in static datasets with moderate size is a well-studied research problem. However, many pattern mining algorithms proposed for static datasets cannot be used for data stream applications because these algorithms do not handle incremental stream updates. It is important to propose new efficient pattern mining solutions that fit the requirements of data stream applications.

Moreover, traditional frequent pattern mining approaches search for all frequent patterns that occur in the data more frequently than a given support threshold. These approaches often return a large number of patterns that are either very similar to each other or meaningless. This issue usually called pattern explosion is a well-known problem in the frequent pattern mining community [75, 11].

One of the negative reasons of the pattern explosion problem is the redundancy issue. In the pattern mining problem if the support threshold is set to a low number, we obtain a huge number of patterns. To mine all of them requires very expensive computational efforts. Most of frequent patterns are very similar to each other because when a set is frequent, all
of its subsets are also frequent. Another artifact of the pattern explosion problem concerns the usefulness of the set of frequent patterns. In fact, in many cases, frequent patterns are just combinations of items being frequent but unrelated to each other. As a result, the set of frequent patterns often contains a lot of trivial and meaningless patterns.

Example 2 (Pattern explosion). In Figure 1-2, we show the top 20 most frequent closed sequential patterns mined from the abstracts of the articles in the Journal of Machine Learning Research (JMLR) dataset. The set of patterns is very redundant, in fact, many patterns are very similar, e.g. “algorithm algorithm”, “algorithm algorithm algorithm” etc. Most of them are meaningless because they are just combinations of frequent unrelated (or loose connected) terms such as “problem learn”, “problem algorithm” etc.

Recent work in pattern mining focuses on resolving the pattern explosion issue. The most successful approaches use the minimum description length (MDL) principle and ideas from data compression algorithms [75]. However, so far none of the existing work in the literature addresses these problems in the context of data streams. Hence, this dissertation progresses the state-of-the-art by extending the MDL-based techniques for mining non-redundant patterns to the data stream context.

1.2.2 Challenges

The challenge of pattern mining problems in data streams concerns the increasing complexity when more constraints are added to the problems. In fact, most of the pattern mining
problems are hard. In particular, some of the problems considered in this work belong to
the class of NP-hard problems. The complexity of these problems increases significantly
with additional constraints on the memory usage, the number of passes through the data
and the quick update speed.

For instance, the pattern explosion issue is usually resolved using the MDL principle.
In order to apply the MDL-based approaches in streams, first, a new encoding of the data
taking into account the temporal aspects of the data is proposed. In the specific encoding
that we proposed, for given datasets finding the optimal encoding of the data is already
challenging because it belongs to the class of NP-hard and inapproximable problems. The
problem becomes more complicated with additional streaming constraints.

1.2.3 Approaches and Contributions

In this thesis, we aim to solve the pattern mining problems in data streams and the pattern
explosion problem discussed earlier in subsection 1.2.1. The thesis can be divided into two
parts. In the first part, we propose efficient approaches to solve the following pattern mining
problems in data streams:

- In chapter 2, we study the top-$k$ most frequent item mining problem with respect
to the new measure called $Max$ $Frequency$ measure under the $flexible$ $sliding$ $window$
model. We provide a theoretical lower-bound on the memory usage of any deter-
mministic algorithm for this problem. A memory efficient approximation algorithm is
proposed to solve this problem.

- Chapter 3 discusses the problem of online mining the top-$k$ most similar motifs in time
series. We study the lower-bound on the memory usage of any deterministic algorithm
and propose an efficient and memory-optimal exact algorithm for this problem.

- Chapter 4 discusses the problem of mining the top-$k$ largest tiles in streams. We
propose both exact and approximation algorithms with theoretical guarantee for this
problem.

Part one concerns efficient solutions for pattern mining in data streams. However, since
the interestingness of patterns extracted by these algorithms is measured based on pattern
frequency, the set of patterns usually contains a lot of trivial (or meaningless) patterns and
<table>
<thead>
<tr>
<th>Method</th>
<th>Patterns</th>
</tr>
</thead>
<tbody>
<tr>
<td>GOKRIMP</td>
<td>support vector machine&lt;br&gt;real world&lt;br&gt;machine learning&lt;br&gt;data set&lt;br&gt;bayesian network</td>
</tr>
<tr>
<td></td>
<td>state art&lt;br&gt;high dimension&lt;br&gt;reproducible&lt;br&gt;hilbert space&lt;br&gt;large scale&lt;br&gt;independent component analysis</td>
</tr>
<tr>
<td></td>
<td>neural network&lt;br&gt;model selection&lt;br&gt;refined model&lt;br&gt;support vector&lt;br&gt;learning&lt;br&gt;experiment result&lt;br&gt;sample size&lt;br&gt;supervised learning&lt;br&gt;support vector&lt;br&gt;large scale&lt;br&gt;independent component&lt;br&gt;analysis&lt;br&gt;neural network</td>
</tr>
<tr>
<td></td>
<td>well known&lt;br&gt;special case&lt;br&gt;solving problem&lt;br&gt;significant improvement&lt;br&gt;object function</td>
</tr>
<tr>
<td>Zips</td>
<td>support vector machine&lt;br&gt;data set&lt;br&gt;real world&lt;br&gt;machine learning&lt;br&gt;bayesian network&lt;br&gt;model selection&lt;br&gt;optimization problem</td>
</tr>
<tr>
<td></td>
<td>feature selection&lt;br&gt;machine learning&lt;br&gt;bayesian network&lt;br&gt;model selection&lt;br&gt;optimization problem</td>
</tr>
<tr>
<td></td>
<td>high dimension&lt;br&gt;paper presentation&lt;br&gt;graphical model&lt;br&gt;large scale&lt;br&gt;result show</td>
</tr>
<tr>
<td></td>
<td>cross validation&lt;br&gt;decision tree&lt;br&gt;neural network&lt;br&gt;well known&lt;br&gt;hilbert space</td>
</tr>
</tbody>
</table>

Figure 1-3: The first 20 patterns extracted from the JMLR dataset by two algorithms proposed in this thesis work, the non-streaming algorithm Gokrimp and the streaming algorithm Zips. Common patterns discovered by all the two algorithms are bold.

is very redundant. Therefore, in the second part of this thesis, we study compression based methods to resolve these issues:

- In chapter 5, we propose an approach for mining non-redundant sets of sequential patterns in sequence databases. A new encoding for sequence data is proposed. Some complexity results regarding the problem of mining compressing sequential patterns are introduced and efficient heuristic solutions are discussed. Since the given solutions work for only moderate-sized and static datasets, in chapter 6, we solve the problem of mining compressing sequential patterns in data streams. A new online encoding and a scalable linear time algorithm is proposed for data streams.

- Chapter 7 discusses the independent component decomposition problem for sequence data. Decomposing streams in a preprocessing step can resolve the pattern explosion issue when patterns are mined from each decomposed stream separately. We first show the one-to-one correspondence between an independent decomposition and the optimal encoding using the decomposition. This theoretical correspondence encourages us to find the decomposition that results in the optimal encoding for solving the independent decomposition problem. A compression-based algorithm is proposed to find that decomposition for a given sequence.

**Example 3 (Compressing patterns).** In Figure 1-3, we show the top 20 compressing sequential patterns mined from the JMLR dataset by two approaches proposed in this thesis, Gokrimp, a non-streaming algorithm (chapter 5) and Zips, a streaming algorithm (chapter 6). The set of patterns makes a lot of sense and is much more interesting than the set of frequent closed patterns depicted in Figure 1-2.
Part I

Efficient Pattern Mining
Algorithms for Data Streams
We study the problem of finding the $k$ most frequent items in a stream of items for the recently proposed max-frequency measure\(^1\). Based on the properties of an item, the max-frequency of an item is counted over a sliding window of which the length changes dynamically. Besides being parameterless, this way of measuring the support of items was shown to have the advantage of a faster detection of bursts in a stream, especially if the set of items is heterogeneous. The algorithm that was proposed for maintaining all frequent items, however, scales poorly when the number of items becomes large. Therefore, in this work we propose, instead of reporting all frequent items, to only mine the top-$k$ most frequent ones. First we prove that in order to solve this problem exactly, we still need a prohibitive amount of memory (at least linear in the number of items). Yet, under some reasonable conditions, we show both theoretically and empirically that a memory-efficient algorithm exists. A prototype of this algorithm is implemented and we present its performance w.r.t. memory-efficiency on real-life data and in controlled experiments with synthetic data.

\(^1\)This chapter was published as Hoang Thanh Lam and Toon Calders, *Mining top-$k$ frequent items in a data stream with flexible sliding windows*. ACM KDD 2010
2.1 Introduction and related work

In this work we study the problem of mining frequent items in a stream under the assumption that the number of different items can become so large that the stream summary cannot fit the system memory. This occurs, e.g., when monitoring popular search terms, identifying IP addresses that are the source of heavy traffic in a network, finding frequent pairs of callers in a telecommunication network, etc. In stream mining it is usually assumed that the data arrives at such a high rate that it is impossible to first store the data and subsequently mine patterns from the data. Typically there is also a need for the mining results to be available in real-time; at every moment an up-to-date version of the mining results must be available.

Most proposals for mining frequent items in streams can be divided into two large groups: on the one hand those that count the frequency of the items over the complete stream [21] and on the other hand, those based on the most recent part of the stream only [41, 28]. We are here concerned with the latter type. The current frequency of an item is in this context usually defined as either the weighted average over all transaction where the weight of a transaction decreases exponentially with the age of the transaction or by only considering the items that arrived within a window of fixed length (measured either in time or in number of transactions) from the current time. As argued by Calders et al. [9, 10], however, setting these parameters, the decay factor and the window size, is far from trivial. As often the case in data mining, the presence of free parameters rather represents additional burden on the user than it provides more freedom. Even worse, in many cases no single optimal choice for the parameters exists, as the most logical interval to measure frequency over may be item-dependent.

For these reasons, the max-frequency was introduced. The max-frequency of an item is parameterless and is defined as the maximum of the item frequency over all window lengths. As such, an item is given the “benefit of the doubt”; for every item its most optimal window is selected. The window that maximizes the frequency can grow and shrink again as the stream grows. Experiments have shown that “this new stream measure turns out to be very suitable to early detect sudden bursts of occurrences of itemsets, while still taking into account the history of the itemset. This behavior might be particularly useful in applications where hot topics, or popular combinations of topics need to be tracked” [9].

An algorithm was introduced in [9], based on the observation that even though the
maximal window can shrink and grow again as the stream passes, only a few points in the stream are actually candidate for becoming the starting point of a maximal window; many time points can be discarded. Only for these candidates, called the borders, statistics are maintained in a summary. However, the algorithm scales linearly in the number of distinct items in the stream. Therefore, this algorithm is clearly not suitable for systems with limited memory, such as for instance, a dedicated system monitoring thousands of streams from a sensor network. Under such circumstances, a very limited amount of memory is allocated for each stream summary. In this work we extend the work on max-frequency by studying how this problem can be solved efficiently. Our contributions are as follows:

- We show a lower bound on the memory requirements for answering the frequent items query exactly. This bound shows that the dependence on the number of distinct items is inherent to the problem of mining all frequent items from a stream exactly.

- Therefore, we propose, instead of reporting all frequent items, to only mine the top-k with the highest max-frequency. First we prove that in order to solve this problem exactly, again we need a prohibitive amount of memory (at least linear in the number of items). This negative result motivates why our study is extended to finding efficient approximation algorithms for the top-k problem.

- Under some reasonable conditions, we show both theoretically and empirically that memory-efficient algorithms exists. Based on how much knowledge we have about the distribution generating the data stream, different algorithms are given. Prototypes of the algorithms have been implemented and we present their memory-efficiency on real-life and synthetic data.

2.2 Background and Preliminaries

In this work we use the following simple, yet expressive stream model. We assume the existence of a countable set of items \( I \). A stream \( S \) over \( I \) is a, possibly infinite, sequence of items from \( I \). We will adopt the notations given in Table 3.2.

**Definition 1** (Max-frequency). *Let \( S \) be a stream, \( s \) be an item, and \( n \) a positive integer.*
Table 2.1: Summary of Notations

<table>
<thead>
<tr>
<th>Notations</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_i$</td>
<td>the $i$th element in the sequence</td>
</tr>
<tr>
<td>$S_{j,n}$</td>
<td>the sub-stream $\langle s_j, \ldots, s_n \rangle$ of $S$</td>
</tr>
<tr>
<td>$S_n$</td>
<td>the sequence $S_{1,n}$</td>
</tr>
<tr>
<td>$\text{count}(s, S_n)$</td>
<td>the number of instances of $s$ in $S_n$</td>
</tr>
<tr>
<td>$\otimes_k(s)$</td>
<td>the sequence $ss \cdots s$ with length $k$</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>an empty sequence</td>
</tr>
<tr>
<td>$\text{freq}(s, A)$</td>
<td>Relative Frequency of item $s$ in the suffix $A$ of $S$: $\text{freq}(s, A) = \frac{\text{count}(s, A)}{</td>
</tr>
</tbody>
</table>

Figure 2-1: Border points of $a$ in $S$ correspond to the highlight positions. $\text{Summary}(a, S)$ and $\text{MaxFreq}(a, S)$ are also shown in this figure.

The max-frequency of $s$ in $S$ at time $n$, denoted $\text{MaxFreq}(s, S_n)$ is defined as:

$$\text{MaxFreq}(s, S_n) := \max_{k=1 \ldots n} \text{freq}(s, S_{k,n})$$

The smallest $k$ that maximizes the fraction is called the maximal border and will be denoted $\text{MB}(s, S_n)$:

$$\text{MB}(s, S_n) := \min \text{argmax}_{k=1 \ldots n} \text{freq}(s, S_{k,n})$$

In other words, the max-frequency is defined as the maximal relative frequency of $s$ in a suffix of $S_n$. For example, in Figure 2-1 we can see a stream of items $S_n$ ($n = 9$). The first ever occurrence of $a$ is associated with a relative frequency equal to $\frac{\text{count}(a, S_1, 9)}{|S_1, 9|} = \frac{5}{9}$. Similarly, the second occurrence of $a$ is associated with a relative frequency equal to $\frac{\text{count}(a, S_2, 9)}{|S_2, 9|} = \frac{4}{8}$. With every occurrence of $a$ in $S_n$ a relative frequency is associated. In this
case $MaxFreq(a, S_9) = \frac{3}{4}$ and the maximal border is $MB(a, S_9) = 6$ (the third $a$ from the beginning of the item stream). It is worth noting that the more traditional sliding window approaches consider only one prefix of a user-defined fixed length.

Obviously, for most data streams it is impossible to keep the whole stream into memory and to check, at every timestamp $n$, all suffixes of $S_n$ in order to find the suffix which gives the maximal frequency. Luckily, however, not every point can become a maximal border. Points that can still potentially become maximal borders are called the \textit{border points}:

**Definition 2 (Borders).** An integer $1 \leq j \leq n$ is called a \textit{border} for $s$ in $S_n$ if there exists a continuation of $S_n$ in which $j$ is the maximal border. The set of all borders for $s$ in $S_n$ will be denoted $B(s, S_n)$:

$$B(s, S_n) := \{ j \mid 1 \leq j \leq n \mid \exists T \text{ s.t. } S_n \text{ is a prefix of } T$$

$$\text{and } MB(s, T) = j \}$$

In Calders et al. [9] the following theorem exactly characterizing the set of border points was proven:

**Theorem 1 (Calders et al. [9]).** Let $S$ be a stream, $s$ be an item, and $n$ a positive integer, $j$ is in $B(s, S_n)$ if and only if for every suffix $B$ of $S_{j-1}$ and every prefix $A$ of $S_{j,n}$,

$$freq(s, B) < freq(s, A)$$

Intuitively, the theorem states that a point $j$ is a border for item $a$ if and only if for any pair of blocks where the first block lies before and the second after point $j$, the frequency of $a$ in the first block should be lower than in the second one. For example, we can take a look at the data stream in Figure 2-1 again. Let us consider the fourth occurrence of $a$ corresponding to the seventh position in the stream $S_9$. If we choose $B = S_{6,6}$ and $A = S_{7,9}$ we have $freq(a, B) = 1 > freq(a, A) = \frac{2}{3}$ which does not satisfy the condition in Theorem 1 and hence this occurrence of $a$ is not a border point. According to Theorem 1, of the 5 instances of $a$ in $S_9$ only the two highlighted positions could ever become maximal borders. As was shown in [9], this property is a powerful pruning criteria effectively reducing the number of border points that need to be checked.

Clearly, if $j$ is not a border point in $S_n$, then neither it is in $S_m$ for any $m > n$. Therefore, in [9], the following summary of $S_n$ is maintained and updated whenever a new item arrives:
Table 2.2: Border set summary

<table>
<thead>
<tr>
<th>$j_1$</th>
<th>$j_2$</th>
<th>$\ldots$</th>
<th>$j_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{count}(s, S_{j_1:j_2-1})$</td>
<td>$\text{count}(s, S_{j_2:j_3-1})$</td>
<td>$\ldots$</td>
<td>$\text{count}(s, S_{j_b:n})$</td>
</tr>
</tbody>
</table>

let $j_1 < \ldots < j_b$ be the borders of $s$ in $S_n$. The border set summary is depicted in Table 2.2. This summary can be maintained easily, is typically very small, and the max frequency can be derived immediately from it. For example, in Figure 2-1 we see the border set summary of item $a$ in $S_9$.

The following theorem allows for reducing the border set summary even further, based on a minimal support threshold:

**Theorem 2** (Calders et al. [9]). Let $S$ be a stream, $s$ be an item, $n$ a positive integer, and $j$ in $\mathcal{B}(s, S_n)$. Let $T$ be such that $S_n$ is a prefix of $T$, and $j$ is the maximal border of $s$ in $T$. Then, $\text{MaxFreq}(s, T) \leq \text{freq}(s, A)$ for any prefix $A$ of $S_{j,n}$.

Hence, if there exists a block $A$ starting on position $j$ such that the frequency of $s$ in $A$ does not exceed a minimal threshold $\text{minfreq}$, $j$ can be pruned from the list of borders because whenever it may become the maximal border, its max-frequency won’t exceed the minimal frequency threshold anyway.

### 2.3 Theoretical Results

In this section, we are going to investigate some theoretical aspects of the mining top-$k$ frequent items with flexible windows problem. First, we will prove that the number of border points in a data stream with multiple items can increase along with the data stream size and therefore this number will eventually reach the memory limit of any computing system. As a result, it is emerging to design a memory-efficient algorithm that maintains just partial information about the border point set while it is still able to answer the top-$k$ queries with high accuracy.

Besides, we will also show that any deterministic algorithm solving our problem exactly requires a memory space with size being at least linear in the number distinct items of the stream. Thus, under the context that the system memory is limited, we need to design either a randomized exact algorithm or an approximation deterministic algorithm.
We propose a deterministic algorithm to approximate the problem's solutions. More importantly, we will show that the proposed algorithm theoretically uses less memory than the straightforward approach storing the complete set of border points while it is able to answer the top-$k$ queries with surprisingly high accuracy. “High accuracy” here refers to that the algorithm reports the top-$k$ answers at any time point with a bounded low probability of having false negative, without any false positive and the order between the items in the reported top-$k$ list is always correct.

**The Number of Border Points**

We first start by showing that there exists an item stream such that the number of border points increases along with the data stream size regardless how many distinct items in the data stream there are. Hence, when the item stream evolves the number of border points will eventually reach the memory limit of any computing system.

Assume that we have a set of $m + 1$ distinct items $\mathcal{I} = \{a_1, a_2, \ldots, a_m, b\}$ and let $w_l$ denote the sequence $\otimes_l(a_1) \otimes_l(a_2) \cdots \otimes_l(a_m)b$. Consider the following data stream:

$W_k = w_0w_1w_2 \cdots w_k$ for $k \geq 1$. The data stream size $|W_k|$ is equal to $m^k + \frac{k(k+1)}{2} + k + 1$. The following lemma gives the number of border points of the data stream $W_k$:

**Lemma 1.** Data stream $W_k$ has exactly $mk + 1$ border points for any $k \geq 1$.

**Proof.** First, regarding the item $b$ there is a unique border point corresponding to the position of the first occurrence of $b$ in $W_k$. Moreover, we will prove that for every item $a_i$ there are exactly $k$ border points corresponding to the first elements of the sequences $\otimes_j(a_i)$, for $j = 1, 2, \cdots, k$. These $k$ occurrences of the item $a_i$ divide $W_k$ into $k + 1$ portions.

For instance, consider a case with $W_k = b a_1a_2a_3b a_1a_1a_2a_2a_3a_3b a_1a_1a_1a_2a_2a_2a_3a_3b$, that is when $k = 3$ and $m = 3$. The three first occurrences of $a_1$ in every sequence $\otimes_j(a_1)$ divide $S_k$ into 4 portions (separated by $|$): $b|a_1a_2a_3b|a_1a_1a_2a_2a_3a_3b|a_1a_1a_1a_2a_2a_2a_3a_3b$.

Let $P_{i0}, P_{i1}, \cdots, P_{i(k+1)}$ be the portions. The number of instances of the item $a_i$ inside the portion $P_{ij}$ is $j$ and the size of $P_{ij}$ is equal to $m \cdot j + i$. Hence, for every $a_i$ we have a partition of $S_k$ corresponding to a strictly increasing sequence of fractions:

$$0 < \frac{1}{m + i} < \frac{2}{2m + i} < \cdots < \frac{k}{mk + i} \quad (2.1)$$

By the result of the work [9], we can imply that all the considered positions correspond to
the border points of the items $a_i$ in $W_k$. Thus, for every item $a_i$ we have exactly $k$ border points and thus in total $W_k$ has exactly $m \cdot k + 1$ border points.

A direct consequence of this lemma is that given a fixed number of distinct items $m$ when the data stream evolves, the number of border points also evolves along with $k$. It is important to note that the upper bound on the number of border points presented in the work [9] is only for a single item, from this result it is not easy to derive a similar upper bound for the multiple-item case. The result in this section is not as strong as the result presented in [9] for the single-item case. However, for the multiple-item case, it is enough to support the fact that there is no modern computing system being able to store the complete set of border points inside its limited memory when $k$ becomes extremely large.

The Least Space Requirement for Deterministic Exact Algorithms

In this section, we will derive a lower bound on the memory usage that every deterministic algorithm will need in order to solve the top-$k$ frequent items mining problem exactly. In particular, if we assume that the data stream has at least $m$ distinct items we can show that there is no deterministic algorithm solving the top-$k$ problem exactly with memory less than $m$. By the terminology deterministic algorithm we mean the model in which whenever a new item arrives in the data stream the algorithm has to decide whether it needs to evict an existing border point in the memory or just ignore it deterministically.

The main theoretical result of this section is shown in the following lemma:

Lemma 2. Let $m$ be the number of distinct items in the data stream. If the system memory limit is $m - 1$, there is no deterministic algorithm being able to answer the top-$k$ ($k > 1$) frequent items queries exactly all the time even for the special case $k = 2$.

Proof. First of all, at a time point $t$, if the system has information about an item we call it a recorded item and otherwise it is called a missing item. Given a data stream, the most recent item in the data stream is always the highest MaxFreq item, so in order to answer the top-2 query exactly this item must be recorded as long as it arrives in the stream.

Therefore, let consider the stream $S = \otimes_m(a_m) \otimes_{m-1}(a_{m-1}) \cdots \otimes_1(a_1)$ with $m$ distinct items. In this data stream, it is clear that at the moment $a_1$ must be a recorded item. Since we have assumed that the system has limited memory which is less than $m$ there is always
at least one missing item in \( S \). Without loss of generality we assume that \( a_n (n \neq 1) \) is the missing item.

We extend the data stream \( S \) with \( l \geq 1 \) instances of the item \( a_1 \), s.t. \( S = \otimes_m (a_m) \otimes_{m-1} (a_{m-1}) \otimes_2 (a_2) \otimes_{l+1} (a_1) \). In doing so, a deterministic algorithm does not have any information about \( a_n \) so far, hence, the item \( a_n \) remains missing for any value of \( l \).

Moreover, every item \( a_i \) for \( i = 2, 3, \ldots, m \) has a unique border point. This point corresponds to the maximum point of \( a_i \) the MaxFreq of which is equal to \( \frac{i}{(i+1) + l} \). We will prove that there exists \( l \) such that \( a_n \) can become the second highest MaxFreq. In fact, in order to prove this, we have to show that the following inequalities are true for some value of \( l \) for any \( i \neq n \) and \( n \geq 2 \):

\[
\frac{n}{n(n+1)/2 + l} > \frac{i}{i(i+1)/2 + l} \tag{2.2}
\]

We rewrite the above inequality as follows:

\[
(n - i)(l - ni/2) > 0 \tag{2.3}
\]

If \( l \) satisfies \( n(n+1)/2 > l > n(n-1)/2 \) (when \( n \geq 2 \) there always exists such \( l \)) then the inequality \( (2) \) is true for all \( i \neq n \) and \( n \geq 2 \). Hence, with such value of \( l \) the item \( a_n \) becomes the second highest MaxFreq. On the other hand, \( a_n \) so far is not a recorded item so it will be missing in the top-2 list reported by every deterministic algorithm.

Lemma 2 allows to derive a lower bound as large as \( m \), which is the number of distinct items in the stream, on the memory usage of any deterministic algorithm for solving the top-\( k \) problem exactly. When \( m \) is greater than the memory limit, solving the problem exactly with a deterministic exact algorithm is no longer possible. Therefore, in the following sections we will focus on approximation approaches which are memory-efficient.

**Effective Approximation Algorithm**

In this subsection we propose an approximation algorithm for the top-\( k \) frequent items mining problem. We show that the proposed algorithm can answer top-\( k \) queries with high accuracy and consumes less memory than the straightforward approach of storing the complete set of border points. First, we assume that the item distribution in the data stream
is know in advance and does not change over time. We make this assumption to simplify
the analysis of the proposed algorithm. For the cases with unknown data distribution we
propose another algorithm in the next section.

Prior to the description of the approximation algorithm we revisit a useful property of
the border points stated in Theorem 2, Section 2.2. According to this theorem, if the tight
lower bound on the MaxFreq of the top-k frequent items is known in advance, then we can
safely prune any border point \( p \) of an item \( a \) which has frequency being strictly less than
this bound without effect on the accuracy of the top-k results. We call the value that we use
to do pruning the pruning threshold. Obviously, zero is a feasible lower bound. However,
it is not a meaningful pruning threshold, because there is no border point with relative
frequency being less than this threshold.

Indeed, let us revisit the data stream \( S \) shown in the proof of Lemma 2. If we extend
the data stream \( S \) with \( l \) instances of \( a_1 \) and let \( l \) go to infinite we will have a data stream in
which the only feasible non-negative lower bound on the MaxFreq of the top-k items is zero,
in other words, there is no meaningful pruning threshold for this data stream. Thus, it is
impossible to devise a meaningful pruning threshold value for every data stream such that
there is no accuracy loss in the top-k results. However, if the item distribution is known in
advance we can estimate a good pruning threshold such that the accuracy loss is negligible.
We first start with the following lemma:

**Lemma 3.** Given a time point \( n \) and a parameter \( k \), we assume that \( Y_n \) is the size of
the smallest suffix of the item stream \( S_n \) that contains exactly \( k \) distinct items. The top-k
frequent items of the data stream \( S_n \) have MaxFreq at least as big as \( \frac{1}{Y_n} \).

**Proof.** Since the window with size \( Y_n \) contains \( k \) distinct items their relative frequency in
this window is at least \( \frac{1}{Y_n} \). On the other hand, the top-k frequent items are always at least
as frequent as the least frequent item in this window so the Lemma 3 holds.

The consequence of Lemma 3 is that at every time point the reciprocal of the smallest
suffix of \( S_n \) containing exactly \( k \) distinct items is the lower bound on the MaxFreq of the
top-k frequent items. This lower bound is not a fixed value but it may change when the
data stream evolves. Let the size of the smallest suffix containing exact \( k \) distinct items be
denoted by the random variable \( X_k \). Estimating the expected value of \( X_k \) is well-known in
the literature as the classical *Coupon Collector Problem* (CCP) \[55\]. We will revisit this
**Algorithm 1 MeanSummary(k, l)**

1: $B ← ∅$
2: while New item $a$ arrives do
3:   if previous occurred item is not $a$ then
4:     create a new border point for $a$ and include it into $B$
5:   end if
6:   Delete all the elements in $B$ that are no longer border points
7:   Update relative frequency of all elements in $B$
8:   Delete all the border points in $B$ that have relative frequencies strictly less than $\beta = \frac{1}{lE(X_k)}$
9: end while

Accuracy Analysis

**Lemma 4.** Given two positive integers $k$ and $l$, independently of the item distribution in the data stream, the probability that a top-$k$ item is missing in the answer list reported by MeanSummary is less than $\frac{1}{l}$

**Proof.** Given a time point, since $\frac{1}{X_k}$ is the lower bound on the MaxFreq of the top-$k$ frequent items, the event that the least frequent item in the top-$k$ frequent items has its MaxFreq less than $\frac{1}{lE(X_k)}$ is less probable than $\frac{1}{X_k} \leq \frac{1}{lE(X_k)}$. On the other hands, according to the Markov’s inequality $Pr(X_k \geq lE(X_k)) \leq \frac{1}{l}$ which proves the lemma.

By the result of Lemma 4, the probability of having false negative is less than $\frac{1}{l}$, independently of the item distribution. In the next section we will derive a better bound for this type of error when the data set follows the uniform distribution in which the expectation and the variance of $X_k$ are known.

Finally, we consider another interesting property of the proposed stream summary: MeanSummary is able to answer top-$k$ queries without false positive, that is, the reported
top-$k$ list is always a subset of the right answer and the item order in the reported top-$k$ list is preserved.

**Lemma 5.** Using MeanSummary we are able to answer the top-$k$ queries without false positive, moreover, the item order in the reported top-$k$ list always correct.

**Proof.** Given a time point, assume that $a$ is the $k$-th most frequent item of the item stream $S$. If $a$ is not present in MeanSummary, that is, when \( \text{MaxFreq}(a, S) < \beta \), the other items less frequent than $a$ must also be absent in the summary. In this case, the top-$k$ list produced by taking only items present in the summary will not contain any other items than the real top-$k$ items.

On the other hand, if $a$ is present in the summary, that is when \( \text{MaxFreq}(a, S) > \beta \) and the MaxFreq of other top-$k$ frequent items must also larger than $\beta$, therefore, the border points corresponding to the maximum points of these items must be also present in the summary. In other words, the summary will report the right MaxFreq of them, and hence these items remain in the top-$k$ of the summary and are all present in the answer list.

Since the MaxFreqs of the top-$k$ items we report based on the data stream summary are always exact, the items in the answer list will always be in the correct order.

**Uniform Distribution**

Algorithm 1 uses prior knowledge about the item distribution to define the pruning threshold. In particular, it requires the expected value of $X_k$ for any $k > 1$. Estimating \( E(X_k) \) is well-known as the classical Coupon Collector Problem [55]. Unfortunately, to the best of our knowledge, there is no work being able to present the value of \( E(X_k) \) in a closed form for all types of distributions [25, 59]. Indeed, in [25], the authors have tried to present \( E(X_k) \) in form of integral formulae which can be estimated by classical numerical methods. These methods however are computationally demanding, especially when $k$ is large [25]. Estimation of this expected value for any distribution is out of the scope of this work.

Fortunately, for the uniform distribution a simple presentation of \( E(X_k) \) is well-known [55, 25]. In addition to that the variance of $X_k$, denoted by $\sigma_k^2$, has a closed formula. Having knowledge of the expected value and the variance of $X_k$ we can derive a tighter bound on the false negative error for this particular distribution as follows:

**Lemma 6.** \( Pr(X_k \geq lE(X_k)) \leq \frac{1}{(l-1)^2+1} \) for any $l > 1$ and $k < \frac{m}{2}$
Table 2.3: Recall (%) of the top-1000 answer produced by MeanSummary

<table>
<thead>
<tr>
<th>Value of ( l )</th>
<th>( l = 0.5 )</th>
<th>( l = 0.7 )</th>
<th>( l = 0.9 )</th>
<th>( l = 1.0 )</th>
<th>( l = 2.0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>50.1</td>
<td>71.1</td>
<td>92.5</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Average</td>
<td>51.2</td>
<td>72.4</td>
<td>94.5</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Max</td>
<td>52.4</td>
<td>74.1</td>
<td>96.2</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Proof. First, we have the well-known formulae [55, 25] of \( E(X_k) \) and \( \sigma_k^2 \):

\[
E(X_k) = \sum_{i=0}^{k-1} \frac{m}{m-i} \\
\sigma_k^2 = \sum_{i=0}^{k-1} \frac{mi}{(m-i)^2}
\]  

(2.4)  
(2.5)

Recall that \( m \) is the number of distinct items in the data stream and that it is much larger than \( k \). Since \( k < \frac{m}{2} \), for any \( i < k \) we have \( \frac{i}{m-i} < 1 \) and \( \sigma_k < \sqrt{E(X_k)} < E(X_k) \).

By the one-sided version of Chebyshev’s inequality we get:  

\[
Pr(X_k - E(X_k) \geq (l-1)\sigma_k) \leq \frac{1}{(l-1)^2+1},
\]  

which implies  

\[
Pr(X_k \geq lE(X_k)) \leq \frac{1}{(l-1)^2+1}.
\]

Lemma 6 gives a tighter bound on the false negative than the bound in Lemma 4: the false negative probability is less than  

\[
Pr \left( \frac{1}{X_k} \leq \frac{1}{lE(X_k)} \right) = Pr(X_k \geq lE(X_k)),
\]

hence, less than \( \frac{1}{(l-1)^2+1} \).

Experiment with Uniform Data

In order to demonstrate the effectiveness of the proposed algorithm we have carried out an experiment on a synthetic data set which follows the uniform distribution. We simulate an item stream with 10,000 uniformly distributed distinct items until the stream size reaches the number 100,000. We have measured the performance of MeanSummary in terms of memory consumption and the quality of the top-1000 answer. The results are reported in Figure 2-2 and Table 2.3.

According to Lemma 5, MeanSummary does not cause any false positive so it always produces the top-\( k \) answer with maximum Precision Value, i.e. 100%. On the other hand, MeanSummary may produce false negative which are usually measured by the Recall Value, i.e. the fraction of the number of real top-\( k \) items reported by MeanSummary. In Table 2.3 we show the Average Recall of the top-1000 answers produced by MeanSummary over
Figure 2-2: The comparison of memory usage in terms of the number of border points each algorithm has to store in memory. The plot shows how this number evolves when the data stream evolves. MeanSummary memory usage is shown for different values of $l$. It is clear from the figure that MeanSummary uses significantly less memory than the complete set of border points (No Pruning).

different pruning thresholds when the data stream evolves. It is clear from the context that when the value of $l$ is higher, MeanSummary is able to answer the top-1,000 queries more accurately on average. The average recall reaches its maximum value i.e. 100% when $l$ is above 1. In order to show the stability of the obtained results we also report the Maximum and the Minimum Recall values of the top-1,000 answers in this table. It is clear from the context that the obtained results are also quite stable as the differences between the minimum, the maximum recall and the average recall are not large.

It is important to note that the higher the value of $l$, the lower the pruning threshold becomes, resulting in less border points being pruned. In other words, when $l$ is high MeanSummary may use more memory but it will produce more accurate answers. This is a tradeoff between the result quality and the memory usage. In order to show the effectiveness of MeanSummary in terms of memory usage we plot the number of border points that MeanSummary has to store over different values of the pruning threshold in Figure 2-2. It is clear that when $l$ is higher, more memory space is required. Fortunately, the number of
border points that MeanSummary has to store seems to be bounded regardless of the stream size. Concretely, at the end of the algorithm execution the number of border points that MeanSummary has to store when $l = 2.0$ is always less than 3 000 which is almost ten times smaller than the total number of border points of the data stream (28 793). It is important to notice that when $l = 2.0$, MeanSummary produces no errors at all for the top-1 000 queries (see Table 2.3). This fact emphasizes the extreme significance of MeanSummary.

2.4 Pruning Algorithm in Practice

We have seen the effectiveness of using MeanSummary in Algorithm 1 to answer the top-$k$ queries with the assumption that the expected value of $X_k$ could be computed in advance. However, in practice, this effort may not be possible due to non-trivial expected value computation. Therefore, using $\frac{1}{\bar{E}(X_k)}$ as a pruning threshold is impractical when the data
distribution is unknown in advance or the data distribution changes over time. Even in the case that the data distribution is supposed to be known in advance, for instance, with the Zipfian distribution, there is no closed representation of $E(X_k)$ that is easy to compute [25].

For the situation that the expectation of $X_k$ is unknown, we now propose another summary algorithm which still has similar properties as MeanSummary. Before continuing with a detailed description of the proposed summary in Algorithm 2, we explain the crucial idea behind our proposal in Figure 2-3. In this figure, we plot the MaxFreq (multiplied by 1,000) of the $k$-th most frequent item of the Kosarak data stream (see section 2.5 for information about this dataset). Four lines correspond to different values of $k$ from which we can observe that they are quite well-separated from each other. Intuitively, if we consider the upper bound on the top-100 line as a pruning threshold we can prune a lot of border points while the top-10 items are warranted to be present in the summary with high probability.

The aforementioned observation from the Kosarak data set is intuitive, allowing us to propose a summary algorithm which is then shown to be effective in the experiments with real-life datasets. The approach is briefly described in Algorithm 2. MinSummary is similar to MeanSummary, the only difference is that it uses a dynamic pruning threshold $\beta$ instead of a static value. This threshold is updated in each step such that its value is monotonically increasing, thus, more border points are pruned in the further steps. The algorithm admits two user-defined parameters $k$ and $l$. The bigger the value of $l$, the bigger the summary will become, but the more precise the top-$k$ queries will be answered.

In order to prevent $\beta$ from increasing too fast we only update the value of $\beta$ when the summary $B$ contains at least $l$ different items. By doing so, we keep $\beta$ increasing

Algorithm 2 MinSummary($k, l$)

1: $B \leftarrow \emptyset$
2: $\beta \leftarrow 0$
3: while New item $a$ arrives do
4:   if previous occurred item is not $a$ then
5:     create a new border point for $a$ and include it into $B$
6: end if
7: Delete all the elements in $B$ that are no longer border points
8: Update frequency of all elements in $B$
9: Delete all the elements in $B$ that have frequencies strictly less than $\beta$
10: $\alpha \leftarrow \text{MaxFreq of the least frequent item in } B$
11: $|B| \leftarrow \text{the number of distinct items in } B$
12: if $|B| \geq l$ AND $\alpha > \beta$ then
13:   $\beta \leftarrow \alpha$
14: end if
15: end while
Figure 2-4: The Kosarak and Sligro data-sets follow Zipfian distribution but with different levels of skewed.

but always less than the upper bound of the \( l \)-th most frequent item. As a result, \( \beta \) is less than the frequency of \( k \)-th most frequent item with high probability as explained in the aforementioned intuitive example. The following lemma shows that MinSummary has similar properties as MeanSummary:

**Lemma 7.** Using MinSummary we are able to answer top-\( k \) queries without false positive and the item order in the reported top-\( k \) items is preserved.

It is important to note that \( \beta \) in MinSummary is kept increasing over time to let MinSummary have similar property like MeanSummary. In doing so, the proof of Lemma 7 proceeds in a very similar way as the proof of Lemma 5.
Table 2.4: Data Sets Summary

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>N. Trans</th>
<th>Stream Size</th>
<th>Size (MB)</th>
<th>N. Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kosarak</td>
<td>990002</td>
<td>8019015</td>
<td>32 MB</td>
<td>41269</td>
</tr>
<tr>
<td>Sligro</td>
<td>542194</td>
<td>7671058</td>
<td>38 MB</td>
<td>43082</td>
</tr>
</tbody>
</table>

Table 2.5: Recall value of top-k answers produced by MinSummary

<table>
<thead>
<tr>
<th>Value of l</th>
<th>Kosarak</th>
<th>Sligro</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100</td>
<td>120</td>
</tr>
<tr>
<td>Min</td>
<td>36</td>
<td>49</td>
</tr>
<tr>
<td>Avg.</td>
<td>66.8</td>
<td>78.2</td>
</tr>
<tr>
<td>Max</td>
<td>96</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>1100</td>
</tr>
<tr>
<td>Min</td>
<td>42.8</td>
<td>53.4</td>
</tr>
<tr>
<td>Avg.</td>
<td>60.3</td>
<td>65.7</td>
</tr>
<tr>
<td>Max</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

2.5 Experiments and Results

Data sets

We use two real world data sets to conduct our experiments. The characteristics of them are summarized in Table 2.4. The Kosarak is a publicly available dataset\(^2\) containing clickstream data of a Hungarian online news portal while the Sligro data set is released under restricted conditions containing information about products purchased by Sligro company’s customers in a specific city in the Netherlands from August 2006 to October 2008.

Both data sets follows a Zipfian distribution as we can see in Figure 2-4 in which we plot the item frequency (vertical axis) from the most frequent to the least frequent items (horizontal axis). Generally, the Sligro data set follows a Zipfian distribution but the occurrence of every specific item varies in different periods of the year. Some items may be suddenly frequent in a short period of time and may completely disappear in another period, e.g. seasonal products. We conduct the experiment on the Sligro dataset to see the behavior of MinSummary in the context of rapidly changing frequencies.

Accuracy of the Top-k Answer

It is worth noting that by the results of Lemma 7, MinSummary always produces the top-k list with the maximum precision value, i.e. 100%. So in order to measure the accuracy of

\(^2\)http://fimi.cs.helsinki.fi/data/
Figure 2-5: A comparison of memory usage in terms of the number of border points each algorithm has to store in memory. The plot shows how this number evolves when the data stream evolves. MinSummary’s memory usage is shown with different values of $l$. It is clear from the figure that MinSummary uses significantly less memory than the case with no border points are being pruned (No Pruning).

MinSummary we just need to measure the recall values of the top-$k$ lists.

Concretely, each time when a new item arrives in the data stream we do querying from MinSummary for the top-$k$ frequent items. The obtained top-$k$ list from MinSummary will then be compared with the true top-$k$ set to estimate the recall value. We average the recall value over time and show the results in Table 2.5. We also present the maximum and the minimum recall values in this table to see the deviation of the recall from its average value.

We present results for different values of the parameters. The value of $k$ is set to 100 and 1000 respectively while $l$ is set to $k$ and higher. Recall that $l$ is a parameter that controls the memory usage in MinSummary. The higher value of $l$ the more memory is used to maintain MinSummary.
In Table 2.5 we can observe that whenever \( l \) is increased the obtained top-\( k \) list is more accurate. In particular, we are able to reach the maximum recall value with proper choice of \( l \). The obtained results with higher values of \( l \) are also very stable since the deviation of maximum and minimum recall from its average value is negligible. In summary, using MinSummary with a proper choice of its parameters we are able to answer the top-\( k \) query with very high accuracy for these particular real world datasets.

**Evolution of the Pruning Threshold**

In order to illustrate the relation between the pruning threshold and the performance of MinSummary, we plot the value of \( \beta \) with different setups of parameter \( l \) in Figure 4-9. We also plot the MaxFreq of the \( k-t \) highest frequent item in the stream corresponding to \( k = 100 \) and \( k = 1000 \).

It is clear from the context that \( \beta \) starts with a very low value and increases every time a new item arrives in the stream. With a proper choice of \( l \) we can let \( \beta \) increase up to a tight lower bound on the MaxFreq of the top-\( k \) frequent items. In doing so, as the pruning threshold grows, we prune more border points while preserving the accuracy of the top-\( k \) answers. Concretely, assume that we intend to answer the top-1000 frequent item query, \( l = 2000 \) or \( l = 3000 \) are the proper choices because in these cases \( \beta \) (lines “\( l=2000 \)” and “\( l=3000 \)” ) increases up to the lower bound on the MaxFreq of the top-1000 frequent items (line “Top-1000”). Obviously, when \( l = 3000 \) we have a more accurate answer because there is no overlap between the line “\( l=3000 \)” and the line “Top-1000”, but MinSummary will consumes more memory as compared to the case \( l = 2000 \). For top-100 queries it is clear that \( l = 1000 \) is a very good choice.

**Memory Usage**

Following section 2.5 about the accuracy of the obtained top-\( k \) lists, we plot the memory usage of MinSummary in Figure 2-5. In each plot we compare the size of MinSummary in terms of the number of border points that it has to store with the complete set of border points of the data stream (No Pruning line). We can observe that the size of MinSummary increases with increasing \( l \). Yet, if we compare these value with the complete set of border points we see that MinSummary consumes significantly less memory and the memory consumption seems to be independent from the stream size.
Figure 2-6: Evolution of the pruning threshold $\beta$ over time. $\beta$ starts with low value and increases up to the tight lower bound of the top-$k$ MaxFreq.

For instance, consider the case in Figure 2-5.B in which we plot the memory usage of the MinSummary with the Kosarak data stream and $k = 1000$. When the program finishes its execution, MinSummary stores less than 4000 border points for all values of $l$ while the complete set of border points still keeps evolving and reaches its highest value 128,249. That means MinSummary is 300 times more memory-efficient than the straightforward approach. Moreover, we have seen in Table 2.5 that when $l = 2000$, MinSummary produces top-$k$ answers with negligible errors. This fact confirms the significance of MinSummary in comparison with the straightforward approach.

The results with the Sligro dataset in Figure 2-5.C and 2-5.D confirm again the significant performance of MinSummary. Another important point we can observe is that given a value of $l$, the size of MinSummary seems to be bounded regardless of the stream size. This means when the stream evolves the set of the border points will eventually reach any limit but MinSummary size will not.
Chapter 3

Online Mining Time Series Motifs

A motif is a pair of non-overlapping sequences with very similar shapes in a time series. This chapter discusses the online top-\(k\) most similar motif discovery problem\(^1\). A special case of this problem corresponding to \(k = 1\) was investigated in the literature by Mueen and Keogh [56]. We generalize the problem to any \(k\) and propose space-efficient algorithms for solving it. We show that our algorithms are optimal in term of space. In the particular case when \(k = 1\), our algorithms achieve better performance both in terms of space and time consumption than the algorithm of Mueen and Keogh. We demonstrate our results by both theoretical analysis and extensive experiments with both synthetic and real-life data. We also show possible application of the top-\(k\) similar motifs discovery problem.

\(^1\)This chapter was published as: Hoang Thanh Lam, Toon Calders, Ninh Pham: *Online Discovery of Top-k Similar Motifs in Time Series Data*. SDM 2011
3.1 Introduction

Usually, timeseries data is easy to collect from many sources. For instance, a set of sensors mounted on a single bridge in a city in the Netherlands produces GBs of data per day [39]. Online managing such amounts of data is very challenging. Typically, such data is processed online either at the distributed devices themselves, or at a designated and centralized system. In both cases, the limitations of system resources such as processing power and memory challenge any data mining task. We study the online motif discovery problem under that context.

Time series motifs are repeating sequences which have different meanings depending on the application. For example, Figure 3-1 shows an example of one-second long motifs discovered by our algorithm in a time series corresponding to brain activity. These motifs reflect the repetition of the same sequence of actions in a human brain and can be useful in predicting the seizure period during an epileptic attack [80]. Besides, motif discovery was shown to be useful in many other applications as well, including time series data compression, insect time series management and even in the robotics domain.

In [56], Mueen and Keogh proposed several methods for summarizing the time series effectively and answering the motif query exactly at any time point in the sliding window setting. Their work, however, only focuses on the discovery of a single motif. Therefore, some interesting motifs could be missed accidentally. For example, Figure 3-2 shows two motifs in the *Insect* time series. The first one in red likely corresponds to an idle or steady state of the device; this type of motif is probably not interesting. The second motif in green, however, is more interesting because it is likely that some important events happen at these time intervals. Therefore, an inherent advantage of the top-$k$ motifs discovery for $k > 1$ is that the users are allowed to choose the meaningful motifs for their applications and remove the meaningless ones while this is not allowed in the special case $k = 1$. Motivated by this reason we extend the prior work to the general case for any $k$. In summary, our contributions to this work are as follows:

- We extend the exact motif discovery problem to the top-$k$ motifs problem and motivate this extension.
- We derive a theoretical lower-bound on the memory usage for any exact algorithm solving the top-$k$ motifs discovery problem. We show that the obtained lower-bound
Figure 3-1: An Example of motifs in brain activity data. Two non-overlapping subsequences with similar shapes are defined as a motif. Picture looks better in color.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_i$</td>
<td>$i^{th}$ element of a time series</td>
</tr>
<tr>
<td>$S_t$</td>
<td>time series at time point t</td>
</tr>
<tr>
<td>$m$</td>
<td>motif length</td>
</tr>
<tr>
<td>$w$</td>
<td>number of $m$-dimensional points in the window</td>
</tr>
<tr>
<td>$W$</td>
<td>number of float values in the window</td>
</tr>
<tr>
<td>$P_i$</td>
<td>the $m$-dimensional point ending on time-stamp $i$</td>
</tr>
<tr>
<td>$d(P_i, P_j)$</td>
<td>Euclidean distance from $P_i$ to $P_j$</td>
</tr>
<tr>
<td>$L_i$</td>
<td>forward nearest neighbor list or promising list</td>
</tr>
</tbody>
</table>

is tight by showing a trivial algorithm that achieves the bound.

- As the trivial algorithm is not very efficient at query time, we propose two new algorithms, $nMotif$ and its refinement $kMotif$. Both proposed algorithms are not only close to optimal in terms of memory usage but also fast in comparison to the existing algorithm denoted as $oMotif$ as for the original motif discovery algorithm for $k = 1$ [56].

- We demonstrate the significance of our work not only with theoretical analysis but also with extensive experiments with real-life and synthetic data.
3.2 Related Work

The importance of motif discovery in time series has been addressed in several communities, including motion-capture, telemedicine and severe weather prediction. Several algorithms tackling this problem are based on searching a discrete approximation of the time series [16, 62, 43, 24, 80, 12].

In recent years, some algorithms have been proposed for finding exact motifs directly in the raw time series data. The approach of [58] is the first tractable exact motif discovery algorithm based on the combination of early abandoning the Euclidean distance calculation and a heuristic search guided by the linear ordering of data. The authors also introduced for the first time a disk-aware algorithm for exact motif discovery for massive disk-resident datasets [57].

Although there has been significant research effort spent on efficiently discovering time series motifs, most of the literature has focused on fast and scalable approximate or exact algorithms for finding motifs in static offline databases. In fact, for many domains including online compression, robotics and sensor-networks, it requires online discovery of time series[56].

In [56], Mueen et al. propose an algorithm for solving the exact motif discovery problem. Their approach is denoted as oMotif in our work as for the original motif discovery...
algorithm. The key idea behind the algorithm oMotif is to use a nearest neighbors data structure to answer the motif query fast. Although this approach demonstrates a space-efficient algorithm for exact motif discovery in real time, in several real applications with large sliding window sizes, this algorithm is very space demanding. Furthermore, in many real applications, the discovery of top-\(k\) motifs may be more useful and meaningful than a single motif. It is non-trivial to modify the oMotif algorithm to the problem of online top-\(k\) motifs discovery.

### 3.3 Problem Definition

Let \(S_t = r_1, r_2, \ldots, r_t\) be a time series, in which all \(r_i\) are float values. In our theoretical analysis, we will assume that storing a float value requires one memory unit. When the time series \(S_t\) is evolving its length also evolves. In many applications, due to the limitation of the system’s memory only a window of the \(W\) most recent float values in the time series, corresponding to the values \(r_{t-W+1}, \ldots, r_t\), are kept in memory while the less recent ones are discarded. When a new value appears in the time series, the window is shifted one step further; the new item is appended to the sliding window, and the oldest one is removed. People usually refer to this as the *sliding windows model*.

Given a window of length \(W\), a sequence of \(m\) consecutive float values in this window can be seen as a point in a \(m\)-dimensional space. Hence, \(W\) float values in the window form a set of \(w := W - m + 1\), \(m\)-dimensional points, which will be denoted as \(P_{t-w+1}, P_{t-w+2}, \ldots, P_t\). Notice that \(W\) refers to the number of float values in the window and \(w\) refers to the number of \(m\)-dimensional points in the window. Each point \(P_i\) is associated with the time-stamp \(i\) of its last coordinate. The smaller the time-stamp, the earlier the point is. In [56], Mueen and Keogh defined a motif as a pair of points \((P_i, P_j), (i < j)\) which are closest to each other according to the Euclidean distance. We extend this notion and define the top-\(k\) motifs as the set of \(k\) pairs such that they are amongst the top-\(k\) closest pairs according to the Euclidean distance. Sometimes we will require that points in a top-\(k\) pair are non-overlapping, i.e. \(j - i \geq m\) [56].

**Example 4.** For instance, assume \(m = 2\), \(k = 3\) and \(w = 6\), Figure 3-3.a shows a set of 2-dimensional points. The current window contains 6 points \(P_1 - P_6\) and the top-\(k\) motifs are \{\((P_1, P_2), (P_5, P_6), (P_1, P_3)\}\). Consider Figure 3-3.d where a new point \(P_7\) enters the time
Figure 3-3: A toy example shows a set of 6 2-dimensional points and the data summaries used in algorithm \( nMotif \) and \( kMotif \) when \( k = 3 \) and \( w = 6 \).

series. The window is shifted one point and consists of points \( P_2—P_7 \). Since \( P_1 \) is expired, we get a new set of top-\( k \) motifs, which is \( \{(P_3,P_6),(P_6,P_7),(P_2,P_4)\} \). Notice that in this toy example for simplicity we did not consider the constraint that points \( (P_i,P_j) \) in a motif pair should be non-overlapping \( (j - i \geq m) \). If the overlapping constraint is considered, the top-\( k \) motifs in Figure 3-3.a become \( \{(P_1,P_3),(P_2,P_4),(P_4,P_6)\} \).

The top-\( k \) most similar motifs problem is defined as follows:

**Definition 3** (top-\( k \) Motifs Problem). Given a time series \( S_t \), a window length \( w \), a motif length \( m \) and a parameter \( k \), at any time point \( t \), maintain a summary of the time series from which we can answer the query for the top-\( k \) motifs exactly.

The Top-\( k \) Motifs problem is a generalization of the Exact Motif Discovery Problem of Mueen and Keogh [56], which corresponds to the case \( k = 1 \). We propose space-efficient algorithms for the generalized problem. First, we will derive a memory lower-bound for any exact algorithm solving the top-\( k \) motifs problem. Next, we show that the given lower-bound is tight by showing a trivial algorithm that consumes an amount of memory deviating only a constant factor from the lower-bound. This algorithm, however, does not scale up with large-scale applications monitoring thousands of time series, such as, e.g. in sensor network. Therefore, we will propose other algorithms which are almost as space-efficient and achieve much better update times, and even outperform oMotif when \( k \) is set to 1.

The comparison of the theoretical complexity of the algorithms is summarized in Table 3.2. In all cells of the table we show the worst case complexity of the algorithms except the
places where we denote \( \text{avg.} \) for on average and \( \text{amo.} \) for amortized. Notice that in this table we show the space complexity in term of the number of floats while the lower-bound in lemma 8 is based on the number bits.

### 3.4 Memory Lower-bound for any exact and deterministic algorithm

In this section, we will derive a lower-bound on the memory requirement in order to summarize the time series and answer the top-\( k \) motifs query exactly. We further show that this lower-bound is tight by introducing several algorithms achieving the given bound.

**Memory Lower-bound**

Deriving the memory lower-bound introduces an insight into a research problem. Sometimes this step is very helpful in designing an optimal algorithm. The worst-case memory lower-bound of any exact algorithm solving the top-\( k \) similar motifs discovery problem is derived as follows:

**Lemma 8** (Lower-bound). Given a time series \( S_t \), a window of size \( w \), a motif length \( m \) and a parameter \( k \). Any algorithm being able to answer the top-\( k \) motifs query exactly at any time point requires at least \( \Omega(w \log(w)) \) bits to summarize the time series.

**Proof.** We will prove the lemma in the special case when \( k = 1 \) from which the correctness of the lemma with \( k > 1 \) will automatically hold. Consider a time series of length \( w - 1 \):

\[
S_{w-1} := r_1r_2\ldots r_{w-1}
\]

in which all \( r_i \) are distinct natural numbers and \( 1 \leq r_i \leq w - 1 \).

We will show that a summary of \( S_{w-1} \) denoted as \( \text{SUM}_{w-1} \) must allow for reconstructing perfectly all \( w - 1 \) entries of \( S_{w-1} \). Notice that since the window length is \( W = w + m - 1 \)

<table>
<thead>
<tr>
<th>Alg.</th>
<th>Space (floats)</th>
<th>Time per Update</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k = 1 )</td>
<td>( o\text{Motif} ) ( O(w \frac{2}{w}) ) amo.</td>
<td>( O(wm) )</td>
</tr>
<tr>
<td>( n\text{Motif} )</td>
<td>( O(w) )</td>
<td>( O(wm) )</td>
</tr>
<tr>
<td>( k &gt; 1 )</td>
<td>( n\text{Motif} ) ( O(kw) )</td>
<td>( O(wm + w \log k) )</td>
</tr>
<tr>
<td>( k\text{Motif} )</td>
<td>( O(w) ) avg.</td>
<td>( O(wm +</td>
</tr>
</tbody>
</table>

*\( V \) denotes the so-called promising points and has size \( 2k \log(w) \) on average
when we extend $S_{w-1}$ with a sequence of $m$ values $Y = y_1, y_2, \ldots, y_m$ no element of $S_{w-1}$ is expired.

As the summary of $S_{w-1}$ represents the full state of the machine recording the stream, the summary $SUM_{w+m-1}$ of $S_{w+m-1} := r_1 \ldots r_{w-1} y_1 \ldots y_m$ only depends on $SUM_{w-1}$ and $Y = y_1, \ldots, y_m$. Furthermore, $SUM_{w+m-1}$ contains enough information for answering the top-1 query for $S_{w+m-1}$ and the $SUM_{w-1}$ does not depend on $Y$.

The following procedure will reconstruct the sequence $S_{w-1}$ from the summary $SUM_{w-1}$: Let $Y = y_1, \ldots, y_m$ be any subsequence with length $m$ where $1 \leq r_i \leq w - 1$. Assume now that $y_1 = r_i$, $y_2 = r_{i+1}$, $\ldots$, $y_m = r_{i+m-1}$ for some $0 < i < w - m$, then the answer to the top-1 query for $S_{w+m-1}$ will correspond to the subsequences $r_i \ldots r_{i+m-1}$ and $y_1 \ldots y_m$ with distance 0. Since $Y$ is an arbitrary sequence with length $m$ we can choose $Y$ to reconstruct $S_{w-1}$ perfectly from the summary $SUM_{w-1}$.

The aforementioned procedure does not produce two different sequences when it is given the same summary $SUM_{w-1}$ at the input. There are totally $(w-1)!$ different subsequences $S_{w-1} := r_1 r_2 \ldots r_{w-1}$, therefore, there must be at least the same number of corresponding different summaries. According to information theory, storing $(w-1)!$ different sequences requires at least $(w-1) \log(w-1)$ bits, this proves the lemma.

Let us consider a very simple approach achieving the lower-bound in lemma 8. The algorithm stores the entire window as the summary which requires $O(wb)$ bits where $b$ is the maximal number of bits representing any float value $r_i$ in the stream. The value of $b$ can be arbitrarily large depending on how large $r_i$ are. Let us make an optimistic assumption that $b$ is upper-bounded by $\log(w)$, the number of bits minimally needed to store $w$ different numbers. Consequently, the summary is as large as $w \log(w)$ bits, matching the lower-bound of Lemma 8. The lemma actually shows that there is no hope w.r.t. memory consumption, of doing better than just storing the complete window. The top-$k$ query processing for such a summary, however, is very time demanding as we need to compute the Euclidean distances between all pairs of points, which results in a quadratic complexity.

Therefore, the given approach is impractical for online applications which require not only a compact summary but also a quick response time to the query. The naive algorithm described in the following subsection will take into account both time and space efficiency.
Algorithm 3 nMotif($w, m, k$)

1: $\mathcal{L} \leftarrow \emptyset$
2: while new point $P_t$ arrives do
3:     $\mathcal{L}$.PopFront()
4:     $L_t \leftarrow \emptyset$
5:     $\mathcal{L}$.PushBack($L_t$)
6:     for $i = t - w + 1$ to $t - 1$ do
7:         Let $P_l$ be the last element of $L_i$
8:         upper-bound $\leftarrow d^2(P_i, P_l)$
9:         $d \leftarrow$ distance($P_t, P_l$, upper-bound)
10:        if $d < d(P_i, P_l)$ then
11:            Insert $P_t$ to list $L_i$ such that $L_i$ is sorted in ascending order according to the distance to $P_i$
12:                if $L_i$.Size() > $k$ then
13:                    $L_i$.PopBack()
14:                end if
15:        end if
16:     end for
17: end while

Algorithm 4 distance($X, Y$, upper-bound)

1: $i \leftarrow 0$
2: sum $\leftarrow 0$
3: while sum < upper-bound and $i < m$ do
4:     sum $\leftarrow$ sum $+ (X[i] - Y[i])^2$
5:     $i = i + 1$
6: end while
7: return sqrt(sum)

A Naive Algorithm

An online motif discovery algorithm should consider the trade-off between memory usage and processing time. As time series data arrives continuously and unpredictably, summary update should be done as fast as possible while the summary should be as small as possible. In addition to that the query time also should be fast for online decision. However, usually it is the case that we have to trade in processing time for smaller space usage and vice versa. We will now first introduce the nMotif algorithm, which has similarities with the oMotif algorithm by Mueen and Keogh [56]. Nevertheless, we will show both theoretically and empirically that nMotif with $k$ set to 1 outperforms oMotif w.r.t. both space usage and query performance. Then we will further improve the nMotif algorithm to arrive at the more efficient kMotif algorithm for any $k > 1$. 
The \textit{oMotif} algorithm of Mueen and Keogh [56] roughly works as follows: instead of only storing the window, also for every point in the window its so-called backward nearest neighbor list (BNN) is stored. The BNN of a point $P_i$ stores the time-stamp of all points with an earlier timestamp than $P_i$, ordered w.r.t. increasing distance to $P_i$. When a new point enters the window and hence the oldest point of the window is discarded, the lists are updated. Mueen and Keogh [56] discuss several optimizations and show that the size of the BNNs is $\sqrt{w}$ with an amortized analysis, leading to a summary of size $w^{3/2}$. For details we refer to [56]. In contrast to \textit{oMotif}, our \textit{nMotif} algorithm will store a \textit{forward top-k nearest neighbor list} instead of a BNN. This seemingly trivial difference, however, has huge implications, as we will see.

The pseudo-code in Algorithm 3 shows how \textit{nMotif} works. It maintains a list $L = L_{t-w+1}L_{t-w+2} \cdots L_t$ where each entry $L_i$ corresponds to a point $P_i$ in the current time series window (lines 3-5). Each list $L_i$ contains the set of the $k$ points closest to $P_i$ among the points with later time-stamp than $i$. For this reason we call $L_i$ a \textit{forward top-k nearest neighbor list}. In order to update these forward nearest neighbor lists when a new point $P_t$ arrives we need to calculate the distance from $P_t$ to any $P_i$ (lines 8-9). Subsequently, $P_t$ is inserted into the forward nearest neighbor list of $P_i$ if $P_t$ is closer to $P_i$ than point $P_l$ is, where $P_l$ is the furthest point to $P_i$ in the current list $L_i$ (lines 10-15).

\textbf{Example 5.} For instance, Figure 3-3.b shows this data structure for the points in Figure
Figure 3-5: A comparison of the average update time of two algorithms nMotif and oMotif in the special case $k = 1$.

3.3.a for $k = 3$. Corresponding to point $P_1$, the forward nearest neighbors are $P_2$, $P_3$, and $P_4$ sorted in ascending order according to their distance to $P_1$. Similarly, the forward nearest neighbor list associated with $P_2$ contains $P_3$, $P_4$, and $P_5$ in that order. Recall that each list $L_i$ associated with point $P_i$ only contains the forward nearest neighbors. Therefore, although point $P_1$ is the nearest neighbor of point $P_2$ it is not contained in $L_2$ because $P_1$ appears earlier than $P_2$ in the time series. Figure 3-3.e shows how the data structure is updated when $P_1$ is expired and point $P_7$ arrives. In particular, we delete the entry corresponding to point $P_1$ because it has been expired. Then, the Euclidean distance from $P_7$ to every point $P_i$ (1 < $i$ < 7) is calculated and the forward nearest neighbor list $L_i$ is updated subsequently.

Euclidean distance calculation: when the motif length is large, the update time is dominated by the Euclidean distance calculation process. In order to reduce the computational effort of this process an early termination technique was introduced in Mueen and Keogh [56]. The pseudo-code describing the Euclidean distance computation with early termination is shown in Algorithm 4. An extra parameter $upper-bound$ is passed to the algorithm, reflecting the current “distance to beat” to be added in the forward top-$k$ nearest neighbor list of $X$. As soon as in the distance computation it becomes clear that the distance between $X$ and $Y$ will exceed this bound, the distance computation is aborted.

Given the forward nearest neighbor data structure, the query phase is performed by first sorting all the pairs of points resident in the forward nearest neighbor structure in
the ascending order according to Euclidean distance. The top-\(k\) pairs whose Euclidean distances are shortest are returned as the answer to the top-\(k\) motifs query.

**Lemma 9** (Correctness of \(nMotif\)). *In the forward nearest neighbor data structure handled by the algorithm \(nMotif\), we can find the true top-\(k\) motifs.*

**Comparing \(nMotif\) to \(oMotif\)**

First recall that \(oMotif\) only finds the top-1 motif in the current window. Therefore, \(oMotif\) should be compared to \(nMotif\) with parameter \(k\) set to 1. Concerning the space consumption, \(nMotif\) uses \(O(kw)\) float numbers in order to store the entire forward nearest neighbor structure, which is much better than the \(O(w^2)\) float numbers in the worst case and \(O(w^{3/2})\) float numbers in the amortized analysis needed by \(oMotif\). Furthermore, every update operation of algorithm \(nMotif\) consists of the Euclidean distance computation cost \((O(wm))\) and the summary update cost \((O(w\log(k)))\). Overall, the aggregated cost for each update operation is \(O(w(m + \log(k)))\) which is comparable to that of \(oMotif\) when \(k = 1\). Hence, besides being more space-efficient \(nMotif\) is theoretically as time-efficient as the \(oMotif\) approach.

In order to illustrate the significance of our algorithm with \(k = 1\) in comparison to algorithm \(oMotif\), we plot the time and space consumption of the two algorithms in Figure 3-4 and Figure 3-5. In particular, Figure 3-4 compares the average space usage of two algorithms in terms of the number of elements stored in the data summary plus the window size. The comparison is done on 4 different datasets (see section 3.6 for the description of the datasets). We observe in all datasets that \(nMotif\) is significantly more space-efficient than \(oMotif\). Besides, Figure 3-5 shows that \(nMotif\) is faster than \(oMotif\) although theoretical analysis shows that two algorithms are comparable in term of update time.

The reason for this is two fold. First, the algorithm \(nMotif\) uses tighter bounds in the Euclidian distance computation, since there are less points in the summary. Secondly, the summary of \(nMotif\) is much smaller allowing more efficient access and update. This analysis shows how a small change to the algorithm—maintaining the forward nearest neighbor instead of all backward nearest neighbors—has a huge impact on the efficiency of the algorithm. In the following we will only compare to \(nMotif\) as it extends to arbitrary values of \(k\) and outperforms \(oMotif\) anyway.
3.5 A Space Efficient Approach

In this section, we introduce a space-efficient algorithm. The new algorithm is called $kMotif$ and uses $O(w)$ float numbers on average. Compared to $nMotif$, algorithm $kMotif$ is about $k$ times more space-efficient on average, and has, in the worst case, still the same space and similar time complexity.

**Algorithm $kMotif$**

We describe the main idea behind $kMotif$ with a simple example. First let us define a pair of points $(P_i, P_j)$ with $(i < j)$ a *promising pair* if it belongs to the top-$k$ motifs of the window starting from point $P_i$. In the $kMotif$ algorithm, we will store for every point $P_i$ not its complete forward top-$k$ nearest neighbor list, but instead only those timestamps $j$ such that $(P_i, P_j)$ forms a promising pair. This list is always a subset of the list maintained by $nMotif$.

For example, consider again the illustration in Figure 3-3.a. In the window starting from $P_1$ and finishing at point $P_6$ the top-3 motifs are $(P_1, P_2)$, $(P_1, P_3)$ and $(P_5, P_6)$. Thus, in the forward nearest neighbor list of point $P_1$ (Figure 3-3.b), $P_4$ is redundant because $(P_1, P_4)$ is not a promising pair. This pair will never become a top-3 motif in any sliding window starting earlier than $P_1$. As a result, we can safely remove point $P_4$ from the forward nearest neighbor list of point $P_1$ without any effect on the accuracy of the algorithm.

Similarly, if we consider the window starting from $P_2$ and finishing at point $P_6$, the pairs $(P_2, P_4)$, $(P_2, P_3)$ and $(P_5, P_6)$ are the top-3 motifs. Hence, point $P_5$ can be excluded from the forward nearest neighbor list of $P_2$. If we repeat this action for the other windows we will end up with a very compact list shown in Figure 3-3.c. This list has an important property that only promising pairs are present in it. Therefore, we call this data structure the *promising neighbors structure*.

The pseudo-code in Algorithm 5 describes how $kMotif$ works. It always maintains and updates promising neighbors lists $\mathcal{L}$. In particular, when a new point $P_t$ occurs, we traverse $\mathcal{L}$ backwards from the end to the beginning to check whether all pairs remain promising and remove unpromising ones (lines 7-21).

Lines 8-15 check whether an existing pair $(P_l, P_i)$, where $P_l \in L_i$, is promising. In particular, we need to compare the value $d(P_l, P_i)$ to the distance between the current $k^{th}$
Algorithm 5 kMotif($w, m, k$)

1: $L \leftarrow \emptyset$
2: while New point $P_t$ arrives do
3:   $L$.PopFront()
4:   $L_t \leftarrow \emptyset$
5:   $L$.PushBack($L_t$)
6:   Let $V$ be an empty dequeue
7: for $i = t - 1$ to $t - w + 1$ do
8:   while $P_l \neq \text{nil}$ do
9:     $P_l \leftarrow L_i$.next()
10:    if $d(P_l, P_i) < V[k - 1]$ then
11:       $V$.insert($d(P_l, P_i)$)
12:    else
13:       $L_i$.delete($P_l$)
14:   end if
15: end while
16: $d(P_t, P_i) = \text{distance}(P_t, P_i, V[k - 1])$
17: if $d(P_t, P_i) < V[k - 1]$ then
18:   $V$.insert($d(P_t, P_i)$)
19:   $L_i$.insert($P_t$)
20: end if
21: end for
22: end while

closest pair, e.g $V[k - 1]$ (line 10). If $(P_l, P_t)$ is promising, i.e. $d(P_l, P_t) < V[k - 1]$ the value $d(P_l, P_t)$ is inserted into a sorted dequeue $V$ (line 11). Otherwise, we remove $P_t$ from $L_i$ (line 13).

We perform the same check with every incoming pair $(P_t, P_i)$ in lines 16-20. First we calculate the Euclidean distance from $P_t$ to $P_i$ (line 16). In the next step we check if $(P_t, P_i)$ is promising and insert $P_t$ into the sorted promising list $L_i$ (lines 17-20). In doing so, the summary update phase costs about $O(|V| (k + \log|V|))$ in the worst case. Notice that in order to guarantee the correctness of the algorithm the insert and delete element functions are designed such that the list is always sorted in ascending order according to the Euclidean distance.

Lemma 10 (Correctness of kMotif). Using the promising data structure handled by algorithm kMotif, we can find the true top-k motifs. Besides, the promising summary is at most as large as the forward nearest neighbor adopted by nMotif algorithm.
Figure 3-6: A comparison of $k$Motif and $n$Motif in terms of space saving. The space saving ratio is measured as the fraction between memory usage of algorithm $n$Motif and algorithm $k$Motif. Algorithm $k$Motif is 30-50 times more space-efficient than algorithm $n$Motif when $k = 50$.

**Complexity of $k$Motif**

The working space of algorithm $k$Motif consists of a portion of memory storing the window and another one containing the lists $L$ and $V$. The former portion requires $O(w)$ float numbers. The size of the latter portion depends on the number of promising pairs after every summary update. We consider this number as a random variable $X$. The following lemma shows how large $X$ is on average:

**Lemma 11 (Average Memory).** Given a window, assuming that any pair $(P_i, P_j)$ has the same opportunity being in the top-$k$ closest pairs of that window, the average number of promising pairs at any time point is $E(X) \simeq 2k \log(w)$

**Proof.** Let $X_{ij} (j > i)$ be the indicator of the event that $(P_i, P_j)$ is a promising pair. The probability of $X_{ij} = 1$ is equal to the probability of $(P_i, P_j)$ is a top-$k$ closest pairs among $\frac{(w-i)(w-i+1)}{2}$ pairs of points in this window if $\frac{(w-i)(w-i+1)}{2} > k$ and is equal to 1 otherwise. Since we assume that this probability is the same for any pair in the window we have:

$$Pr(X_{ij} = 1) = \begin{cases} 
\frac{2k}{(w-i)(w-i+1)} & \text{if } \frac{2k}{(w-i)(w-i+1)} < 1 \\
1 & \text{otherwise}
\end{cases}$$

On the other hand, as $X$ stands for the number of promising pairs in list $L$ we get:

$$X = \sum_{i=1}^{w} \sum_{j=i+1}^{w} X_{ij}$$  \hspace{1cm} (3.1)
from which we further imply that:

\[ E(X) = \sum_{i=1}^{w} \sum_{j=i+1}^{w} E(X_{ij}) \] (3.2)

\[ \simeq \sum_{i=1}^{w} \frac{2k}{w - i + 1} \] (3.3)

\[ \simeq 2k \log w \] (3.4)

The last equation proves the lemma.

It is important to note that in this analysis we allow overlapping motifs. However, a similar result \( E(X) \simeq 2k \log (w - m) \) with non-overlapping motifs can be proved similarly. Generally, the expected number of promising pairs is small compared to the size of the window \( w \). We will see that for most of the datasets in our experiments the number of promising pairs does not deviate too far from this theoretical average value. Let us denote this theoretical average value as \( E_p = 2k \log(w) \). We can theoretically bound the probability of the event that the number of promising pairs deviating from \( E_p \) by a constant factor as follows:

**Lemma 12** (By Markov’s inequality). Given a constant \( a \), the probability that the number of promising pairs deviating from its expected value by the constant factor \( a \) is bounded by

\[ \Pr(X > aE_p) \leq \frac{1}{a} \]

The aforementioned bound is naive but it is useful because there is no condition on the independence of \( X_{ij} \). However, it is not tight since we can further tighten the bound based on the assumption that \( X_{ij} \)'s are independent from each other. In particular, we have the following result:

**Lemma 13** (By the Chernoff’s bound). If we assume that \( X_{ij} \) are independent from each other we have:

\[ \Pr(X > eE_p) \leq \frac{1}{e^{E_p}} \]

**Proof.** According to the Chernoff’s bound we have:

\[ \Pr(X > (1 + \delta)\mu) < \left( \frac{e^{\delta}}{(1 + \delta)(1 + \delta)} \right)^\mu \] (3.5)
Figure 3-7: Update time and Euclidean distance calculation time for $k\text{Motif}$ and $n\text{Motif}$.

If we replace the value of $\delta$ by $e - 1$ and the value of $\mu$ by $E_p$ then we have:

$$\Pr(X > eE_p) < \left(\frac{e(e-1)}{e^e}\right)^{E_p}$$

$$< \frac{1}{e^{E_p}}$$

(3.6) 

(3.7)

The last inequality proves the lemma.

Theoretically, Lemma 13 shows a tighter upper-bound on the probability of the event that the number of promising pair deviates far from $E_p$ with a constant factor $e$. That probability is small, i.e. about $10^{-44}$ when $k$ is in order of hundreds.

**Space usage: $k\text{Motif}$ vs. $n\text{Motif}$**

In summary, algorithm $k\text{Motif}$ consumes $\Omega(w + 2k \log(w))$ float numbers on average which is $k$ times more space-efficient than algorithm $n\text{Motif}$. Another interesting property of algorithm $k\text{Motif}$ is that although it seems to be theoretically less time-efficient than $n\text{Motif}$ ($O(wn + |V|(k + \log|V|)$ versus $O(w(m + \log(k))))$, where $|V| = 2k\log w$ on average. However, in practice it turns out to be faster in all experiments in both real-life and synthetic datasets. The reason of this effect will be discussed in the experimental section.
3.6 Experiments and Results

We implemented the algorithms \textit{kMotif} and \textit{nMotif} in C++ with the STL library. We ran all the programs on a 2.4 GHz core 2 dual Windows platform with 2GB of RAM. The datasets we use in the experiments are the same as in [56], including 3 real-life time series EEG, EOG, the Insect trace data and a synthetic dataset \textit{random walk}. In all experiments Z-normalization is applied to all vectors and overlapping motifs are not allowed.

The source code with demo and related resources of our work are available for download on our project website\textsuperscript{2}. It is also worth noting that in this particular section we aim at discussing the significance of \textit{kMotif} in comparison to \textit{nMotif}. The significance of \textit{nMotif} compared to \textit{oMotif} is already discussed in section 3.4 where it was shown that \textit{nMotif} outperforms \textit{oMotif}.

In the first experiment, we fix $k = 50$ and $W = 50000$ while $m$ is varied from 64 to 1024. For each value of $m$ the ratio between the working space of \textit{nMotif} and \textit{kMotif} is calculated. The larger the ratio is, the more effective algorithm \textit{kMotif} is. Figure 3-6 in the middle shows the result of this experiment on 4 datasets. On all datasets \textit{kMotif} achieves 30 to 50 times space-saving as compared to \textit{nMotif}. Another important observation is that the space-saving slightly degrades when $m$ is large. The explanation of this effect will be discussed later.

Similarly, we carry out another experiment with fixing $m = 256$ and $W = 50000$ and varying the value of $k$. Figure 3-6 on the left shows the dependency of space-saving ratio on $k$. Four lines corresponding to the 4 datasets follow the following rule: the space-saving ratio increases linearly with the value of $k$. This result is consistent with our theoretical analysis in section 3.5 stating that when $m$ and $w$ are fixed the space-saving ratio is approximately equal to $k$. Finally, Figure 3-6 on the right illustrates the result when $m = 256$ and $k = 50$ are fixed while $W$ is varied. We observe that the space-saving ratio is steadily increasing from 30 up to 50 along with the window length in this experiment.

\textbf{Update time: kMotif versus nMotif}

We plot the update time and the Euclidean distance calculation time of \textit{kMotif} and \textit{nMotif} in Figure 3-7. It is clear from Figure 3-7.a and 3-7.b that \textit{kMotif} is steadily several times

\textsuperscript{2}http://www.win.tue.nl/~lamthuy/projects/kmotif.html
Figure 3-8: Density of the event \((P_i, P_j)\) being a top-\(k\) motifs where \(i, j\) are the time-stamps at which the points start relative to the beginning of the window. When \(m\) is large parts close to the triangle edges are more dense.

faster than \(nMotif\). One of the reasons for the speed-up is explained in Figure 3-7.c and Figure 3-7.d in which the Euclidean distance calculation times are compared. \(kMotif\) adopts tighter upper-bounds in the distance calculation function leading to earlier termination of the calculation process. As a result, the summary update phase is more efficient. For brevity reason, the result is illustrated with only two datasets but similar behavior is observed with the other ones.

**Distribution of promising pairs**

Recall that in order to derive the average number of promising pairs we had to assume a prior knowledge about the distribution of \(X_{ij}\). In this section, we will discuss the validity of the assumption that we use in lemma 11. We first analyze how far the number of promising pairs deviates from the theoretical average value \(E_p = 2k \log(w)\). In order to do so, the number of promising pairs in each window is divided by the theoretical expectation \(E_p\) to obtain the ratio which we call the deviation ratio. When we measure the deviation ratio for various values of \(k, m\) and \(w\), we observe that it mostly depends on \(m\). Therefore, we plot the deviation ratio when \(k\) and \(w\) are fixed to 100 and 1000 respectively and \(m\) varies from 128 to 512 in Figure 3-9.

Each portion of this figure corresponds to a dataset and the deviation ratios are plotted for 3 values of \(m\) corresponding to three lines \(m = 128, m = 256\) and \(m = 512\). The first
behavior we can observe in all datasets is that the number of promising pairs is not deviated very far from the theoretical expectation $E_p$. In this particular setting a constant factor of 12 is an upper-bound for the deviation ratio.

Another important observation is that the variance of the deviation ratio increases with increasing $m$. This explains the role of $m$ in the degradation of the space-saving ratio as shown in subsection 3.5. In order to get an insight into the reason of this behavior we plot the distribution of the event $(P_i, P_j)$ being a top-$k$ motif in Figure 3-8 where $i, j$ are the offsets of the time-stamps from the beginning of the window. In particular, we fix the value of $k=100$ and $w=1000$ and vary $m$ as $128, 256$ and $512$. Then we count the number of times $(P_i, P_j)$ is a top-$k$ motif in the window of length $w$. The plot shows the result of only two datasets but similar behavior was observed in the other datasets.

Since we are only interested in non-overlapping motifs $(j-i \geq m)$ only the right bottom triangle is dense. If the assumption in lemma 11 is true we must observe the same density at any point in this triangle. Actually, this is the case when $m$ is small; cfr. Figures 3-8.a and 3-8.d. However, when $m$ is large the $kMotif$ algorithm favors the points close to the triangle’s edges causing an interesting effect which can be observed in Figures 3-8.b.c.e.f. The areas closed to the triangle’s edges are more dense.
Currently we do not have a satisfactory explanation for this observation. Because of the observed anomaly, when $m$ becomes large the performance of $kMotif$ can slightly degrade. Nevertheless, as we have seen in the experiments, when $m$ is as large as 1024, $kMotif$ still preserves very high space saving ratio (at least 30 times when $k = 50$). Besides, in many applications with multi-dimensional time series the typical dimensionality is only in order of hundreds which remains in the range where $kMotif$ exposes its maximum performance.
Chapter 4

Mining Large Tiles in a Stream

Large tiles in a database are itemsets with the largest area which is defined as the itemset frequency in the database multiplied by its size. Mining these large tiles is an important pattern mining problem since tiles with a large area describe a large part of the database. In this chapter, we introduce the problem of mining the top-\(k\) largest tiles in a data stream under the sliding window model\(^1\). The straightforward approach for this problem is to recalculate the top-\(k\) largest tiles from scratch every time the window is sliding. However, the problem of mining the largest tile was shown to be NP-hard and inapproximable which makes this method inefficient. To tackle this problem, we thus propose a candidate-based approach which summarizes the data stream and produces the top-\(k\) largest tiles more efficiently than the straightforward solution for moderate window size. We also propose an approximation algorithm with theoretical bounds on the error rate to cope with large size windows. In the experiments with two real-life datasets, the approximation algorithm is up to a hundred times faster than the candidate-based solution and the baseline algorithms created based on the state-of-the-art solutions for the top-\(k\) largest tiles mining. Moreover, the proposed algorithm is very accurate in producing the top-\(k\) largest tiles with negligible false negative and false positive rate on real-life datasets.

\(^1\)part of this chapter was published as Toon Calders, Elisa Fromont, Baptiste Jeudy and Hoang Thanh Lam. Analysis of Videos using Tile Mining. In: RealStream workshop at ECML PKDD 2013, and in Hoang Thanh Lam, Wenjie Pei, Adriana Prado, Baptiste Jeudy, Élisa Fromont, and Toon Calders. Extraction des top-\(k\) plus grandes tuiles dans un flux de données. CAP 2013
4.1 Introduction

Mining frequent patterns is an important research topic in data mining. However, instead of focusing on exhaustive search to find all possible frequent patterns, many works are now focusing on designing methods that are not only efficient in the context of very big data but also limit, e.g. with constraints or with new interestingness measures, the number of patterns output by these algorithms.

Area is a measure of pattern interestingness defined as a pattern’s frequency in the database multiplied by its size. It has been shown that in some applications such as in role mining [44, 72] where the idea is, given a set of users and a set of permissions, to find a minimum set of roles such that all users will be assigned a role for which some permissions will be granted. Mining roles is equivalent to a variant of mining itemsets with large area in a database [44, 72].

Recent applications produce a large variety of transactional data streams, such as text stream from twitter\(^2\) or video stream in which video frames can be converted into transactions [23]. In the context of data streams, data usually arrive continuously with high speed, hence requiring efficient mining techniques for summarizing the data stream and keeping track of important patterns over time.

In this work we tackle the problem of mining the top-k largest tiles, i.e. the k closed itemsets with the largest area in a stream of itemsets. The problem of mining the largest tile in a database is well-known to be NP-hard and inapproximable [27]. Therefore, the straightforward approach that recalculates the set of top-k largest tiles from scratch every time a sliding window is updated is not efficient. To deal with this situation, we first introduce in section 4.4 a candidate-based approach which incrementally summarizes the stream by keeping the itemsets that can be the top-k largest tiles in some future windows. For each candidate, an upper-bound and a lower-bound of the area in any future window are kept. These bounds are used to prune the candidates when they cannot be the top-k largest tiles in any future window. In doing so, the candidate-based algorithm is more efficient than the straightforward approach because updating is cheaper than recalculating the top-k tiles from scratch.

However, when the widow size is large, the candidate-based algorithm is inefficient be-

\(^2\)www.twitter.com
cause the summary grows very quickly. Therefore, we introduce an approximation algorithm with theoretical bounds on the error rate. In the experiments with two real-life datasets presented in section 4.6, the approximation algorithm is up to a hundred times faster than the candidate-based solution and the baseline algorithms created based on the state-of-the-art solutions for the top-\(k\) largest tiles mining. Moreover, it is very accurate in producing the top-\(k\) largest tiles. In the experiment, we also discuss a demo of a real-life use-case with a text stream to show potential applications of the problem.

### 4.2 Related work

Recent works on itemset mining \([3, 60, 75]\) propose approaches to solve the redundancy and trivial patterns issues in frequent pattern mining. For instance, the first two works focus on finding a concise representation of the set of frequent patterns. Meanwhile, the latter work solves the aforementioned issues by proposing a compression-based approach that finds patterns compressing the database well. In all these cases as well as in ours, the purpose is to limit the output of the algorithms to a set of useful patterns.

The problem of mining large tiles has already been tackled in \([44, 72]\). The authors of these works showed that the problem of finding roles is equivalent to variants of the tiling database problem. The author of \([4]\) also showed that the dense rectangle in a binary matrix seems to correspond to interesting concepts. Therefore, mining large tiles may help to identify those interesting concepts from the databases. In \([70]\) the authors work on the problem of how to output the set of tiles in a tree representation which is easily interpretable by the users.

In many applications, data arrives in a streaming fashion with high speed \([1]\). Besides the popularity of data streams in many applications, the temporal aspect of the patterns such as the evolution of patterns overtime \([1]\) and the periodicity of the patterns \([42]\) provides useful insights about the data for the users. Despite the importance of the data stream paradigm, there is no work yet addressing the problem of mining large tiles in a data stream. The algorithms introduced in this work are, to the best of our knowledge, the first to solve the problem of mining the top-\(k\) largest tiles in a stream of itemsets under the sliding window model.
4.3 Problem definition

Let $\sum$ be an alphabet of items, a transaction $T$ is an itemset $T \subseteq \sum$. Let $S = T_1T_2 \cdots T_n$ be a stream of transactions where each transaction $T_t$ is associated with a timestamp $t$ indicating the order of transaction generation.

In this work we consider the sliding window model in which a window of the $w$ most recent transactions is monitored. A sliding window of size $w$ at timepoint $t$ is denoted as $W_t$ and is defined as $W_t = T_{t-w+1} \cdots T_{t-1} T_t$.

For any given itemset $I \subseteq \sum$ the frequency of $I$ in a sliding window $W_t$, denoted as $f_t(I)$, is defined as the number of transactions in $W_t$ that are the supersets of $I$. Let $|I|$ be the cardinality of the set $I$, the area of $I$ in the window $W_t$ denoted as $A_t(I)$ is defined as the multiplication of the frequency and the size of $I$, i.e. $A_t(I) = f_t(I) \times |I|$.

**Example 6** (Large tiles). Figure 4-1 shows a window with 8 transactions represented as rows of a binary matrix. In each row, an element is equal to 1 if the corresponding item belongs to the transaction. In this figure, three large tiles abc, degh and ghk with respective area 15, 12 and 15 are highlighted.

An item set is closed in a window $W_t$ if there is no superset of $I$ with the same frequency as $I$ in the window $W_t$. In this work, we are interested in mining the closed itemsets with
Figure 4-2: An example of the summary maintained by the cTile algorithm for sliding windows with size $w = 5$. The summary contains candidate itemsets which can become a top-$k$ tile in the future. Every candidate is associated with a lower-bound and an upper-bound on the area which are used to prune the candidate list.

the largest area for every sliding window. Such itemsets are usually called large tiles in the literature [27]. From now on we use the term tiles to refer to closed tiles. The problem of mining the top-$k$ largest tiles in a data stream can be formulated as follows:

**Definition 4 (Stream Tiling).** *Given a data stream of itemset transactions, a parameter $k$ and a window size $w$, maintaining a summary of a sliding window with size $w$ such that from the summary we can calculate the top-$k$ largest tiles of the sliding window efficiently.*

### 4.4 Algorithms

It was proven that the problem of mining the largest tile in a database is NP-Complete and is even inapproximable [27]. Therefore, recalculation of the top-$k$ largest tiles from scratch every time the window is updated is very time-demanding. In this section we discuss efficient solutions for the given problem under the streaming context.

**A candidate-based algorithm:**

We first discuss an exact algorithm named *cTile* which maintains a summary of the sliding window containing candidate itemsets that potentially can become top-$k$ largest tiles in any future window. This algorithm is much more efficient than the straightforward solution that always recalculates the set of largest tiles from scratch every time the window is sliding.

The general idea of the algorithm is as follows: at every transaction $T_i$ we keep a
candidate list $C_i$ of all closed subsets of the given transaction which can become a top-$k$ tile in a future sliding window. In order to identify these closed itemsets, we keep a lower-bound and an upper-bound on the area of these itemsets in any future sliding window in which $T_i$ is not expired. These bounds will be used to infer which itemsets can be top-$k$ tiles and which sets for sure cannot be top-$k$ tiles in any future window. Given a window $W = T_1 \cdots T_{w-1} T_w$, for every closed itemset $J$ in the candidate list $C_i (1 \leq i \leq w)$ we denote $J^-$ and $J^+$ as the lower-bound and the upper-bound of the area of this itemset in any future sliding window in which $T_i$ is not expired. The lower-bound $J^-$ at time point $t$ is calculated as the area of $J$ in the transactions $T_i, T_{i+1}, \cdots, T_w$ and the upper-bound $J^+$ is calculated as

$$J^+ = J^- + (i - 1) \times |J| \quad (4.1)$$

**Proposition 1.** $J^-$ and $J^+$ are the correct lower-bound and upper-bound on the area of $J$ in any window containing the transaction $T_i$

**Example 7 (Bounds).** Figure 4-2 (upper-part) shows an example of a sliding window with size $w = 5$. Each candidate $J$ in a candidate list $C_i$ is associated with two numbers corresponding to the lower-bound and the upper-bound on the area of the candidate. For instance, for the candidate $J = ac$ associated with the candidate list $C_3$ the lower-bound is $J^- = 4$ because the area of $ac$ in the set of currently observed transactions $T_3, \cdots, T_5$ is $2 \times 2 = 4$. For any future window in which the transaction $T_3$ is not expired, the area of $ac$ is at least as large as 4. Meanwhile $J^+ = 8$ because the area of $ac$ in any future window that contains $T_3$ is at most $4 + 2 \times 2 = 8$. The tight bound only happens when the new transactions $T_6$ and
Algorithm 6 \( c\text{Tile}(S_t) \)

1: **Input:** A stream of transactions \( T_1, T_2, \cdots, T_\infty \) \(, \) a sliding window size \( w \) and a parameter \( k \)
2: **Output:** Summary \( C \) for calculating top-\( k \) largest tiles
3: \( C \leftarrow \{C_1, C_2, \cdots, C_w\} \) //candidate lists
4: for \( t = w \rightarrow \infty \) do
5: \( C \leftarrow C \setminus \{C_{t-w+1}\} \)
6: \( C_{t+1} \leftarrow \{T_{t+1}\} \)
7: \( C \leftarrow C \cup \{C_{t+1}\} \)
8: for \( i = t \rightarrow t - w + 2 \) do
9: \( C_i \leftarrow C_i \cup \text{intersect}(C_i, T_{t+1}) \)
10: for \( J \in C_i \) do
11: \( J^- = |\{i \leq l \leq t | J \subseteq T_l\}| \ast |J| \)
12: \( J^+ = J^- + (w - t + i - 1) |J| \)
13: end for
14: Pruning\( (C_i) \)
15: end for
16: end for
17: Return \( C \)

\( T_7 \) both contain \( ac \).

Algorithm 6 incrementally maintains the candidate lists \( C_i \) in the summary. When a new transaction is appended to the end of the window, \( J^+ \) and \( J^- \) are updated accordingly (line 10-13). The new transaction is intersected with every existing closed itemset to create new closed itemsets being added to the corresponding candidate list (line 8-9). If there exists another closed itemset candidate \( B \in C_j \) kept at a younger transaction \( T_j \) \((j > i)\), such that \( B^- \) is ranked \( k^{th} \) in all transactions younger than \( T_i \) (including itself) and meanwhile \( B^- > J^+ \), then \( J \) will never be among top-\( k \) tiles in any future sliding window, hence \( J \) is removed from the list of candidates. When a transaction is expired, it is removed from the window along with the candidate list stored at the given transaction.

**Example 8 \((c\text{Tile})\).** Figure 4-2 (bottom part) shows one update step of Algorithm 6 when a new transaction \( T_6 = \{a, c\} \) is appended to the window and \( T_1 \) together with \( C_1 \) are removed from the summary. First, \( T_6 \) is intersected with all the existing candidates in \( C_2, C_3, \cdots, C_5 \) to add new closed sets to the candidate lists. After that all the lower-bounds and the upper-bounds are updated accordingly.

Assume that we want to get top-3 largest tiles in the sliding window, i.e. \( k = 3 \). Since \((b, 3, 3)\) in \( C_2 \) has the upper-bound equal to 3. It is removed from the summary because the itemset ranked at the third position in the candidates lists of younger transactions (including
The same pruning operation can be applied for \((b, 2, 3)\) in \(C_3\).

**Theorem 3.** Given \(k, w\) and a stream of transactions, using the summary in Algorithm 6 we can answer the top-\(k\) largest tiles exactly.

**Proof.** Assume that there exists a top-\(k\) largest tile \(I\) in a window \(W_t\) recognized as a none top-\(k\) largest tile (false negative). Denote \(T_i\) as the first transaction of \(W_t\) containing \(I\). False negative only happens when at the moment \(t \not\in C_i\). Therefore either \(I\) is directly pruned from \(C_i\) by pruning criteria or indirectly pruned because of its closed supersets are pruned.

Since the bounds are exact the former case cannot happen. The latter case happens when \(I\) is not a closed itemset at the moment its closed supersets are pruned. In such case, the upper-bound of \(I\) is always less than the upper-bound of its closed supersets which were used to prune the supersets. Therefore, \(I\) is not a top-\(k\) tile in \(W_t\). Both cases lead to contradiction. \(\square\)

**An approximation algorithm:**

The size of the summary maintained by \(cTile\) grows quickly when the window size increases making it inefficient for monitoring large windows. The main reason is that each time a new transaction arrives, it has to be intersect with a large amount of candidates, which is a time-consuming operation. Therefore, in this section we discuss another approximation algorithm named \(aTile\) that approximates the set of largest tiles efficiently.

The main process of the approximation algorithm is almost the same as Algorithm 6. The only difference of these two algorithms lies in the method of candidate pruning. Instead of using an upper-bound on the area, \(aTile\) tries to approximate the area and uses this estimate of the area to prune the candidate in the same way as \(cTile\) does.

Given a window \(W_t = T_1 \cdots T_{w-1} T_w\), assume that \(J\) is kept in the candidate list \(C_i\) of transaction \(T_i\). The lower-bound \(J^-\) is calculated as in the \(cTile\) algorithm. Let us denote the estimate of the area for a itemset \(J\) as \(J^\ast\), this value is calculated as follows:

\[
J^\ast = \begin{cases} 
J^- + (i-1) \times |J| & \text{if } w - i + 1 \leq L \\
\frac{J^-}{(w-i+1)} \times w & \text{if } w - i + 1 > L
\end{cases}
\]
Equation assumes that the probability of observing the itemset $J$ in the next $i - 1$ coming transactions does not change. A parameter $L$ is introduced as a threshold for the minimum number of transactions needed for accurately estimating the area of the candidate. Generally, the larger the value of $L$ is, the more precise the estimate is.

All the steps of the of the $aTile$ algorithm are very similar to the $cTile$ algorithm except that it uses $J^*$ instead of $J^+$ for candidate pruning. In the experiment section we empirically show that the $aTile$ algorithm is more efficient than the $cTile$ algorithm because its candidate set is more concise. An important property of the $aTile$ algorithm is that under reasonable assumptions the error rate on the accuracy of the result is bounded.

### 4.5 Theoretical analysis on the error rate bounds

In this section, we show theoretical bounds on the probability of errors induced by the $aTile$ algorithm. We mainly show that the error rate is extremely low when $L$ is large enough.

Let us denote the probability of observing an itemset $I$ as a subset of a transaction in the data stream as $P(I) = \mu_I$. Therefore, the expectation of the area of the itemset $I$ in a window of size $w$ is $w|I|P(I) = w|I|\mu_I$. We consider two types of error event:

- **False negative (FN):** in a window $W_{t^*}$ for some $t^*$, there is a true top-$k$ largest tile that is not present in the list of the top-$k$ largest tiles returned by the $aTile$ algorithm.

- **False positive (FP):** in a window $W_{t^*}$ for some $t^*$, there is a non top-$k$ largest tile that is present in the top-$k$ largest tile list returned by the $aTile$ algorithm.

#### False negative bound

Let us assume that $I$ is a true top-$k$ largest tile in the window $W_{t^*}$ and $I^*_k$ is ranked at position $k$ in the list of a true top-$k$ largest tile of the window $W_{t^*}$. Denote $\Delta \geq 0$ as the difference between the average area of $I$ and $I^*_k$ in the window $W_{t^*}$, i.e. $\Delta = \frac{A_{t^*}(I) - A_{t^*}(I^*_k)}{w}$. The following lemma show the relationship between the probability of a false negative and $L$, $\Delta$:

**Lemma 14.** If the transactions are independent and identically distributed (i.i.d) the probability that a random top-$k$ tile is not reported, is bounded as follows:

$$Pr(FN) < 4w \times e^{-\frac{L\Delta^2}{2w^2}}$$
Proof. A false negative happens in the window \( W_t * \) with respect to the itemset \( I \) if its area is underestimated in that window. This event happens only when there exists at least one moment \( t < t^* \) such that an instance of \( I \) is pruned from the candidate list \( C_i \) \( (t - w < i \leq t) \).

Given a time point \( t \), denote \( W_0 \) as a window containing transactions \( T_i, T_{i+1}, \ldots, T_t \) where \( |W_0| = w_o > L \) and denote \( f_0(I) \) as the frequency of \( I \) in the window \( W_0 \). When \( t \) is given, the event "\( I \) is removed from \( C_i \)" (denoted as \( R_t \)) only happens when the estimate of the upper-bound on the area of \( I \) is less than the area of \( I_k^* \), i.e. \( f_{W_0}(I) \frac{w}{w_o} < A_t^*(I_k^*) \).

Therefore, we have the following inequalities:

\[
\Pr(R_t) < \Pr \left( f_0(I) \frac{w}{w_o} \leq A_t^*(I_k^*) \right) \\
< \Pr \left( f_0(I) \frac{w}{w_o} < A_t^*(I) - w\triangle \right) \\
< \Pr \left( \frac{f_0(I)}{w_o} < \frac{f_t^*(I)}{w} - \frac{\triangle}{|I|} \right) \\
< \Pr \left( \left| \frac{f_0(I)}{w_0} - \frac{f_t^*(I)}{w} \right| > \frac{\triangle}{|I|} \right) \\
< \Pr \left( \left| \frac{f_0(I)}{w_0} - \mu_I \right| + \left| \frac{f_t^*(I)}{w} - \mu_I \right| > \frac{\triangle}{|I|} \right) \\
< \Pr \left( \left| \frac{f_t^*(I)}{w} - \mu_I \right| > \frac{\triangle_0}{w} \right) + \\
\Pr \left( \left| \frac{f_0(I)}{w_0} - \mu_I \right| > \frac{\triangle_1}{w_0} \right) + \\
\Pr \left( |f_t^*(I) - \mu_I w| > \triangle_1 \right) \\
(4.3)
\]

Where \( \triangle_0 = \frac{\triangle w_o}{2|I|} \) and \( \triangle_1 = \frac{w \triangle}{2|I|} \). It is important to notice that \( w_0 \mu_I \) and \( w \mu_I \) are the expectation of the frequency of \( I \) in the window \( W_0 \) and the window \( W_t * \) respectively. Since the transactions are independent to each other, according to the Hoeffding inequality [54] we have:

\[
\Pr \left( |f_0(I) - w_0 \mu_I| > \triangle_0 \right) < 2e^{-\frac{2\triangle_0^2}{w_0}} \\
< 2e^{-w_0 \frac{\triangle_0^2}{4I^2}} \\
< 2e^{-L \frac{\triangle_1^2}{2|I|^2}} \\
(4.4)
\]
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A direct corollary of Lemma 14 is shown in the following theorem:

**Theorem 4.** If $I$ is strictly more important than $I^*_k$, i.e. the expectation of the area of $I$ in a transaction is strictly greater than the expectation of the area of $I^*_k$ in a transaction and $L = O(w)$ then: $\lim_{L \to \infty} Pr(FN) = 0$

*Proof.* Denote $E(A(I))$ as the expectation of the area of $I$ in a transaction and $E(A(I^*_k))$ as the expectation of the area of $I^*_k$ in a transaction. Since $\triangle = \frac{A_t(I) - A_t(I^*_k)}{w}$ we can imply that:

$$\triangle = \frac{A_t(I) - A_t(I^*_k)}{w|I|} \quad (4.12)$$

$$\approx \frac{E(A(I)) - E(A(I^*_k))}{|I|} \quad (4.13)$$

The last equation is the result of the law of large number when $L$ goes to $\infty$. From the last equation we can imply that $\lim_{L \to \infty} 4w e^{-L \frac{\triangle^2}{2|I|^2}} = 0$ from which the theorem is proved. \qed

**False positive bound**

In this subsection we prove similar bound for false positive error. The bound of false positive can be obtained in a similar way as the bound of false negative but with non-trivial reasoning.
changes.

Denote $J$ as an itemset that is not a true top-$k$ largest tile in the window $W_t^*$ but returned by the $aTile$ algorithm as a false positive tile. Denote $I_k^*$ as an itemset ranked at position $k$ in the list of a true top-$k$ largest tile of the window $W_t^*$. Denote $\Delta \geq 0$ as the difference between the area of $J$ and $I_k^*$ in the window $W_t^*$, i.e. $\Delta = \frac{A_t^*(I_k^*) - A_t^*(J)}{w}$.

A false positive happens if there exists a true top-$k$ tile $I$ of the windows $W_t^*$ and at least one moment $t < t^*$ such that an instance of $I$ is pruned from the candidate list $C_i$ ($t - w < i \leq t$). We have the following inequality:

$$A_t^*(J) < A_t^*(I_k^*) \leq A_t^*(I)$$  \hspace{1cm} (4.14)

The following lemma show the relationship between the probability of a false positive and $L, \Delta$:

**Lemma 15.** If the transactions are i.i.d the probability of false positive, i.e. the event that a random non top-$k$ tile is reported, is bounded as follows:

$$Pr(FP) < 4w e^{- \frac{L \Delta^2}{2|I|^2}}$$

*Proof.* Given $t$, denote $W_0$ as a window containing transactions $T_i, T_{i+1}, \ldots, T_t$ where $|W_0| = w_0 > L$ and denote $f_0(I)$ as the frequency of $I$ in the window $W_0$. The event that $I$ is removed from $C_i$ (denoted as $R_t$) only happens when the estimate of the upper-bound on the area of $I$ is less than the area of $J$ calculated from the summary at time point $t^*$. The latter value is less than the true area of $J$ in $W_t^*$ so according to inequality 4.14 and using similar proof in lemma 14, we obtain the following inequalities:

$$Pr(R_t) < Pr\left(f_0(I)\frac{|I|}{w_0} \leq A_t^*(J)\right)$$

$$< Pr\left(f_0(I)\frac{|I|}{w_0} < A_t^*(I) - w\Delta\right)$$

$$< 4e^{- \frac{L \Delta^2}{2|I|^2}}$$  \hspace{1cm} (4.15)

Moreover, since $FP$ happens only when there at least one moment $t$ such that $R_t$
happens, therefore:

\[ Pr(FP) < Pr(\cup_{t^*-w<t\leq t^*} R_t) \]  \hspace{1cm} (4.16)
\[ < \sum_{t^*-w<t\leq t^*} Pr(R_t) \]  \hspace{1cm} (4.17)

Inequalities 4.15 and 4.17 prove the lemma. \( \square \)

A direct corollary of Lemma 15 is shown in the following theorem:

**Theorem 5.** If large tile size is bounded and if \( J \) is strictly less important than \( I_t^* \), i.e. the expectation of the area of \( J \) in a transaction is strictly less than the expectation of the area of \( I_t^* \) in a transaction and \( L = O(w) \) then: \( \lim_{L \to \infty} Pr(FP) = 0 \)

**Proof.** Denote \( E(A(J)) \) as the expectation of the area of \( J \) in a transaction and \( E(A(I_t^*)) \) as the expectation of the area of \( I_t^* \) in a transaction. Since \( \Delta = \frac{A_t^*(I_t^*) - A_t^*(J)}{w} \) we can imply that:

\[ \frac{\Delta}{|I|} = \frac{A_t^*(I_t^*) - A_t^*(J)}{w|I|} \]  \hspace{1cm} (4.18)
\[ \simeq \frac{E(A(I_t^*)) - E(A(J))}{|I|} \]  \hspace{1cm} (4.19)

The last equation is the result of the law of large number when \( L \) goes to \( \infty \). If the size of \( I \) is bounded, from the last equation we can imply that \( \lim_{L \to \infty} 4we^{-L \frac{\Delta^2}{2|I|^2}} = 0 \) from which the theorem is proved. \( \square \)

Theorem 5 and Theorem 4 show an interesting result that the probability of false positive and false negative decrease exponentially with \( L = O(w) \). It is important to notice that the condition \( L = O(w) \) can be replaced by a weaker assumption \( L = k \log w \) for some constant values \( k \). If \( k \) is large enough the bound is also closed to zero. Although the bounds are not tight, in experiments, we empirically show that false negative rate and false positive rate are negligible even when \( L \) is set to a small value.

**Long Lasting Tiles**

The two previous Theorems give probabilistic results. We can also show a deterministic one: if an itemset stays in the top-\( k \) largest tiles for more than \( 2w \) consecutive windows and its
area is at least twice the area of the \( k \)-th tile, then the \( aTile \) algorithm finds it. An important point of this theorem is that it does not depends on the value of \( L \). Therefore, even if the probability of false negative or false positive is higher with a small \( L \), the algorithm is still able to mine the most interesting tiles (we assume that a tile which appear in the top-\( k \) in only one window is less interesting than a tile which appear in \( 2w \) consecutive ones).

**Theorem 6.** Let \( z \) be a time and \( J \) be an itemset. If the area of \( J \) in every windows \( W_t \) with \( z \leq t \leq z + 2w \) is larger than twice the area of the \( k \)-th largest tile in this window (i.e., \( A_t(J) \geq 2 \times A_t(I^k_t) \)), then there is a time \( z \leq t^* \leq z + 2w \) such that \( J \) (or one of its superset) is in \( C_t^* \) and is never pruned by the \( aTile \) algorithm.

**Proof.** We define hypothesis \( H \) as: \( t^* \) does not exist. We will show that if \( H \) is true, it leads to a contradiction and thus the theorem must be true. In all this proof, we denote \((x, y)\) the subsequence of transactions \( T_x \cdots T_y \). We denote \( z \leq t_1 < \ldots < t_k \leq z + 2w \) the times of occurrence of \( J \) in the subsequence \((a, a + 2w)\).

If \( H \) is true, then for every \( t_i \), itemset \( J \) and its supersets must be pruned from \( C_{t_i} \) at some time no later than \( t_i + w - 1 \). Denote \( t'_i \) as the time that \( J \) would be pruned if it was in \( C_{t_i} \), i.e., the first time when the estimate of the upper bound \( J^* \) is lower than the area of the \( k \)-th largest tile in subsequence \((t_i, t'_i)\). (\( J \) may not be in \( C_{t_i} \) because one of its superset is). Thanks to our hypothesis \( H \), \( t'_i < t_i + w \).

We denote \( S_i \) the subsequence \((t_i, t'_i) = T_{t_i} \cdots T_{t'_i} \). We order all the subsequences \( S_i \) by inclusion (i.e., \( S_i \subseteq S_j \) if \( t_j \leq t_i \) and \( t'_i \leq t'_j \)). Since \( J \) is a top-\( k \) tile in window \( W_{z+w-1} \), there is at least an occurrence of \( J \) in this window (at time \( t_x \)). Let \( S_0 = (t_0, t'_0) \) be a maximal subsequence that includes \( S_x \) and let \( W_0 = W_{t'_0} \). Since \( z \leq t_x < z + w \) and \( t_0 \leq t_x \leq t'_0 < t_0 + w \), we have \( z \leq t'_0 < z + 2w \) and therefore the area of \( J \) in \( W_0 \) is larger than \( A_{t_0}(I^k_{t_0}) \) (by theorem hypothesis).

**Step 1:** From now on, we consider only the maximal subsequences included in \( W_0 \), i.e., the set \( S = \{ S_i \mid S_i \subseteq W_0 \text{ and } S_i \text{ is maximal in } S \} \). Consider an occurrence of \( J \) in \( W_0 \) at time \( t_i \). If \( S_i \notin S \) it means either \( S_i \subseteq S_j \in S \) or \( S_i \not\subseteq W_0 \). In the latter case, \( t_i \) cannot be smaller than \( t_0 \) because otherwise \( S_0 \subseteq S_i \) and \( S_0 \) cannot be maximal. Thus, \( t_i \) is either in \( S_j \) or in \( S_0 \). All occurrences of \( J \) in \( W_0 \) are thus in one of the \( S_i \in S \).

**Step 2:** If three subsequences \( S_i, S_j \) and \( S_k \) of \( S \) overlap, it means that one of these subsequences is included in the union of the two other, e.g., \( S_i \subseteq S_j \cup S_k \) (otherwise, one of
these subsequence is not maximal and cannot be in $S$ by step 1). In this case, we remove $S_i$ from $S$.

Denote $A_J(S_i)$ as the area of $J$ in $S_i$ and denote $A_i$ as the area of the tile used for pruning $J$ in $C_{t_i}$ at time $t'_i$, it means: $\frac{w.A_J(S_i)}{(t'_i - t_i + 1)} < A_i$. Let $A = \max_i A_i$, then $A_J(S_i) < A \cdot \frac{(t'_i - t_i + 1)}{w}$, make the sum on $i$: $\sum_i A_J(S_i) < \frac{A}{w} \sum_i ((t'_i - t_i + 1))$ and since all $J$ are covered $\sum_i A_J(S_i) > A_J(W)$ and since no 3 subsequences overlap $\sum_i ((t'_i - t_i + 1)) < 2w$ from which $A_J(W) < 2A$ which contradict the hypothesis because $A$ always less than the area of the $k$-th tile in $W_0$.

\[ \square \]

### 4.6 Experiments

In this section, we perform experiments with two real-life data streams to compare the proposed algorithms to the baseline approaches with respect to the efficiency and the accuracy.
Figure 4-5: The average accuracy of the \textit{aTile} algorithm when $L$ is varied. In the table: the average accuracy of the top-10 largest tiles returned by \textit{aTile} when the window size is varied and $L = 0.1 w$

of the results. The descriptions of the two datasets are as follows:

- \textbf{Kosarak}: contains about one million transactions of click log by the users of a websites. Each item corresponds to a page in the website. Kosarak dataset contains some large transactions with size up to 500.

- \textbf{AOL}: contains 100000 transactions of queries by the users of the AOL search engine. Each item corresponds to a keyword in the search query. This dataset contains a lot of short queries and the longest query contains only 26 keywords.

The baseline algorithms for comparison are as follows:

- \textit{Tile}: the original implementation of the tiling database work [27]. This algorithm is originally proposed for a database. In order to adopt this algorithm for a data stream with sliding windows, we use \textit{Tile} to recalculate the top-$k$ largest tiles from scratch whenever the windows is sliding.

- \textit{sTile}: adopts a sampling technique proposed in [7]. The \textit{sTile} algorithm samples $N$ itemsets from the window such that each itemset is sampled with probability proportional to the area of the itemset. If the number of samples is large the largest tiles will be present in the sampled set with a high probability. The top-$k$ largest tiles are calculated by going through the window again and evaluate the area of each sample and extract the top-$k$ samples with largest area.

The datasets, the video demo along with the source code of the \textit{aTile} and the \textit{cTile} algorithms written in C++ are available for download at our project website\textsuperscript{3}. Evaluation

\textsuperscript{3}http://www.win.tue.nl/~lamthuy/tile.htm
was done in a 4*2.0 GHz (i7-2630QM) GB of RAM, with Window 7 professional.

Accuracy

In this subsection, we perform experiments to demonstrate the effectiveness of the \textit{aTile} algorithm in term of accuracy. In the first experiment we fix the window size to \(w = 5000\) for the Kosarak dataset and \(w = 10000\) for the AOL dataset. Figure 4-5 shows the average accuracy calculated as the precision of the top-\(k\) largest tiles returned by the \textit{aTile} algorithm when \(L\) increases. The results show that even for very small \(L\) the accuracy is very high, e.g. 99% in the Kosarak dataset and 93% in the AOL dataset. The accuracy increases and reaches 100% accuracy when \(L\) is increased. In the same figure we can also see that the results are not significantly different with different values of \(k\).

In order to compare the results with the approximation algorithm \textit{sTile}, we plot the accuracy (y-axis) versus average update time (x-axis) in Figure 4-4. To obtain that plot we made both \(L\) for the \textit{aTile} algorithm and the number of samples of the \textit{sTile} algorithm vary. Recall that the \textit{sTile} algorithm depends on the number of samples it collects from the window. The larger the number of samples the more accurate the results are but the more memory it consumes and the more update time is. This fact is illustrated in Figure 4-4 in which the \textit{sTile} algorithm’s accuracy is significantly lower than the accuracy of the \textit{aTile} algorithm given about the same average update time.

The accuracy of \textit{sTile} maybe negatively influenced by the fact that \textit{sTile} returns any itemset instead of closed itemsets. However, when we calculated the average sum of the area of the top-10 tiles in the Kosarak dataset when \(w = 5000\), we observed that the average sum of the area was significantly lower than the average sum of the area of the \textit{aTile} algorithm (Figure 4-6). The sum increased when the number of sample increased. This experiment shows that \textit{sTile} needs a large number of samples to acquire large tiles.

Efficiency

Figure 4-7 compares the average update time of four algorithms when \(k = 10\) and with an increasing window size. The number of samples in the \textit{sTile} algorithm is set to \(N = 80000\). The average accuracy is then about 5% in the Kosarak dataset and 73% in the AOL dataset (the accuracy increases when \(N\) is set to a larger number but the update time will be significantly slower). In subsection 4.6 we have already shown that the accuracy of the
<table>
<thead>
<tr>
<th># samples</th>
<th>sTile Sum of area</th>
<th>aTile Sum of area</th>
</tr>
</thead>
<tbody>
<tr>
<td>5000</td>
<td>2652</td>
<td>20384</td>
</tr>
<tr>
<td>10000</td>
<td>2753</td>
<td>20384</td>
</tr>
<tr>
<td>20000</td>
<td>2822</td>
<td>20384</td>
</tr>
<tr>
<td>40000</td>
<td>2918</td>
<td>20384</td>
</tr>
<tr>
<td>80000</td>
<td>2992</td>
<td>20388</td>
</tr>
</tbody>
</table>

Figure 4-6: The average sum of the area of the top-10 tiles returned by the $aTile$ and the $sTile$ algorithms.

$\begin{array}{c|c|c|c|c}
\text{Window size} & sTile & Tile & cTile & aTile \\
\hline
500 & 2652 & 20384 & 20384 & 20388 \\
1000 & 2753 & 20384 & 20384 & 20388 \\
2000 & 2822 & 20384 & 20384 & 20388 \\
4000 & 2918 & 20384 & 20384 & 20388 \\
5000 & 2992 & 20388 & & \\
\end{array}$

Figure 4-7: Average time per update according to the window size.

$aTile$ algorithm is not sensitive to $L$ so we set $L = \frac{w}{10}$. In term of update time, $aTile$ is an order of magnitude (50x) faster than the $cTile$ algorithm and about two to three (100x) order of magnitude faster than the $sTile$ and the $Tile$ (1000x) algorithms. The speed-up is larger when the window size is bigger.

In Figure 4-8, the last plot shows the number of candidates kept in the summary of the $aTile$ and the $cTile$ algorithm when the window size is varied (the result of the AOL dataset is omitted because it is very similar to the results of the Kosarak dataset in this experiment). The $aTile$ is not only faster but it is more memory efficient than the $cTile$ algorithm as the number of candidates it keeps in the summary is much lower.

Finally, in Figure 4-8 we show the running time when the $aTile$, $cTile$ and $Tile$ algorithms are used to find the top-10 largest tiles in a static corpus with varying size. The purpose of the experiment is to see whether the $aTile$ and the $cTile$ algorithm can find the large tiles in a static corpus more efficiently than the $Tile$ algorithm. For the AOL dataset, when most of transactions are small, the $Tile$ algorithm is faster than both $aTile$ and $cTile$. However, for the Kosarak dataset, when the average transaction size is larger, the $aTile$
Figure 4-8: Running time according to the database size when the algorithm is used to mine large tiles in a database instead of a stream. The right most subplot shows the number of candidates in the summary when the window size increases.

Figure 4-9: Three snapshots (ordered by timestamps) of the demo show the evolution of the largest tiles of the AOL query stream overtime. Each snapshot is visualized such that larger words correspond to tiles with larger area. It shows important search keywords by the AOL’s users and their evolution overtime.

The algorithm is much more efficient. Therefore, the atile algorithm can not only be used for mining large tiles from a data stream but also to mine large tiles from a database efficiently.

A Use-case

In order to show a potential application of the work we created a demo video which can be watched at\(^4\) to visualize the top-\(k\) largest tiles of the AOL query stream. Each snapshot of the video corresponds to a list of the largest tiles extracted from a sliding window.

Figure 4-9 shows example snapshots taken from the demo video. Three snapshots of the demo (ordered by timestamps) show the evolution of the largest tiles overtime. Each snapshot is visualized by the wordcloud tool in R. Larger words correspond to tiles with

\(^4\)http://www.youtube.com/watch?v=3UCjs9d91_g
larger area. The demo shows important search keywords by the AOL’s users and their evolution overtime. For example, in the first snapshot the keyword “real estate” is the most important tile. However, it becomes less important in the second and the third snapshot. Meanwhile, new important tiles such as “high school” or “online casino” take over the first position in the second and the third snapshot. With this demo, users can see the dynamic of keyword search in the AOL query log overtime.
Part II

Mining Non-redundant Sets of Patterns in Data Streams
Chapter 5

Mining Compressing Sequential Patterns in Sequence Databases

Pattern mining based on data compression has been successfully applied in solving the redundancy issue in frequent pattern mining for itemset data. However, for sequence data, the redundancy issue is not fully addressed in the literature. In this chapter we study MDL-based algorithms for mining non-redundant sets of sequential patterns from a sequence database\(^1\). First, we propose an encoding scheme for compressing sequence data with sequential patterns. Second, we formulate the problem of mining the most compressing sequential patterns from a sequence database. We show that this problem is intractable and belongs to the class of inapproximable problems. We propose two heuristic algorithms: the first one uses a two-phase approach similar to Krimp for itemset data. To overcome performance issues in candidate generation, we propose GoKrimp, an algorithm that directly mines compressing patterns by greedily extending a pattern until no additional compression benefit. Since checks for additional compression benefit of an extension are computationally expensive we propose a dependency test which only chooses related events for extending a given pattern. We conduct an empirical study on eight datasets to show the effectiveness of our approach in comparison to the state of the art algorithms in terms of interpretability of the extracted patterns, run time, compression ratio, and classification accuracy using the discovered patterns as features for different classifiers.

\(^1\)This chapter was published as: Hoang Thanh Lam, Fabian Moerchen, Dmitriy Fradkin, Toon Calders: *Mining Compressing Sequential Patterns*. SDM 2012. The work is extended and published in the special issue of the best works at SDM 2012 published by the journal of Statistical Analysis and Data Mining, Wiley in May 2013.
Figure 5-1: The 20 most frequent non-singleton closed sequential patterns from the JMLR abstracts datasets. This set, despite containing some meaningful patterns, is very redundant.

### 5.1 Introduction

Mining frequent sequential patterns from a sequence database is an important data mining problem which has been attracting researchers for more than a decade. Dozens of algorithms [51] to find sequential patterns effectively have been proposed. However, relatively few researchers have addressed the problem of reducing redundancy, ranking patterns by interestingness, or using the patterns for solving further data mining problems.

Redundancy is a well known problem in sequential pattern mining. Let us consider the JMLR dataset which contains a database of word sequences, each corresponding to an abstract of an article in the \textit{Journals of Machine Learning Research}. Figure 6-1 shows the 20 most frequent closed sequential patterns ordered by decreasing frequency. This set of patterns is clearly very redundant, so many patterns with very similar meaning are shown to users.

Beside redundancy issues, the set of frequent patterns usually contain trivial and meaningless patterns. In fact, the set of frequent closed patterns in Figure 6-1 contains random combinations or repeats of frequent terms in the JMLR abstracts such as \textit{algorithm}, \textit{result}, \textit{learn}, \textit{data} and \textit{problem}. These patterns are meaningless given our knowledge about the frequent terms.

In order to solve these issues, we have to find alternative interestingness measures rather than relying on frequency alone. For itemset data, an interesting approach has been proposed recently. The Krimp algorithm mines patterns that compress the data well [76] using

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Support</th>
<th>Pattern</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>algorithm algorithm</td>
<td>0.376</td>
<td>method method</td>
<td>0.250</td>
</tr>
<tr>
<td>learn learn</td>
<td>0.362</td>
<td>algorithm result</td>
<td>0.247</td>
</tr>
<tr>
<td>learn algorithm</td>
<td>0.356</td>
<td>Data set</td>
<td>0.244</td>
</tr>
<tr>
<td>algorithm learn</td>
<td>0.288</td>
<td>learn learn learn</td>
<td>0.241</td>
</tr>
<tr>
<td>data data</td>
<td>0.284</td>
<td>learn problem</td>
<td>0.239</td>
</tr>
<tr>
<td>learn data</td>
<td>0.263</td>
<td>learn method</td>
<td>0.229</td>
</tr>
<tr>
<td>model model</td>
<td>0.260</td>
<td>algorithm data</td>
<td>0.229</td>
</tr>
<tr>
<td>problem problem</td>
<td>0.258</td>
<td>learn set</td>
<td>0.228</td>
</tr>
<tr>
<td>learn result</td>
<td>0.255</td>
<td>problem learn</td>
<td>0.227</td>
</tr>
<tr>
<td>problem algorithm</td>
<td>0.251</td>
<td>algorithm algorithm algorithm algorithm</td>
<td>0.222</td>
</tr>
</tbody>
</table>
the Minimum Description Length principle [30]. This approach has been shown to reduce redundancy and generate patterns that are useful for classification [76], component identification [74] and change detection [73]. We extend these ideas to sequential data. The key issue in designing an MDL-based algorithm for sequence data is the encoding scheme that determines how a sequence is compressed given some patterns. In contrast to itemsets we need to consider the ordering of elements in a sequence and need to be able to deal with gaps, as well as overlapping and repeating patterns; all properties not present in itemset data.

In this work we study MDL-based algorithms for mining non-redundant and meaningful patterns from a sequence database. The key contributions of this work can be summarized as follows:

1. We propose a novel encoding for sequence data. Our encoding assigns shorter code-words for small gaps, thus penalizing pattern occurrences with longer gaps. It is shown to be more effective than the encoding proposed in our prior work [40]. Moreover, by using the Elias code for gaps [78], it allows to encode interleaved patterns which is prohibited in the encoding proposed recently in [71].

2. We discuss the complexity of mining compressing patterns from sequence database. The main result shows that this problem is NP-hard and belongs to the class of inapproximable problems.

3. We propose SeqKrimp, a two-phase candidate-based algorithm for mining compressing patterns inspired by the original Krimp algorithm.

4. We propose GoKrimp, an efficient algorithm that directly mines compressing patterns from the data by greedily extending patterns until no additional compression benefit is observed. In order to avoid exhaustive checks of all possible extensions a dependency test technique is proposed which considers only related events for extension. This technique helps the GoKrimp algorithm to be faster than SeqKrimp and the state of the art algorithms while being able to find patterns with similar quality.

5. We perform an empirical study with one synthetic and eight real-life datasets to compare different sets of patterns based on the interpretability of the patterns and on the classification accuracy when they are used as attributes for classification tasks.
5.2 Related work

Mining useful patterns is an active research topic of data mining. Recent approaches can be classified into three major categories: statistical approaches based on hypothesis tests, MDL-based approaches and information-theoretic approaches.

The first direction is concerned with statistical hypothesis testing. The data is assumed to follow a user-defined null hypothesis. Subsequently, standard statistical hypothesis testing is used to test the significance of patterns assuming that the data follows the null hypothesis. If a pattern passes the test it is considered significant and interesting. For example, Gionis et al. [29, 49] use swap randomization to generate random transactional data from the original data. The significance of a given pattern is estimated on randomized data. A similar method is proposed for graph data by Hanhijärvi et al. [33] and Milo et al. [50]. In those works, random graphs with prescribed degree distribution are generated, and significance of a subgraph is estimated on the set of random generated graphs. A similar approach has also been applied to find interesting motifs in time-series data by Castro et al. [13].

A drawback of such approaches is that the null hypothesis must be chosen explicitly by the users. This task is not trivial in different types of data. Frequently, the null hypothesis is too naive and does not fit the real-life data. As a result, all the patterns may pass the test and be considered as significant.

Other research tries to identify interesting sets of patterns without making any assumptions on the underlying data distribution. The approach is based on the MDL principle: it searches for patterns that compress the given data most. Examples of this direction include the Krimp algorithm [76] and direct mining descriptive patterns algorithm [67] for itemset data and the algorithms for graph data [35, 14]. The usefulness of compressing patterns was demonstrated in various applications such as classification [76], component identification [74] and change detection [73].

The idea of using data compression for data mining was first proposed by Cilibrasi et al. [17] for data clustering problem. This idea was also explored by Keogh et al. [37], who proposed to use compressibility as a measure of distance between two sequences. They empirically showed that by using this measure for classification, they were able to avoid setting complicated parameters, which is not trivial in many data mining tasks, while obtaining
promising classification results. Another related work by Faloutsos et al. [22] suggested that there is a connection between data mining and Kolmogorov complexity. While the connection was explained informally there, this notion quickly became the central idea for a lot of recent work on the same topic.

Our work is a continuation of this idea in the specific context of sequence data. In particular, it focuses on using the MDL principle to discover interesting sequential patterns. This work is an extended version of our previous work on the same topic [40]. That work used an encoding scheme which assumes that the cost of storing a number or a symbol is always a constant. Therefore, it does not punish the gaps between events of a pattern which results in using a window constraint parameter to limit a match with a pattern within the constraint window size. Following that work, Tatti and Vreeken [71] proposed the SQS-Search (SQS) approach that punishes gaps by using an encoding with zero cost for encoding non-gaps and higher cost for encoding events with larger gaps. The approach was shown to be very effective in mining meaningful descriptive patterns in text data. However, it does not handle the case of interleaving patterns. In practice, patterns generated by independent processes may frequently overlap. In this work, we propose an encoding that both punishes gaps and handles interleaving patterns.

5.3 Preliminaries

Sequential Pattern Mining

Let $S = (e_1, t(e_1)), (e_2, t(e_2)), \ldots, (e_n, t(e_n))$ denote a sequence of events, where $e_i \in \Sigma$ is an event symbol from an alphabet $\Sigma$ and $t(e_i)$ is a timestamp of the event $e_i$. Given a sequence $P$, we say that $S$ matches $P$ if $P$ is a subsequence of $S$.

Let $\mathcal{S} = \{S_1, S_2, \ldots, S_N\}$ be a database of sequences. The number of sequences in the database matching $P$ is the support $f_P$ of the given sequence. The frequent sequential pattern mining problem is defined as follows:

Definition 5 (Frequent Pattern Mining). Given a sequence database $\mathcal{S}$ a minimum support value $\text{minsup}$, find all sequences of events $P$ such that $f_P \geq \text{minsup}$.

A pattern $P$ is called closed if it is frequent and there is no frequent pattern $Q$ such that $f_P = f_Q$ and $P \subset Q$. The problem of mining all closed frequent patterns is formulated
Table 5.1: Notation

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>a database</td>
</tr>
<tr>
<td>S</td>
<td>a sequence</td>
</tr>
<tr>
<td>D</td>
<td>a dictionary</td>
</tr>
<tr>
<td>C</td>
<td>an encoding</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>an alphabet</td>
</tr>
<tr>
<td>$e$</td>
<td>an event represented by a symbol in $\Sigma$</td>
</tr>
<tr>
<td>$t(e)$</td>
<td>timestamp of the event $e$</td>
</tr>
<tr>
<td>$C(w)$</td>
<td>binary representation of $w$</td>
</tr>
<tr>
<td>$</td>
<td>C(w)</td>
</tr>
<tr>
<td>$L(S)$</td>
<td>length of data before compression</td>
</tr>
<tr>
<td>$L^C(D)$</td>
<td>length of the dictionary</td>
</tr>
<tr>
<td>$L^C(S</td>
<td>D)$</td>
</tr>
<tr>
<td>$L^C_D(S)$</td>
<td>total description length of the data in the encoding $C$ with dictionary $D$</td>
</tr>
</tbody>
</table>

as follows:

**Definition 6 (Closed Pattern Mining).** *Given a database of sequences $S$ and a minimum support value $\text{minsup}$, find all patterns $P$ such that $f_P \geq \text{minsup}$ and $P$ is closed.*

**Minimum Description Length Principle**

We briefly introduce the MDL principle and MDL-based pattern mining approaches in this subsection. A model $M$ is a set of patterns $M = \{P_1, P_2, \cdots, P_m\}$ used to compress a database $S$. Let $L^C(M)$ be the description length of the model $M$ and $L^C(S|M)$ be the description length of the database $S$ when it is encoded with the help of the model $M$ in an encoding $C$. Therefore the total description length of the data is $L^C_M(S) = L^C(M) + L^C(S|M)$. Different models and encodings will lead to different description lengths of the database. Informally, the MDL principle states that the best model is the one that compresses the data the most. Therefore, the MDL principle [30] suggests that we should look for the model $M$ and the encoding $C$ such that $L^C_M(S) = L^C(M) + L^C(S|M)$ is minimized.

The central question in designing an MDL-based algorithm is how to encode data given a model. In an encoding, the data description length is fully determined by an implicit probability distribution assumed to be the true distribution generating the data. Therefore, designing an encoding scheme is as important as choosing an explicit probability distribution
generating data in classical Bayesian statistics.

5.4 Data Encoding Scheme

In this section we explain how to encode the data given a set of sequential patterns.

Dictionary presentation

Let \( \sum = \{ a_1, a_2, \cdots, a_n \} \) be an alphabet containing a set of characters \( a_i \). A dictionary \( D \) is a table with two columns: the first column contains a list of words \( w_1, w_2, \cdots, w_m \) including also all the characters in the alphabet \( \sum \), while the second column contains a list of codewords of every word \( w_i \) in the dictionary denoted as \( C(w_i) \). Codewords are unique identifiers of the corresponding words and may have different length depending on the word usage, as defined in subsection 5.4.

The binary representation of a dictionary is given as follows: it starts with \( n \) codewords of all the characters in the alphabet followed by the binary representations of all non-singleton dictionary words. For any non-singleton word \( w \), its binary representation contains a sequence of codewords of its characters followed by its codeword \( C(w) \). For instance, the word \( w = abc \) is represented in the dictionary as \( C(a)C(b)C(c)C(w) \). This binary representation of the dictionary allows us to get any word from the dictionary given its codeword.

Figure 5.2: An example of two dictionaries and two encodings of the same sequence \( S = abcdabdcabc \). In every dictionary, words are associated with codewords. Words with more usage are assigned with shorter codewords.
Figure 5-3: An example of Elias codes of the first eight natural numbers. Code length of $E(n)$ is equal to $2\lfloor \log_2(n) \rfloor + 1$.

**Example 9** (Dictionary). In Figure 5-2, two different dictionaries $D_1$ and $D_2$ are shown. The first dictionary contains both singleton and non-singleton words while the second one has only singletons. As an example, the binary representation of the first dictionary is $C_1(a)C_1(b)C_1(c)C_1(d)C_1(e)C_1(a)C_1(b)C_1(c)C_1(abc)$.

**Natural number encoding**

In our sequence encoding, we need a binary representation of natural numbers used to indicate gaps between characters in an encoded word. For any natural number $n$ when the upper-bound on $n$ is undefined in advance, the Elias code is usually used [78].

The Elias code of any natural number $n$ denoted as $E(n)$ starts with exactly $\lfloor \log_2(n) \rfloor$ zero bits followed by the actual binary representation of the natural number $n$. In this way, the Elias code length is equal to $2\lfloor \log_2(n) \rfloor + 1$ bits which makes the encoding universal in the sense that when the upper-bound of $n$ is unknown in advance, the Elias code length is at most twice as long as the optimal code length. In the Elias coding, the larger the value of $n$ is the longer the code length $|E(n)|$ is, therefore, short gaps is encoded more succinct than long gaps.

**Example 10** (Elias encoding). An example of Elias codes is depicted in Figure 5-3 where the Elias codes of the first eight natural numbers are shown. The number 8 has the Elias code as $E(8) = 0001000$ starting with $\lfloor \log_2(n) \rfloor = 3$ zeros and followed by the binary representation 1000 of the number $n=8$.

Decoding a binary string containing several Elias codes is simple. In fact, the decoder first reads the leading zero bits until it reaches a one bit. At this moment, it knows how many more bits it needs to read to reach the end of the current Elias code. This process is repeated for every block of Elias code to decode the binary string completely.
Example 11 (Elias decoding). The binary string 000100000100 can be decoded as follows: the decoder reads the first 3 zero bits, it knows that it needs to read 4 more bits to finish the current block. The obtained Elias code is decoded as the number 8. It continues to read the following 2 zero bits and reads another 3 bits to get the complete representation of the next number which is decoded as 4 in this case.

Sequence encoding

Given a dictionary $D$, a sequence $S$ is encoded by replacing instances of dictionary words in the sequence by pointers. A pointer $p$ replacing an instance of a word $w$ in a sequence $S$ is a sequence of bits starting by the codeword $C(w)$ followed by a list of Elias codes of the gaps indicating the difference between positions of consecutive characters of the instances of word in $S$. In the case the word is a singleton, the pointer contains only the codeword of the corresponding singleton.

Example 12 (pointers). In the sequence $S = \underline{abc} \underline{ab} \underline{dc} \underline{a} \underline{ebc}$, three instances of the word $w = \underline{abc}$ at positions $(1, 2, 3)$, $(4, 5, 7)$ and $(8, 10, 11)$ are underlined. If the word $abc$ already exists in the dictionary with the codeword $C(w)$ then the three occurrences can be replaced by three pointers $p_1 = C(w)E(1)E(1)$, $p_2 = C(w)E(1)E(2)$ and $p_3 = C(w)E(2)E(1)$.

A sequence encoding can be defined as follows:

Definition 7 (Sequence Encoding). Given a dictionary, a sequence encoding of $S$ is a replacement of instances of dictionary words by pointers.

The encoding in Definition 7 is complete if all characters in the sequence $S$ are encoded. In this work, we consider only complete encoding. In an encoding $C$ of a sequence $S$, the usage of a word $w$ denoted as $f_C(w)$ is defined as the number of times the word $w$ is replaced by a pointer plus the number of times the word is present in the binary representation of the dictionary.

Example 13 (Sequence encoding). In Figure 5-2, two dictionaries $D_1$ and $D_2$ are created based upon two encodings $C_1$ and $C_2$ of the sequence $S = abc \underline{ab} \underline{dc} \underline{a} \underline{eb} \underline{c}$. The first encoding $C_1$ replaces three occurrences of the word abc in the sequence $S$ by pointers. Therefore, the usage of abc in that encoding is counted as the number of pointers replacing abc plus the number of the occurrences of abc in the dictionary, thus, $f_{C_1}(abc) = 4$. Meanwhile,
although a is not replaced by any pointers it is present twice in the binary representation of the dictionary, so $f_{C_1}(a) = 2$. Similarly, the usages of the other words are shown in the same figure.

For every word $w$, the binary representation of the codeword $C(w)$ depends on its usage in the encoding. Denote $F_C = \sum_{w \in D} f_C(w)$ as the sum of the usages of all dictionary words in an encoding $C$. Relative usages of every word $w$ defined as $\frac{f_C(w)}{F_C}$ which can be considered as a probability distribution defined on the space of all dictionary words because $\sum_{w \in D} \frac{f_C(w)}{F_C} = 1$.

According to [30], there exists a prefix-free encoding $C(w)$ such that the codeword length $|C(w)|$ is proportional to the entropy of the word, i.e. $|C(w)| \sim -\log \left(\frac{f_C(w)}{F_C}\right)$, i.e. shorter codewords are assigned to words with more usage. Such encoding is optimal over all encodings resulting in the same usage distribution of the dictionary words [30]. When the dictionary contains only singletons, the aforementioned encoding corresponds to the Huffman code [78]. In this work, we denote Huffman code as $C_0$ and consider the data in this encoding as the uncompressed representation of the data. In Figure 5-2 the second encoding corresponds to the Huffman code.

**Sequence decoding**

In this subsection, we discuss the decoding algorithm for an encoded sequence. First, we show how to read the content of a dictionary from its binary representation. A binary representation of a dictionary can be decoded as follows:

1. Read codewords of all singletons until encountering a duplicate of any singleton codeword.

2. Step by step read codewords of every non-singleton $w$ by reading the contents of $w$ (a sequence of familiar codewords of singletons) until reaching a completely unseen codeword $C(w)$ which is considered as the codeword of $w$ in the dictionary.

**Example 14 (Dictionary decoding).** The dictionary $D_1$ in Figure 5-2 has the binary representation $C_1(a)C_1(b)C_1(c)C_1(d)C_1(e)C_1(a)C_1(b)C_1(c)C_1(abc)$. The decoder starts by reading codewords of all singletons $a, b, c, d$ and $e$. It stops when a repeat of a codeword of a singleton is encountered, in this particular case, when it sees a repeat of $C_1(a)$. The de-
coder knows that the codeword corresponds to the beginning of a non-singleton so it continuously reads the following codewords of singletons until reaching a never-seen-before codeword $C_1(abc)$. The latter codeword corresponds to the non-singleton $abc$ in the dictionary.

Given the dictionary, a sequence can be decoded by reading every block of the binary string corresponding to a word replaced by a pointer. Each block is read as follows:

1. Read the codeword $C(w)$ and refer to the dictionary to get information about the word $w$.

2. If the word $w$ is a singleton then it continues reading the next block. Otherwise, it uses the Elias decoder to get $|w| - 1$ gap numbers before continuing with the next block.

The following example shows how to decode the sequence $C_1(abc) E(1) E(1) C_1(abc) E(1) E(2) C_1(d) C_1(abc) E(2) E(1) C_1(e)$ with the help of the dictionary $D_1$:

**Example 15 (Sequence decoding).** The decoder first reads $C_1(abc)$ then it refers to the dictionary and knows that the word length is three, therefore, it reads two numbers by using the Elias decoder. The decoder continues reading the next block $C_1(abc) E(1) E(2)$ in the same way to decode another instance of $abc$. After that it reaches the codeword $C_1(d)$; a reference to the dictionary tells the decoder that there is no following gap number so the decoder continues to read the next blocks in a similar way to decode the last instance of $abc$ and the singleton $e$.

**Data Description Length**

Denote $g_C(w)$ as the cost of encoding the gaps by the Elias code of the word $w$ in an encoding $C$. It is important to notice that the gap cost of a singleton is always equal to zero. The description length of the database $\mathcal{S}$ encoded by the encoding $C$ is calculated as follows:

$$L^C(\mathcal{S}) = \sum_{w \in D} (|C(w)| * f_C(w) + g_C(w))$$  \hspace{0.5cm} (5.1)

$$= \sum_{w \in D} \left( \log \frac{F_C}{f_C(w)} * f_C(w) + g_C(w) \right)$$  \hspace{0.5cm} (5.2)
### 5.5 Problem Definition

We denote $L^C_D(S)$ as the length of the database $S$ in the optimal encoding $C^*_D$ when the dictionary $D$ is given. The problem of finding compressing patterns is formulated as follows:

**Definition 8 (Compressing Sequences Problem).** *Given a sequence database $S$, find an optimal dictionary $D^*$ and also optimal the encoding $C^*_D$ that use words in the dictionary $D^*$ to encode the database $S$ such that $D^* = \arg\min_D L^C_D(S)$.*

In order to solve the *Compressing Sequences Problem* we need to find at the same time the optimal dictionary $D^*$ and the optimal encoding $C^*_D$ that uses the dictionary $D^*$ to encode the database $S$.

### 5.6 Complexity Analysis

This section discusses the complexity of the mining Compressing Sequences Problems. Finding a dictionary that compresses the database most is equivalent to finding a set of patterns that gives the most compression benefit defined as the difference between database description length before and after compression. The following theorem shows that even finding a dictionary containing all the singletons and one non-singleton pattern that gives the most compression benefit is inapproximable:

**Theorem 7.** *Finding the most compressing pattern is inapproximable.*

In order to prove Theorem 7, we reduce the most compressing pattern problem to the *Maximum Tile in Database problem* [27]. Given an itemset database $D = \{T_1, T_2, \cdots, T_n\}$, where every $T_i$ is an itemset defined over an alphabet $\sum = \{a_1, a_2, \cdots, a_m\}$. The area of an itemset $I \subset \sum$ denoted as $A(I)$ is calculated as the size of $I$ multiplying by the frequency of $I$ in the database. The maximum tile problem looks for the itemset having the largest area. Mining the maximum tile is equivalent to finding the maximum clique in a bipartite graph known as an inapproximable problem in the literature [2].

From the itemset database $D$ we create a sequence database $S = \{S_1, S_2, \cdots, S_n\}$ as follows. First, distinct symbols $b_1, b_2, \cdots, b_M$ are added to $\sum$ to obtain a new alphabet $\sum^+$. Each transaction $T_i \in D$ is sorted increasingly according to any lexicographical order defined over $\sum^+$. Assume that $T_i$ has the form $a_{i1}, a_{i2}, \cdots, a_{ik}$ after sorting, therefore, a sequence
$S_i$ is created as such $S_i = (a_{i_1}, 1), (a_{i_2}, 2), \ldots, (a_{i_k}, k)$. Besides, in the database $\mathcal{S}$ we add an additional sequence $S_{n+1}$ such that it contains all the symbols in $\{b_1, b_2, \ldots, b_M\}$ sorted increasing according to the lexicographical order. Let $N > 1$ be the sum of the lengths of all sequences except the last sequence in $\mathcal{S}$.

In the Huffman encoding $C_0$ of $\mathcal{S}$ using only singletons the description length of $\mathcal{S}$ is:

$$L_{C_0}(\mathcal{S}) = \sum_{i=1}^{m} f_{C_0}(a_i) \log \frac{F_{C_0}}{f_{C_0}(a_i)} + \sum_{i=1}^{M} f_{C_0}(b_i) \log \frac{F_{C_0}}{f_{C_0}(b_i)} -\sum_{i=1}^{m} f_{C_0}(a_i) \log f_{C_0}(a_i) - 2M$$

Let $P = a_{i_1}a_{i_2} \cdots a_{i_{|P|}}$ be any non-singleton word with $|P|$ characters and let $C_P$ be an encoding that use a dictionary $D_P$ containing only one non-singleton $P$ to encode the data $\mathcal{S}$ by replacing $f_{C_P}(P) - 1$ occurrences of $P$ in the database. The description length of the database $\mathcal{S}$ is:

$$L_{C_P}(\mathcal{S}) = \sum_{i=1}^{m} f_{C_P}(a_i) \log \frac{F_{C_P}}{f_{C_P}(a_i)} + \sum_{i=1}^{M} f_{C_P}(b_i) \log \frac{F_{C_P}}{f_{C_P}(b_i)} + f_{C_P}(P) \log \frac{F_{C_P}}{f_{C_P}(P)} + g_{C_P}(P) -\sum_{i=1}^{m} f_{C_P}(a_i) \log f_{C_P}(a_i) - 2M - f_{C_P}(P) \log f_{C_P}(P) + g_{C_P}(P)$$

We first prove two supporting lemmas from which Theorem 7 is a direct consequence.

**Lemma 16.** If $M$ is chosen such that $F_{C_0} > N^8 + N$ then:

$$0.5 \log \frac{F_{C_0} - N}{N^8} \leq \frac{L_{C_0}(\mathcal{S}) - L_{C_P}(\mathcal{S})}{|P| f_{C_P}(P)} \leq 3 \log F_{C_0}$$
Proof. First since function \(\frac{x}{\log x}\) is increasing for any \(x > 2\) so we have a support inequality 
\[\frac{x}{\log x} > \frac{y}{\log y}\] for any \(x > y > 2\).

Since \(F_{C_0} = F_{C_P} + |P|f_{C_P}(P) - |P| - f_{C_P}(P)\) we have \(F_{C_0} > F_{C_P}\) and \(|P|f_{C_P}(P) > F_{C_0} - F_{C_P} > \frac{|P|f_{C_P}(P)}{2}\). From which we first imply that:

\[F_{C_0} \log F_{C_0} - F_{C_P} \log F_{C_P} \geq \frac{|P|f_{C_P}(P) \log F_{C_P}}{2} \geq \frac{|P|f_{C_P}(P) \log (F_{C_0} - N)}{2}\]

Moreover, since \(F_{C_0} > F_{C_P}\) we have \(\frac{F_{C_0}}{\log F_{C_0}} > \frac{F_{C_P}}{\log F_{C_P}}\) from which we further imply that:

\[(F_{C_0} - F_{C_P})(\log F_{C_0} + \log F_{C_P}) \geq F_{C_0} \log F_{C_0} - F_{C_P} \log F_{C_P} + 2|P|f_{C_P}(P) \log F_{C_0} \geq F_{C_0} \log F_{C_0} - F_{C_P} \log F_{C_P}\]

Besides, \(f_{C_0}(a_i) = f_{C_P}(a_i)\) \(\forall a_i \notin P\), \(f_{C_P}(P) > f_{C_0}(a_i) - f_{C_P}(a_i) > 0 \forall a_i \in P\) and \(f_{C_0}(a_i) < N\). Therefore, we have:

\[0 \geq \sum_{i=1}^{m} f_{C_P}(a_i) \log f_{C_P}(a_i) - \sum_{i=1}^{m} f_{C_0}(a_i) \log f_{C_0}(a_i) \geq \sum_{a_i \in P} (f_{C_P}(a_i) - f_{C_0}(a_i))(\log f_{C_P}(a_i) + \log f_{C_0}(a_i)) \geq -2|P|f_{C_P}(P) \log N\]

Moreover, since the gaps value always less than \(N\), we have \(0 > -g(P) > -2|P|f_{C_P}(P) \log N\) and \(|P|f_{C_P}(P) \log F_{C_0} > f_{C_P}(P) \log f_{C_P}(P) > 0\). Sum up all the last obtained inequalities, we have:

\[0.5 \log \frac{F_{C_0} - N}{N^8} \leq \frac{L_{C_0}(\mathcal{S}) - L_{C_P}(\mathcal{S})}{|P|f_{C_P}(P)} \leq 3 \log F_{C_0}\]

from which the lemma is proved. \(\square\)

Lemma 17. If there is an algorithm approximating the best compressing pattern of \(\mathcal{S}\) within a constant factor \(\alpha\) in polynomial time then there exists a constant factor \(\beta\) such that we can approximate the maximum tile of the database \(\mathcal{D}\) within a constant factor \(\beta\).

Proof. Let denote \(P^*\) as the maximum tile of the database \(\mathcal{D}\). Let \(P\) be the pattern that
approximates the best compressing pattern of $\mathfrak{S}$ within the constant factor $\alpha$. We have:

$$L^{C_0}(\mathfrak{S}) - L^{C_P}(\mathfrak{S}) \geq \alpha(L^{C_0}(\mathfrak{S}) - L^{C_{P^*}}(\mathfrak{S}))$$

Based upon the results in Lemma 16, we can imply that:

$$3|P|f_{C_P}(P) \log F_{C_0} \geq 0.5\alpha|P^*|f_{C_{P^*}}(P^*) \log \frac{F_{C_0} - N}{N^8}$$

If $M$ is chosen such that $F_{C_0} > N^{16} + 2N$, we have $\log \frac{F_{C_0} - N}{N^8} > \frac{\log F_{C_0}}{2}$, from which we further imply that:

$$|P|f_{C_P}(P) \geq \beta|P^*|f_{P^*}(P^*)$$

where $\beta = \frac{\alpha}{12}$ from which the lemma is proved. □

It is obvious that Theorem 7 is a direct corollary of Lemma 17 because the reduction can be done in polynomial time of the size of the database ($M$ is chosen such that $F_{C_0}$ is a polynomial of the size of the data, in this case $F_{C_0} > N^{16} + 2N$). A direct corollary of Theorem 7 is that the Compressing Sequences Problem is NP-Hard:

**Theorem 8.** The compressing pattern problem is NP-hard.

### 5.7 Algorithms

This section discusses two heuristic algorithms inspired by the idea of the Krimp algorithm to solve the compressing pattern mining problem. Before explaining these algorithms we first explain how to compress a sequence database using a single pattern as this procedure is used in both algorithms as a subtask.

**Compress a database by a pattern**

Since mining compressing patterns is NP-hard, the heuristic solution greedily chooses the next pattern that gives the best compression benefit when added to the dictionary. Thus as a subtask of the greedy selection we need to evaluate the compression benefit of adding a given non-singleton pattern. This step can be performed by considering the following greedy encoding of the database $\mathfrak{S}$ using a pattern $P$. 


Algorithm 7 Compress(\(\mathcal{S}|P\))

1: **Input**: A sequence database \(\mathcal{S} = \{S_1, S_2, \ldots, S_n\}\) and a pattern \(P\)
2: **Output**: the compress benefit of adding \(P\) to the dictionary \(D\)
3: \(L^{C_0}(\mathcal{S}) \leftarrow\) the original length of data
4: for \(S_i \in \mathcal{S}\) do
5: while \(S_i\) has an instance of \(P\) do
6: \(s \leftarrow\) minGapMatch\((S_i, P)\)
7: Replace \(s\) by a pointer to \(P\) in the dictionary
8: end while
9: end for
10: \(L(\mathcal{S}|D \cup \{P\}) \leftarrow\) length of the data after adding \(P\)
11: Return \(L^{C_0} - L(\mathcal{S}|D \cup \{P\})\)

\[
\text{a .................a...b...c............b........abc........a...bc}
\]

**Step 1:** ........abc......
**Step 2:** ..a...bc
**Step 3:** ....a...b...c...

Figure 5-4: An example of the greedy encoding of the sequence \(S\) by the pattern \(P = abc\). In every step it picks the match of \(P\) in \(S\) that has the minimum gap cost in the sequence \(S\) and replaces it with a pointer.

Algorithm 7 looks for instances of \(P\) in \(S\) such that the positions of the characters in the match are close to each other. Intuitively, those matches give shorter encodings. Therefore, for every individual sequence \(S\) in the database it first looks for a match of \(P\) in \(S\) having the minimum cost to encode the gaps between consecutive characters of the match (line 6). Subsequently, this match is replaced with a pointer and is removed from the sequence (line 7). This step is repeated to find any other matches of \(P\) in \(S\). The same procedure is applied for encoding the other sequences in the database. The algorithm returns the compression benefit of adding the pattern \(P\) to the dictionary and encoding the database by the greedy encoding procedure.

**Example 16.** As an example, Figure 5-4 shows every step of Algorithm 7 with a sequence \(S\) and a pattern \(P = abc\). In the first step, the match with smallest gap cost is chosen and it is removed from the sequence. The following two matches are chosen by the same procedure that looks for the match with minimum gap cost.

An important task of the greedy encoding is to find the instance of \(P = a_1a_2\cdots a_k\)
Algorithm 8 \text{minGapMatch}(S_t, P)

1: \textbf{Input}: a sequence $S_t$ and word $P = a_1a_2\cdots a_k$ and lists of positions $l_{a_1}, l_{a_2}, \cdots, l_{a_k}$
2: \textbf{Output}: the match with minimum gap cost
3: \textbf{for} $i = 1$ \textbf{to} $k$ \textbf{do}
4: \hspace{1em} \textbf{for} $j = 1$ \textbf{to} $|l_{a_i}|$ \textbf{do}
5: \hspace{2em} $l_{a_i}^2[j] = \min_p \{l_{a_i-1}^2[p] + E(l_{a_i}[j] - l_{a_i-1}[p])\}$
6: \hspace{1em} \textbf{end for}
7: \textbf{end for}
8: \textbf{Return} match with minimum cost

Figure 5-5: An example of dynamic programming algorithm to find the match of a pattern $P = abc$ with minimum gap cost in the sequence $S$

having the minimum gap cost. This task can be done by using a dynamic programming method as follows. Let $l_{a_1}, l_{a_2}, \cdots, l_{a_k}$ be the lists associated with the characters of the pattern $P$: The $j-th$ element of a list $l_{a_i}$ contains two fields denoted as $l_{a_i}^1[j]$ and $l_{a_i}^2[j]$. The first field $l_{a_i}^1[j]$ contains a position of $a_i$ in the sequence $S$ and the second field $l_{a_i}^2[j]$ contains the gap cost of the match of the word $a_1a_2\cdots a_i$ with minimum gap cost given that the match must end at the position $l_{a_i}^1[j]$. Algorithm 8 finds the match of the word $P$ with minimum gap cost by scanning through all the lists $l_{a_i}$ for $i = 1, 2, \cdots, k$ and for the $j$-th element of the list $l_i$ it calculates $l_{a_i}^2[j]$ by using the following formula:

$$l_{a_i}^2[j] = \min_p \{l_{a_i-1}^2[p] + E(l_{a_i}[j] - l_{a_i-1}[p])\}$$

(5.3)

, where $l_{a_1}^2[j] = 0$ for $j = 1, 2, \cdots, |l_{a_1}|$. 
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**Example 17** (match with minimum gap cost). *Figure 6-5 illustrates the basic steps of Algorithm 8 finding the match with minimum gap cost of the word \( w = \text{abc} \) in the sequence \( S = (b, 0)(a, 1)(a, 2)(b, 4)(a, 5)(c, 6)(b, 7)(b, 9)(c, 11) \).

**Step 1:** \( l_a \) contains 3 elements with \( l^1_a[1] = 1 \), \( l^1_a[2] = 2 \) and \( l^1_a[3] = 5 \) indicating the positions of \( a \) in the sequence \( S \). First, we can initialize the second field of every element of the list \( l_a \) to zero.

**Step 2:** \( l_b \) contains 4 elements with \( l^1_b[1] = 0 \), \( l^1_b[2] = 4 \), \( l^1_b[3] = 7 \) and \( l^1_b[4] = 9 \) indicating the positions of \( b \) in the sequence \( S \). According to formula 5.3 we can calculate the second field of every element of the list \( l_b \) as follows, for instance for \( l^2_b[2] \):

\[
\begin{align*}
  &= 3
\end{align*}
\]

We draw an arrow connecting \( l_a[2] \) and \( l_b[2] \) in order to keep track of the best match so far. The value of \( l^2_a[3] \) and \( l^2_a[4] \) can be calculated in a similar way.

**Step 3:** \( l_c \) contains 2 elements with \( l^1_c[1] = 6 \) and \( l^1_c[2] = 11 \) indicating the positions of \( c \) in the sequence \( S \). The values of \( l^2_c[1] \) and \( l^2_c[2] \) can be obtained in the same way as in step 2. Among them \( l^2_c[1] = 6 \) bits is smallest so the match of abc in \( S \) with minimum gap cost corresponds to the instance of abc at positions (2, 4, 6).

**SeqKrimp, a Krimp-based algorithm for sequence Database**

In this subsection, we introduce an algorithm for mining compressing patterns from a sequence database similar to Krimp for itemset data. The SeqKrimp described in Algorithm 9 consists of two phases. In the first phase, a set of candidate patterns is generated by using a frequent closed sequential patterns mining algorithm (line 3).

In the second phase, the SeqKrimp algorithm chooses a good set of patterns from the set of candidates based upon a greedy procedure. It first calculates the compression benefit of adding a pattern \( P \in C \) to the current dictionary. The compression benefit is calculated with the help of Algorithm 7. The pattern \( P^* \) with the most additional compression benefit is included in the dictionary. Additionally, once \( P^* \) has been chosen, Algorithm 7 is used to replace all the instances of \( P^* \) in the data \( D \) by pointers to \( P^* \) in the dictionary. These
## Direct Mining Of Compressing Patterns

This subsection discusses a direct algorithm for mining compressing patterns. In particular, GoKrimp depicted in Algorithm 10 directly looks for the next most compressing pattern \( P^* \). When a pattern has been obtained, the Compress procedure in Algorithm 7 is used to replace every instance of this pattern in the database by a pointer. These actions are repeated as long as the candidate set \( C \) is not empty and there is still additional positive compression benefit to add a pattern.

**Example 18 (SeqKrimp).** As an example, Figure 5-6 shows each step of the SeqKrimp algorithm for a database and a candidate set. In the first step, the compression benefit of adding every candidate is calculated. The word \( abc \) is chosen because it gives the best additional compression benefit among the candidates. When \( abc \) is chosen the database is updated by replacing every instance of \( abc \) by a pointer. Subsequently, the compression benefit of the remaining candidates is recalculated accordingly. Finally, in step 2, since there is no additional compression benefit of adding a new pattern, the algorithm stops.

SeqKrimp suffers from the dependency on the candidate generation step that is very expensive for low minimum support thresholds. Even for moderate-size datasets state of the art algorithms for extracting frequent or closed patterns from sequence database such as PrefixSpan [53] or BIDE algorithm [77, 26] are very time-consuming.
Algorithm 9 SeqKrimp(\(\mathcal{G}\))

1: \textbf{Input}: Database \(\mathcal{G}\)
2: \textbf{Output}: compressing patterns
3: \(C \leftarrow \text{GetCandidate}()\)
4: \(D \leftarrow \sum\)
5: \textbf{while} \(C \neq \emptyset\) and Benefit\((P^*) > 0\) \textbf{do}
6: \textbf{for} \(P \in C\) \textbf{do}
7: \hspace{1em} Benefit\((P) \leftarrow \text{Compress}(\mathcal{G}|P)\)
8: \textbf{end for}
9: \(P^* \leftarrow \text{argmax}_P\text{Benefit}(P)\)
10: \textbf{if} Benefit\((P^*) \leq 0\) \textbf{then}
11: \hspace{1em} \text{break}
12: \textbf{end if}
13: \(D \leftarrow D \cup \{P^*\}\)
14: \(C \leftarrow C \setminus \{P^*\}\)
15: \text{Using Algorithm 7 to replace all instances of } P^* \text{ in } \mathcal{G} \text{ by pointers}
16: \textbf{end while}
17: \text{Return } D

Algorithm 10 GoKrimp(\(\mathcal{G}\))

1: \textbf{Input}: Database \(\mathcal{G} = \{S_1, S_2, \cdots, S_n\}\)
2: \textbf{Output}: the set of compressing patterns
3: \(D \leftarrow \sum\)
4: \textbf{while} Benefit\((P^*) > 0\) \textbf{do}
5: \(P^* \leftarrow \text{GetNextPattern}(\mathcal{G})\)
6: \textbf{if} Benefit\((P^*) \leq 0\) \textbf{then}
7: \hspace{1em} \text{break}
8: \textbf{end if}
9: \(D \leftarrow D \cup \{P^*\}\)
10: \text{Using Algorithm 7 to replace all instances of } P^* \text{ in } \mathcal{G} \text{ by pointers}
11: \textbf{end while}
12: \text{return } D

repeated until there is no more additional compression benefit of adding a new pattern.

The most important subtask of the GoKrimp algorithm is a greedy procedure to obtain the next good compressing pattern from the data. \textit{GetNextPattern}(\(\mathcal{G}\)) depicted in Algorithm 11 step by step extends every frequent event until no more additional compression benefit can be obtained. When all the extensions have been obtained the algorithm chooses among them the one with highest compression benefit to return as an output pattern.

The evaluation of each extension is very time consuming because it involves multiple searches for minimum gap matches of the extension in the database. Therefore the set of events chosen to extend a pattern is limited to the set of events being related to the occur-
Figure 5-7: An example of how dependency test is carried out. If the event \( e \) is independent from the pattern \( P = cab \) then it must occur in two equal-length subintervals \( L \) and \( R \) with the same chance.

Algorithm 11 GetNextPattern(\( \mathcal{S} \))

1. **Input:** Database \( \mathcal{S} = \{S_1, S_2, \cdots, S_n\} \)
2. **Output:** \( P \) approximation of the best compressing pattern
3. \( P \leftarrow \emptyset \)
4. \( F \leftarrow \) frequent events
5. while (true) do
6. for \( e \in F \) do
7. \( \text{Benefit}(e) \leftarrow \text{Compress}(D \mid P.e) \)
8. end for
9. \( e^* \leftarrow \text{argmax}_e \text{Benefit}(e) \)
10. if \( \text{Benefit}(e^*) < 0 \) then
11. Break
12. end if
13. \( P \leftarrow P.e^* \)
14. \( \mathcal{S} \leftarrow \mathcal{S} \) projected to \( e^* \)
15. \( F \leftarrow \) related frequent events
16. end while
17. return \( P \)

references of the given pattern. Indeed, the GetNextPattern algorithm adopts a dependency test to collect all the related events. Subsequently, the event when added to the given pattern giving the most compression benefit is chosen to extend that pattern. When an event has been chosen the database is projected to the event and the algorithm keeps extending the pattern as long as the extensions still adds more compression benefit.

In order to test the dependency between a pattern \( P \) and an event \( e \) we use the Statistical Sign Test [18]. Given \( m \) pairs of numbers \((X_1, Y_1)(X_2, Y_2), \cdots, (X_m, Y_m)\), denote \( N^+ \) as the number of pairs such that \( X_i > Y_i \) for \( i = 1, 2, \cdots, m \). If two sequences \( X_1, X_2, \cdots, X_m \) and \( Y_1, Y_2, \cdots, Y_m \) are generated by the same probability distribution then the test statistics \( N^+ \) follows a binomial distribution \( B(0.5, m) \).
The sign test is applied to test the dependency between a pattern $P$ and an event $e$ as follows. For every sequence $S \in \mathcal{S}$ and an event $c \in P$ denote $S(c)$ as the leftmost instance of $c$ in $S$. Consider the interval right after the last position of $S(c)$ as illustrated in Figure 5-7. This interval is divided into two equal-length subintervals $L$ and $R$. Denote the frequency of the event $e$ in the two subintervals as $L_e$ and $R_e$ respectively. If the event $e$ is independent from the occurrence of $S(c)$, we would expect that the chance $e$ occurring in left and the right intervals is the same. Therefore, the number of sequences in which we observe $L_e > R_e$ can be used as a test statistics in the sign test for testing the dependency between the event $e$ and the pattern $c$. The test is done for every event $c \in P$, an event $e$ is considered as related to pattern $P$ if it passes all the dependency tests regarding all the event belong to $P$. When a test has been done we keep log of the dependency results for reusing next time. In the next section, we empirically show that the dependency test speeds up the GoKrimp algorithm significantly while preserving the quality of the compressing patterns.

5.8 Experiments and Results

This section discusses results of experiments carried out several real-life and one synthetic dataset. We will compare the set of patterns produced by SeqKrimp and GoKrimp algorithms to the following baseline algorithms:

- BIDE: BIDE was chosen because it is a state of the art approach for closed sequential pattern mining. BIDE is also used to generate the set of candidates for SeqKrimp, i.e. an implementation of the GetCandidate(.) function in line 3 Algorithm 9.

- SQS: proposed recently by Tatti and Vreeken [71] for mining compressing patterns in sequence database

- pGOKRIMP : the prior version of the GoKrimp algorithm (denoted as pGoKrimp) published in our previous work [40]. We include pGOKRIMP in the comparison to demonstrate the effectiveness of the revised encoding adopted by the GOKRIMP algorithm.

We use seven different real-life datasets introduced in [52] to evaluate the proposed approaches in term of classification accuracy. Each dataset is a database of symbolic interval sequences with class labels. For our experiments the interval sequences are converted to
Figure 5-8: Patterns discovered by the SeqKrimp, GoKrimp, SQS and the pGoKrimp algorithm.

Table 5.2: Summary of Datatsets

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Events</th>
<th>Sequences</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>jmlr</td>
<td>787</td>
<td>75,646</td>
<td>NA</td>
</tr>
<tr>
<td>parallel</td>
<td>1,000,000</td>
<td>10,000</td>
<td>NA</td>
</tr>
<tr>
<td>aslibu</td>
<td>36,500</td>
<td>441</td>
<td>7</td>
</tr>
<tr>
<td>aslgt</td>
<td>178,494</td>
<td>3,493</td>
<td>40</td>
</tr>
<tr>
<td>auslan2</td>
<td>1,800</td>
<td>200</td>
<td>10</td>
</tr>
<tr>
<td>pioneer</td>
<td>9,766</td>
<td>160</td>
<td>3</td>
</tr>
<tr>
<td>context</td>
<td>25,832</td>
<td>240</td>
<td>5</td>
</tr>
<tr>
<td>skating</td>
<td>37,186</td>
<td>530</td>
<td>7</td>
</tr>
<tr>
<td>unix</td>
<td>295,008</td>
<td>11,133</td>
<td>10</td>
</tr>
</tbody>
</table>

event sequences by considering the start and end points of every interval as different events. A brief summary of the datasets is given in Table 5.2. All the benchmark datasets are available for download at the website ².

Besides, other two datasets are also used for evaluating the proposed approaches in term of pattern interpretability. The first dataset JMLR contains 787 abstracts of the Journal of Machine Learning research. JMLR is chosen because the potential important patterns are easily interpreted. The second dataset is a synthetic one with known patterns. For this dataset we evaluate the proposed algorithms based on the accuracy of the set of patterns returned by each algorithms. These datasets along with the source code of the GoKrimp and the SeqKrimp algorithms written in Java are available for download at our project.

²http://www.mybytes.de/sipo.zip
Evaluation was done in a 4 x 2.4 Ghz, 4 GB of RAM, Fedora 10 / 64-bit station.

In summary, the proposed approaches are evaluated according to the following criteria:

1. **Interpretability** - to informally assess the meaningfulness and redundancy of the patterns.

2. **Run time** - to measure the efficiency of the approaches.

3. **Compression** - to measure how well the data is compressed.

4. **Classification accuracy** - to measure the usefulness of a set of patterns.

**Pattern Interpretability**

**JMLR**

Since descriptive pattern mining is unsupervised, it is very hard to compare different sets of patterns in the general case. However, for text data it is possible to interpret the extracted patterns. In this work, we compare different algorithms on the JMLR dataset.

For the GoKrimp algorithm, the significance level used in the sign test is set to 0.01 and the minimum number of pairs needed to perform a sign test is set to 25 as recommended in [18]. For the SeqKrimp algorithm the minimum support was set to 0.1 at which the top 20 patterns returned by each of these algorithm does not change when the minimum support is set smaller. Figure 5-8 shows the top 20 patterns from the JMLR dataset extracted by the SeqKrimp, the GoKrimp, the SQS and the pGoKrimp algorithm.

Comparing to the top 20 most frequent closed patterns depicted in Figure 6-1, these sets of patterns are obviously less redundant. The results of the GoKrimp, SeqKrimp and SQS are quite similar. Most of the patterns corresponds to well-known research topics in machine learning.

The pGoKrimp algorithm, i.e. a prior version of the GoKrimp algorithm returns a lots of uninteresting patterns being combinations of frequent events. A possible reason is that in contrast to the SQS and the GoKrimp algorithm, the pGoKrimp algorithm uses an encoding that does not punish gaps and it does not consider the usage of a pattern when assigning codeword to the patterns.

[^3]: http://www.win.tue.nl/~lamthuy/gokrimp.htm
Parallel

Parallel is a synthetic dataset which mimics a typical situation in practice where the data stream is generated by five independent parallel processes. Each process $P_i$ generates one event from the set of events $\{A_i, B_i, C_i, D_i, E_i\}$ in that order. In each step, the generator chooses one of five process uniformly at random and generates an event by using that process until the stream length is 1000000. For this dataset, we know the ground truth since all the sequences containing a mixture of events from different parallel processes are not the right patterns.

We get the first 10 patterns extracted by each algorithm and calculate the precision and recall at $K$. Precision at $K$ is calculated as the fraction of the number of right patterns in the first $K$ patterns selected by each algorithm. While the recall is measured as the fraction of the number of types of true patterns in the first $K$ patterns selected by each algorithm. For instance, if the set of the first 10 patterns contains only events from the set $\{A_i, B_i, C_i, D_i, E_i\}$ for a given $i$ then the precision at $K = 10$ is 100% while the recall at $K = 10$ is 20%. The precision measures the accuracy of the set of patterns and the recall measures the diversity of the set of patterns.

For this dataset, the BIDE algorithm was not able to finish its running after a week even if the minimum support was set to 1.0. A reason is that all possible combination of the 25 events are frequent patterns. Therefore, the results of the BIDE and the SeqKrimp algorithm for this dataset are missing. Figure 5-9 shows the precision and the recall of the set of $K$ patterns returned by the three algorithms SQS, GoKrimp and pGoKrimp when $K$
The number of patterns returned by each algorithm on nine datasets (x-axis) is varied.

In term of precision all the algorithms are good because the top patterns selected by each of them are all correct ones. However, in term of recall the SQS algorithm is worse than the other two algorithms. A possible explanation is that the SQS algorithm uses an encoding that does not allow encoding interleaving patterns. For this particular dataset where interleaved patterns are observed frequently the SQS algorithm misses patterns that are interleaved with the chosen patterns.

Running Time

We perform experiments to compare running time of different algorithms. For the SeqKrimp algorithm and the BIDE algorithm, we first fix the minimum support parameter to the smallest values used in the experiment where patterns are used as features for classification tasks in subsection 5.8. The SQS algorithm are parameter-free while the GoKrimp algorithm uses standard parameter setting recommended for Sign Test so their running time only depends upon the size of the data.

The experimental result is illustrated in Figure 6-8. As we can see in this figure, the SeqKrimp algorithm is always slower than the BIDE algorithm because it needs an extra procedure to select compressing patterns from the set of candidates returned by the BIDE algorithm. The GoKrimp algorithm is 1-2 orders of magnitude faster than SeqKrimp or the BIDE algorithms, giving results “to go” when in a hurry. The SQS algorithm is very fast on small datasets (though still slower than GoKrimp), however, it is several times slower than the other algorithms on larger datasets such as the unix and the aslgt.
Figure 5-11: Classification results with patterns used as binary attributes. The number of patterns used in each algorithm were balanced.

Figure 6-8 also reports the number of patterns returned by each of algorithms. The BIDE algorithm as usual returns a lot of patterns depending on the minimum support parameter. When this parameter is set low the number of patterns returned by the BIDE algorithm is even larger than the size of the datasets. On the other hand, the SeqKrimp, the SQS and the GoKrimp algorithm returned just a few patterns. The total number of patterns seems to be dependent only on the size of the datasets.

### Classification Accuracy

Classification is one of the most important applications of pattern mining algorithms. In this subsection, we discuss results of using the extracted patterns, together with all singletons, as binary attributes for classification tasks. We’ll refer to the approach of using only singletons as features as *Singletons*. This algorithm together with the BIDE algorithm are considered as baseline approaches in our comparison.
We use the implementations of classification algorithms available in the Weka package\textsuperscript{4}. All the parameters are set to default values. The classification results were obtained by averaging the classification accuracy over 10 folds cross-validations. In the experiments, there are two important parameters: the minimum support value for the BIDE and the SeqKrimp algorithm, and the classification algorithm used to build the classifiers.

Therefore, we perform two different experiments to evaluate the proposed approaches when these parameters are varied. In the first experiment, the minimum supports were set to the smallest values reported in Figure 5-12. At first, the parameter $K$ is set to infinite to get as many patterns as possible. In doing so, we obtain sets of patterns with different size and the patterns are ordered decreasingly according to the ranks defined by every algorithm. In order to make the comparison fair enough, the patterns at the end of each pattern set are removed such that all the sets have the same number of patterns being equal to the minimum number of patterns discovered by every algorithm. Moreover, different classifiers are used to evaluate the classification accuracy. This helps us to choose the best classifier for the next experiment.

Figure 5-11 shows the results of the first experiment. Eight different popular classifiers

\textsuperscript{4}http://www.cs.waikato.ac.nz/ml/weka/
were chosen for classification. The numbers in each cell show the percentage of correctly classified instances. The last column in this figure summarizes the best result, i.e. the highest number in each row. Besides, in each cell of this column, the highest value corresponding to the best classification result in a dataset is also highlighted.

The highlighted numbers in the last column show that the top patterns returned by the SeqKrimp and the GoKrimp algorithm are more predictive than the top patterns returned by the BIDE algorithms. On each dataset either SeqKrimp or GoKrimp achieved the best results. Besides, the highlighted numbers in each row show that the Linear SVM classifier is the most appropriate classifier for this type of data because it gives the best results in most of the cases.

In the next experiment, the minimum support parameter was varied to see how classification results change. Because the linear SVM classifier gave the best results in most of the datasets, we choose this classifier for this experiment. Figure 5-12 shows the results. Because the GoKrimp and Singletons features do not depend on minimum support settings, the results of these algorithms do not change across different minimum support settings and are shown as straight lines.

The results show that, in most of the datasets, adding more patterns to the singleton set gives better classification results. However, the benefit of adding more patterns is very sensitive to the minimum support settings. Especially, it varies significantly from one dataset to another.

Behavior of the BIDE algorithm is very unstable. For example, in the aslgt and the skating datasets adding more patterns, i.e lowering the minimum support, actually improves the classification results of the BIDE algorithm. However, in the auslan2, aslbu, context and unix datasets the effect of adding more patterns is very ambiguous. The behavior of the SeqKrimp algorithm is also very unstable as it uses patterns extracted by BIDE as candidate patterns. Therefore, in these cases, extra effort on parameter tuning is needed.

On the other hand, the classification results of the GoKrimp algorithm do not depend on minimum support. It is better than the singleton approach in most of the cases. It is also much better than the BIDE algorithm in dense datasets such as the context, the aslgt, and the unix data.
Figure 5-13: Compression benefit (in number of bits) when using the top patterns selected by each algorithm to compress the data.

Compressibility

We calculate the compression benefit of the set of patterns returned by every algorithm. In order to make the comparison fair, all sets of patterns have the same size, being equal to the minimum of the number of patterns returned by all algorithms. For the SeqKrimp and the GoKrimp algorithms the compression benefits were calculated as the sum of the compression benefit returned after each greedy step. For Closed patterns, compression benefit was calculated according to the greedy encoding procedure used in the SeqKrimp algorithm. For the SeqKrimp and the BIDE algorithm, the minimum support is fixed to the smallest values in the corresponding experiment shown in Figure 5-12. Compression benefit is measured as the number of bits saved when encoding the original data using the pattern set as the dictionary. Because the SQS algorithm uses different encoding for data before compression so we cannot compare the compressibility of that algorithm to ours in terms of bits (see below for a comparison by ratios).

Figure 5-13 shows the obtained results in eight different datasets (the result of the algorithm on the parallel dataset is omitted because both SeqKrimp and BIDE did not scale to the size of this dataset). As we expect, in most of the datasets, SeqKrimp and GoKrimp are able to find better compressing patterns than BIDE. Especially, in most of the large datasets such as aslgt, asibu, unix, context and skating the differences between SeqKrimp, GoKrimp and BIDE are very significant. The GoKrimp algorithm is able to
find compressing patterns with similar quality as the SeqKrimp algorithm in most of the datasets and is even better than the SeqKrimp algorithm in several cases such as in the pioneer, skating and context.

Finally we perform another experiment to compare the GoKrimp algorithm with the SQS algorithm based on compression ratio calculated by dividing the size of the data before compression with the size after compression. It is important to note that the compression ratio is highly dependent on how we calculate the size of uncompressed data and how we choose the encoding for gaps. Therefore, in order to make the comparison fair the compression ratios were calculated when using the same uncompressed data representation. However, there is another practical issue of the comparison as follows.

The implementation of SQS uses an ideal code length for gaps. It assigns code length to a gap and a non-gap by considering the entropy of the gap or the non-gap. When the number of non-gaps dominates, which is actual the case in the experiments with our datasets, a non-gap can be assigned a codelength close to zero. This is an ideal case because in practice one cannot assign a codeword with length close to zero. In contrast, GoKrimp uses actual Elias codewords for gaps. Therefore there is a practical issue of comparing two algorithms one use the ideal code length and another use the actual code length. Therefore, for GoKrimp we calculate the ideal code length of a gap $n$ as $\log n$, the result of this ideal case will be reported as GoKrimp* in the experiments.

Figure 5-14 shows the compression ratio of three algorithms on nine datasets. The
SQS algorithms show a better compression ratio in most of the case except for the parallel dataset when non-gap is not popular. For that dataset the effect of using ideal codelength is not visible. However, a version of GoKrimp with ideal code length for gaps gives better compression ratios than SQS in most of the cases. These results shows that variation of codeword length calculation can influence the compression ratio significantly. Therefore, interpretation of the results with compression ratios is quite hard in such cases.

**Effectiveness of dependencies test:**

In this subsection, we perform experiments to demonstrate the effectiveness of the dependency test proposed for speeding up the GoKrimp algorithm. We recall that the dependency test is proposed to avoid exhaustive evaluation of all possible extensions of a pattern. Once a test is done, the results of the test is kept for the next time so in the worst case the maximum number of tests is at most equal to the size of the alphabet. Besides, the set of related events to a given event is quite small compared to the size of the alphabet so the dependency test also helps to reduce the number of extension evaluations.

Figure 5-15 shows the running time of the GoKrimp algorithm with and without dependency test. It is obvious that the GoKrimp algorithm is much more efficient when dependency testing is used. More importantly, the compression ratio is almost the same in both cases. Therefore the dependency test helps speed up the GoKrimp algorithm significantly while preserving the quality of the pattern set in all the datasets. This result is consistent with an intuition that using patterns with unrelated events for compression does not result in good compression ratios.
Chapter 6

Mining Compressing Sequential Patterns in a Data Stream

Mining patterns that compress the data well was shown to be an effective approach for extracting meaningful patterns and solving the redundancy issue in frequent pattern mining. Most of the existing work in the literature however, consider mining compressing patterns from a static database of itemsets or sequences. These approaches require multiple passes through the data and do not scale up with the size of data streams. In this chapter, we study the problem of mining compressing sequential patterns from a data stream. We propose an approximate algorithm that needs only a single pass through the data and efficiently extracts a meaningful and non-redundant set of sequential patterns. Experiments on three synthetic and three real-world large-scale datasets show that our approach extracts meaningful compressing patterns with similar quality to the state-of-the-art multi-pass algorithms proposed for static databases of sequences. Moreover, our approach scales linearly with the size of data streams while all the existing algorithms do not.

---

1This chapter was published as Hoang Thanh Lam, Toon Calders, Jie Yang, Fabian Moerchen and Dmitriy Fradkin Zips: Mining Compressing Sequential Patterns in Streams. IDEA workshop at ACM KDD 2013
6.1 Introduction

Descriptive pattern mining aims at finding important structures hidden in data and providing a concise summary of important patterns or events in data. It answers questions posed by users during a data exploration process such as “what are the interesting patterns in the data?” and “what do these interesting patterns look like and how are they related?”. The answers to these questions help people gain insights into the properties of the data, which in turn enables them to make business decisions. For example, given a stream of tweets on Twitter\(^2\), people may be interested in what hot topics Twitter users are talking about at a given moment. Or given a stream of queries issued by users of a search engine, one may be interested in what kind of information people are looking for at a given time.

Mining frequent patterns is an important research topic in data mining. It has been shown that frequent pattern mining helps finding interesting association rules, or can be useful for classification and clustering tasks when the extracted patterns are used as features [15, 8]. However, in descriptive data mining the pattern frequency is not a reliable measure. In fact, it is often the case that highly frequent patterns are just a combination of very frequent yet independent items. For example, in [40, 34] we showed that the set of frequent sequential patterns extracted from a set of 787 abstracts of the Journal of Machine Learning Research articles contained many sequences that were multiple repetitions of the same frequent word such as “algorithm”, “machine”, “learn” etc. (see Figure 6-1 for an example). These uninteresting patterns do not provide any further insight into the important structures of the data given prior knowledge about individual item frequencies. Moreover, due to the anti-monotonicity of the frequency measure, if an itemset is frequent, all of its subsets are frequent as well which leads to the redundancy issue in the set of frequent patterns [61, 29, 75].

There are many approaches that address the aforementioned issues in the literature. One of the most successful approaches is based on data compression which looks for the set of patterns that compresses the data most. The main idea is based on the Minimum Description Length Principle (MDL) [30] stating that the best model describing data is the one that together with the description of the model, it compresses the data most. The MDL principle has been successfully applied to solve the redundancy issue in pattern mining and

\(^2\)www.twitter.com
to return meaningful patterns [75, 35].

So far most of the work focussed on mining compressing patterns from static datasets or from modestly-sized data. In practice, however databases are often very large. In some applications, data instances arrive continuously with high speed in a streaming fashion. In both cases, the algorithm must ideally scale linearly with the size of the data and be able to quickly handle fast data stream updates. In the streaming case, the main challenge is that whole data cannot be kept in memory and hence the algorithm has to be single-pass. None of the approaches described in the literature scales up to the arbitrarily large data or obey the single-pass constraint.

In this work, we study the problem of mining compressing patterns in a data stream where events arrive in batches for instance like stream of tweets. We first introduce a novel encoding scheme that encodes sequence data with the help of patterns. Different from the encodings being used in recent work [40, 34, 71], the new encoding is online which enables us to design online algorithms for efficiently mining compressing patterns from a data stream. We prove that there is a simple algorithm using the proposed online encoding scheme and achieving a near optimal compression ratio for data streams generated by an independent and identical distributed source, i.e. the same assumption that guarantees the optimality of the Huffman encoding in the offline case [20].

Subsequently, we formulate the problem of mining compressing patterns from a data stream. Generally, the data compression problem is NP-complete [68]. Under the streaming context with the additional single pass constraint, we propose a heuristic algorithm to

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Support</th>
<th>Pattern</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>algorithm algorithm</td>
<td>0.376</td>
<td>method method</td>
<td>0.250</td>
</tr>
<tr>
<td>learn learn</td>
<td>0.362</td>
<td>algorithm result</td>
<td>0.247</td>
</tr>
<tr>
<td>learn algorithm</td>
<td>0.356</td>
<td>Data set</td>
<td>0.244</td>
</tr>
<tr>
<td>algorithm learn</td>
<td>0.288</td>
<td>learn learn learn</td>
<td>0.241</td>
</tr>
<tr>
<td>data data</td>
<td>0.284</td>
<td>learn problem</td>
<td>0.239</td>
</tr>
<tr>
<td>learn data</td>
<td>0.263</td>
<td>learn method</td>
<td>0.229</td>
</tr>
<tr>
<td>model model</td>
<td>0.260</td>
<td>algorithm data</td>
<td>0.229</td>
</tr>
<tr>
<td>problem problem</td>
<td>0.258</td>
<td>learn set</td>
<td>0.228</td>
</tr>
<tr>
<td>learn result</td>
<td>0.255</td>
<td>problem learn</td>
<td>0.227</td>
</tr>
<tr>
<td>problem algorithm</td>
<td>0.251</td>
<td>algorithm algorithm algorithm</td>
<td>0.222</td>
</tr>
</tbody>
</table>
solve the problem. The proposed algorithm scales linearly with the size of data. In the experiments with three synthetic and three real-life large-scale datasets, the proposed algorithm was able to extract meaningful patterns from the streams while being much more scalable than the state-of-the-art algorithms.

6.2 Related work

We classify the existing work into three main categories and discuss each of them in the following subsections.

**Concise summary of the set of frequent patterns:**

Mining closed patterns is one of the first approaches [61] addressing the redundancy issue in pattern mining. A frequent pattern is closed if there is no frequent super-pattern having the same frequency. The set of frequent closed patterns typically has much lower cardinality than the set of all frequent patterns.

Alternatively, another approach finding a concise representation of the set of frequent patterns is proposed by mining all non-derivable patterns [11]. It finds a concise set of patterns such that together with the support frequency information the entire set of frequent patterns can be derived.

The aforementioned methods are lossless approaches in which the set of all frequent patterns can be reconstructed from its concise representation. Alternative approaches were proposed to find a lossy concise representation of the set of frequent patterns by mining maximal frequent patterns [3]. Belonging to this category also include other lossy methods using clustering [79] or condense the pattern set in post-processing [63].

Approaches of this type were shown to be very effective in reducing the size of the pattern set. However, in the worst case, the pattern set can still be exponential in the number of items. Moreover, the set of frequent closed patterns may still contain many uninteresting patterns that are combinations of frequent items that are independent of each other [75].

**Hypothesis testing based approaches**

Hypothesis testing based approaches first assume that data are generated by a null model. The observed pattern frequency in the data is compared to the expected frequency of the
pattern given the assumption that the data are generated by the null model. If the observed frequency significantly deviates from the expectation of the pattern frequency in the null model, the pattern is considered statistically significant. This approach helps to remove uninteresting patterns that are explained by the null model alone.

Swap randomization [29] was one of the first hypothesis testing based approaches proposed for testing the significance of data mining results. Similar approaches are also proposed for sequence data in which Markov models are usually chosen as a null model [31, 13]. In the field of significant subgraph mining, the idea of using hypothesis testing to filter out insignificant frequent subgraphs were proposed in which the null model is similar to swap randomization for generating random graphs preserving the degree distribution [50].

Depending on the expectation of data miners about the type of patterns, different null models are chosen. In the case when there is no particular preference about a specific null model, the maximum entropy model with constraints on pattern frequency can be used as a null model [69, 5, 6]. Beside assuming a fixed null model, in [45], the authors proposed an approach iteratively updating the null model and succinctly building the set of patterns to summarize the pattern sets effectively.

The hypothesis testing based approaches were shown to be very effective in filtering out uninteresting patterns. Especially, the iterative mining approach was also able to solve the redundancy issue. These approaches on the one hand provide us with a flexibility through explicit choice of the null models to only retain the patterns that we consider as unexpected. However, on the other hand, the hypothesis testing based approaches have a disadvantage that the significance of patterns is a subjective score with respect to a given null model. Therefore, the mining results are highly dependent on the choice of the null model. In many cases, choosing the right null model is not a trivial task.

**Minimum description length approaches**

In the MDL-based approaches, an encoding scheme is defined to compress data by a set of patterns. The choice of encodings implicitly defines a probability distribution on the data. This is in contrast to hypothesis testing based approaches in which the null models are chosen explicitly. According to the MDL principle [30] the set of most compacted patterns that compresses the data most is considered as the best set of patterns. This approach was shown to be very effective in solving the redundancy issue in pattern mining [75].
The SubDue system [35] is the first work exploiting the MDL principle for mining a non-redundant set of frequent subgraphs. In the field of frequent itemset mining, the well-known Krimp algorithm [75] was shown to be very good at solving the redundancy issue and at finding meaningful patterns.

The MDL principle was first applied for mining compressing patterns in sequence data in [40, 34] and in [71]. The GoKrimp algorithm in the former work solved the redundancy issue effectively. However, the first version of the GoKrimp algorithm [40] used an encoding scheme that does not punish large gaps between events in a pattern. In an extended version of the GoKrimp algorithm [34] this issue is solved by introducing gaps into the encoding scheme based on Elias codes. Besides, a dependency test technique is proposed to filter out meaningless patterns. Meanwhile, in the latter work the SQS algorithm proposed a clever encoding scheme punishing large gaps. In doing so, the SQS was able to solve the redundancy issue effectively. At the same time it was able to return meaningful patterns based solely on the MDL principle.

However, a disadvantage of the encoding defined by the SQS algorithm is that it does not allow encoding of overlapping patterns. Situations where patterns in sequences overlap are common in practice, e.g. message logs produced by different independent components of a machine, network logs through a router etc. Moreover, neither the GoKrimp algorithm nor the SQS algorithm were intended for mining compressing patterns in data streams. The encodings proposed for these algorithms are offline encodings. Under the streaming context, an offline encoding does not work because of the following reasons:

1. Complete usage information is not available at the moment of encoding because we don’t know the incoming part of the stream

2. When the data size becomes large, the dictionary size usually grows indefinitely beyond the memory limit. Temporally, part of the dictionary must be evicted. In the latter steps, when an evicted word enters the dictionary again we lose the historical usage of the word completely.

3. Handling updates for the offline encoding is expensive. In fact, whenever the usage of the word is updated, all the words in the dictionary must be updated accordingly. On one hand, this operation is expensive, on the other hand, it is impossible to update the compression size correctly for the case that part of the dictionary has been evicted.
In contrast to these approaches, the Zips algorithm proposed in this work inherits the advantages of both state-of-the-art algorithms. It defines a new online encoding scheme that allows to encode overlapping patterns. It does not need any dependency test to filter out meaningless patterns and more importantly, under reasonable assumptions, it provably scales linearly with the size of the stream making it the first work in this topic being able to work efficiently on very large datasets.

Our work is tightly related to the Lempel-Ziv’s data compression algorithm [20]. However, since our goal is to mine interesting patterns instead of compression, the main differences between our algorithm and data compression algorithms are:

1. Data compression algorithms do not aim to a set of patterns because they only focus on data compression.

2. Encodings of data compression algorithms do not consider important patterns with gaps. The Lempel-Ziv compression algorithms only exploit repeated strings (consecutive subsequences) to compress the data while in descriptive data mining we are mostly interested in patterns interleaved with noise events and other patterns.

### 6.3 Data stream encoding

In this work, we assume that events in a data stream arrive in batches. This assumption covers broad types of data streams such as tweets, web-access sequences, search engine query logs, etc. This section discusses online encodings that compress a data stream by a set of patterns. For education reasons, we start with the simplest case where only singletons are used to encode the data. The generalized encoding for the case with non-singletons are described in the subsequent subsections.

**Online encoding using singletons:**

We discuss an online encoding that uses only singletons to compress the data. Since this encoding does not exploit any pattern for compress the data, we consider the representation of the data in this encoding as an uncompressed form of that data. Let $\sum = \{a_1, a_2, \cdots, a_n\}$ be an alphabet containing a set of characters $a_i$, the online data encoding problem can be formulated as follows:
Definition 9 (Online Data Encoding Problem). Let $A$ denote a sender and let $B$ denote a receiver. $A$ and $B$ communicate over some network, where sending information is expensive. $A$ observes a data stream $S_t = b_1b_2\cdots b_t$. Upon observing a character $b_t$, $A$ needs to compress the character and transmit it to the receiver $B$, who must be able to uncompress it. Since sending information on the network is expensive, the goal of $A$ and $B$ is to compress the stream as much as possible to save up the network bandwidth.

In the offline scenario, i.e. when $S_t$ is finite and given in advance, one possible solution is to first calculate the frequency of every item $a$ (denoted as $f(a)$) of the alphabet in the sequence $S_t$. Then assign each item $a$ a codeword with length proportional to its entropy, i.e. $-\log f(a)$. It has been shown that when the stream is independent and identically distributed (i.i.d) this encoding, known as the Huffman code in the literature, is optimal [20]. However, in the streaming scenario, the frequency of every item $a$ is unknown and the codeword of $a$ must be assigned at the time $a$ arrives and $B$ must know that codeword to decode the compressed item.

We propose a simple solution for Problem 9 as follows. First, in our proposed encoding we need codewords for natural numbers. This work uses the Elias Delta code [78] denoted $E(n)$ to encode the number $n$. The Elias was chosen because it was provable as near optimal when the upper bound on $n$ is unknown in advance. The length of the codeword $E(n)$ is $\lfloor \log_2 n \rfloor + 2\lfloor \log_2 (\lfloor \log_2 n \rfloor + 1) \rfloor + 1$ bits.

$A$ first notifies $B$ of the size of the alphabet by sending $E(|\sum|)$ to $B$. Then it sends $B$ the dictionary containing all characters of the alphabet $\sum$ in the lexicographical order. Every character in the dictionary is encoded by a binary string with length $\lceil \log_2 |\sum| \rceil$. Finally, when a new character in the stream arrives $A$ sends the codeword of the gap between the current and the most recent occurrence of the character. When $B$ receives the codeword of the gap it decodes the gap and uses that information to refer to the most recent occurrence of the character which has been already decoded in the previous step. Since the given encoding uses a reference to the most recent occurrence of a word to encode its current occurrence we call this encoding the reference encoding scheme. We call the sequence of encoded gaps sent by $A$ to $B$ the reference stream.

Example 19. Figure 6-2 shows an example of a reference encoding scheme. $A$ first sends $B$ the alphabet in lexicographical order. When each item of the stream arrives $A$ sends $B$
Figure 6-2: A first sends B the alphabet $abcd$ then it sends the codewords of gaps between consecutive occurrences of a character. B decodes the gaps and uses them to refer to the characters in part of the stream having been already decoded. The reference stream is $E(3)E(1)E(6)E(5)E(2)E(4)$.

The codeword of the gap to its most recent occurrence. For instance, A sends $E(3)$ to encode the first occurrence of b and sends $E(1)$ to encode the next occurrence of b. The complete reference stream that A sends B is $E(3)E(1)E(6)E(5)E(2)E(4)$.

Let $O$ be a reference encoding; denote $L^O(S_t)$ as the length of the data including the length of the alphabet. The average number of bits per character is calculated as $\frac{L^O(S_t)}{t}$.

The following theorem shows that when the data stream is generated by an i.i.d source, i.e. the same assumption guaranteeing the optimality of the Huffman code, the reference encoding scheme approximates the optimal solution by a constant factor with probability 1.

**Theorem 9 (Near Optimality).** Given an i.i.d data stream $S_t$, let $H(P)$ denote the entropy of the distribution of the characters in the stream. If the Elias Delta code is used to encode natural numbers then:

$$\Pr\left(\lim_{t \to +\infty} \frac{L^O(S_t)}{t} \leq H(P) + \log_2(H(P) + 1) + 1\right) = 1$$

**Proof.** For every character $a_i \in \Sigma$, let $f_i(t)$ be the frequency of $a_i$ in the stream $S_t$ at time point $t$. Denote $C_i(t)$ as the total cost (in the number of bits) for encoding the occurrences of $a_i$. Therefore, the description length of the stream can be represented as:

$$L^O(S_t) = \sum_{i=1}^{n} C_i(t)$$

$$\Rightarrow \frac{L^O(S_t)}{t} = \sum_{i=1}^{n} \frac{C_i(t)}{t}$$
\[
\Rightarrow \frac{L^O(S_t)}{t} = \sum_{i=1}^{n} \frac{C_i(t)}{f_i(t)} \cdot \frac{f_i(t)}{t}
\]

Given a character \(a_i\) denote \(p_i > 0\) as the probability that \(a_i\) occurs in the stream. Denote \(G_i\) as the gap between two consecutive occurrences of \(a_i\) in the stream. Since the stream is i.i.d, \(G_i\) is distributed according to the geometric distribution with parameter \(p_i\), i.e \(Pr(G_i = k) = (1 - p_i)^{k-1}p_i\). Recall that the expectation of \(G_i\) is \(E[G_i] = \frac{1}{p_i}\).

According to the law of large numbers \(Pr\left(\lim_{t \to \infty} \frac{f_i(t)}{t} = p_i\right) = 1\). Moreover, recall that \(C_i(t)\) is the sum of the gaps’ codewords lengths and the initial cost for encoding the character \(a_i\) in the alphabet. When \(t \to \infty\), the frequency of \(a_i\) also goes to infinity because \(p_i > 0\), therefore, by the law of large number: \(Pr\left(\lim_{t \to \infty} \frac{C_i(t)}{f_i(t)} = E(C(G_i))\right) = 1\).

When the Elias Delta code is used to encode the gap, we have:

\[
C(G_i) = \lfloor \log_2 G_i \rfloor + 2 \lfloor \log_2 (\lfloor \log_2 G_i \rfloor + 1) \rfloor + 1
\]

\[
\Rightarrow C(G_i) \leq \log_2 G_i + 2 \log_2 (\log_2 G_i + 1) + 1
\]

\[
\Rightarrow E[C(G_i)] \leq E[\log_2 G_i] + 2 E[\log_2 (\log_2 G_i + 1)] + 1
\]

Since \(\log\) is a concave function, by the Jenssen’s inequality:

\[
E[C(G_i)] \leq \log_2 E[G_i] + 2 \log_2 E[\log_2 G_i + 1] + 1
\]

We further imply that:

\[
Pr\left(\lim_{t \to \infty} \frac{L^O(S_t)}{t} \leq \sum_{i} p_i \log_2 E[G_i] + 2p_i \log_2 (\log_2 E[G_i] + 1) + p_i\right) = 1
\]

\[
\Rightarrow Pr\left(\lim_{t \to \infty} \frac{L^O(S_t)}{t} \leq \sum_{i=1}^{n} p_i \log_2 E[G_i] + 2 \log_2 (\sum_{i=1}^{n} p_i \log_2 E[G_i] + 1) + 1\right) = 1
\]

\[
\Rightarrow Pr\left(\lim_{t \to \infty} \frac{L^O(S_t)}{t} \leq H(P) + \log_2 (H(P) + 1) + 1\right) = 1
\]

from which the lemma is proved. □

It has been shown that in expectation the lower bound of the average number of bits per character of any encoding scheme is \(H(P)\) [20]. Therefore, a corollary of Theorem 9 is
that the reference encoding approximates the optimal solution by a constant factor $\alpha = 2$ plus one extra bit.

In the proof of Theorem 9 we can also notice that the gaps between two consecutive occurrences of a character represent the usage of the character in the offline encoding because in expectation the gap is proportional to the entropy of the character, i.e. $-\log p_i$. This property is very important because it provides us with a lot of conveniences in designing an effective algorithm to find compressing patterns in a data stream. In particular, since gaps can be calculated instantly without the knowledge about the whole data stream, using reference encoding we can solve all the aforementioned issues of the offline encodings discussed earlier in this section:

1. Using the reference encoding we don’t need complete information about the stream to encode the observed part of the stream. The near optimality of the reference encoding in the i.i.d case is ensured by Theorem 9.

2. Under the presence of word evictions (to be discussed in the algorithm part), when an evicted word enters the dictionary again, we just need to follow that word for a while to get the recent gaps information with no need to care about the historical usage of the word before the eviction.

3. Updates can be handled more efficiently even under the presence of eviction because part of the stream that has been compressed remains unchanged.

**Online encoding with non-singletons**

The reference encoding can be easily extended for the case that uses singleton together with non-singleton patterns to encode a data stream. Let $\mathfrak{S} = S_1S_2\cdots S_t$ denote a stream of sequences where each $S_i$ is a sequence of events. Let $D$ be a dictionary containing all characters of the alphabet and some non-singletons. Reference encodings use $D$ to compress a data stream $\mathfrak{S}$ by replacing instances of words in the dictionary by references to the most recent occurrences of the words. If the words are non-singletons, beside the references, gaps between characters of the encoded words must be stored together with the references. Therefore, in a reference encoding, beside the reference stream we also have a gap stream.

Similar to the case with non-singleton, first we need to encode the dictionary $D$ (now contains both singleton and non-singleton). We add a special symbol $\sharp$ to the alphabet.
Figure 6-3: An example of encoding the sequence $S = abbcacbacbacbabc$ with a reference encoding. The arrows represent the references between two consecutive encoded occurrences of a word which represent as a reference stream $E(1)E(7)E(5)E(8)E(2)E(2)E(2)E(2)E(8)$. Having the reference stream we can reconstruct the stream but not in the same order of event occurrence. Therefore, we need a gap stream indicating the gaps between consecutive characters in each encoded non-singletons. For example, the gap stream is $E(1)E(2)E(2)E(2)E(2)E(2)E(1)E(1)$.

The binary representation of the dictionary starts with the codeword of the size of the dictionary. It is followed by the codewords of all the characters in the alphabet each with length $\lceil \log_2 |D| \rceil$. The representations of every non-singleton follow right after that. The binary representation of a non-singleton contains codewords of the characters of the non-singleton. Non-singletons are separated from each other by the special character ♯.

**Example 20** (Dictionary representation). The dictionary $D = \{a, b, c, ♯, ab, abc\}$ can be represented as follows $E(6)C(a)C(b)C(c)C(♯)C(a)C(b)C(♯)C(a)C(b)C(c)$. The representation starts with $E(6)$ indicating the size of $D$. It follows by the codewords of all the characters and the binary representation of the non-singletons separated by ♯.

Having the binary representation of the dictionary, A first sends that representation to B. After that A send the encoding of the actual stream with the reference stream and the gap stream. The following example show how to encode a sequence with a reference encoding.

**Example 21** (Reference encoding). Given the dictionary $D = \{a, b, c, ♯, ab, abc\}$ and a sequence $S = abbcacbacbacbabc$. $S$ can be encoded by a reference encoding using the dictionary $D$ as shown in Figure 6-3 (the numbers below the character stream denote the positions of the character in the original stream). The reference stream is $E(1)E(7)E(5)E(8)E(2)E(2)E(2)E(2)E(2)E(8)$, where $E(1)$ is the reference of the first abc to the position of abc in the dictionary, $E(7)$ is the reference of the following b to the position of b in the dictionary and so on.
The gap stream is $E(1)E(2)E(2)E(2)E(2)E(1)E(1)$, where for instance, the first codewords $E(1)E(2)$ indicate the gaps between $a$ and $b$, $b$ and $c$ in the first occurrence of $abc$ at position $(1, 2, 4)$ in the stream. For non-singleton, there is no gap information representing in the gap stream.

Example 22 (Decoding). In Figure 6-3, the sequence can be decoded as follows. Reading the first codeword of the reference stream, i.e. $E(1)$, the decoder refers one step back to get $abc$. There will be two gaps (between $a$, $b$ and $b$, $c$) so the decoder reads the next two codewords from the gap stream, i.e. $E(1)$, and $E(2)$. Knowing the gaps it can infer the positions of $abc$. In this case, the positions are 1, 2 and 4. Subsequently, the decoder reads the next codeword from the reference stream, i.e. $E(7)$, it refers seven steps back and decode the current reference as $b$. There is no gap because the word is a singleton, the position of $b$ in the stream corresponds to the earliest position that has not been occupied by any decoded character, i.e. 3. The decoder continues decode the other references of the stream in the same way.

Different from the singleton case, there might be a lot of different reference encodings for a stream given a dictionary. Each reference encoding incurs different description lengths. Finding an optimal dictionary and an optimal reference encoding is the main problem we solve in this work.

6.4 Problem definition

Given a data stream $\mathcal{S}$ and a dictionary $D$ denote $L^C_D(\mathcal{S})$ as the description length of the data (including the cost to store the dictionary) in the encoding $C$. The problem of mining compressing sequential patterns in data stream can be formulated as follows:

Definition 10 (Compressing patterns mining). Given a stream of sequences $\mathcal{S}$, find a dictionary $D$ and an encoding $C$ such that $L^C_D(\mathcal{S})$ is minimized.

Generally, the problem of finding the optimal lossless compressed form of a sequence is NP-complete [68]. In this work, Problem 10 is similar to the data compression problem but with additional constraint on the number of passes through data. Therefore, in next section we discuss a heuristic algorithm inspired by the idea of the Lempel-Ziv’s data compression algorithm [20] to solve this problem.
6.5 Algorithms

In this section, we discuss an algorithm for finding a good set of compressing patterns from a data stream. Our algorithm has the following essential properties for a streaming application:

1. Single pass: only one pass through the data.
2. Memory-efficient: since the data stream grows indefinitely, the streaming algorithms create a memory efficient summary of the stream.
3. Fast and scalable: summary update operation is fast to catch up with high-speed stream and scales up to the size of the stream.

We call our algorithm Zips as for Zip a stream. There are three important subproblems that Zips will solve. The first problem concerns how to grow a dictionary of promising candidate patterns for encoding the stream. Since the memory is limited, the second problem is how to keep a small set of important candidates and evict from the dictionary unpromising candidates. The last problem is that having a dictionary how to encode the next sequence effectively with existing words in the dictionary.

The pseudo-code depicted in Algorithm 12 shows how Zips work. It has three subroutines each of them solves one of the three subproblems:

1. Compress a sequence given a dictionary: for every new sequence $S_t$ in the stream, Zips first uses the subroutine $encode(S_t)$ to find the word $w$ in the dictionary which gives the most compression benefit when it is used to encode the uncompressed part
of the sequence. Subsequently, the instance corresponds to the best chosen word is removed from $S_t$. Detail about how to choose $w$ is discussed in subsection 6.5.

2. Grow a dictionary: Zips uses the subroutine $extend(w)$ to extend the word $w$ returned by the subroutine $encode(S_t)$. Word extensions are discussed in subsection 6.5.

3. Dictionary update: the new extension is added to the dictionary. When the dictionary size exceeds the memory limit, a space-saving algorithm is used to evict unpromising words from the dictionary (subsection 6.5).

These steps are iteratively repeated as long as $S_t$ is not encoded completely. When compression of the sequence finishes, Zips continues to compress the next in a similar way.

**Compress a sequence:**

Let $S$ be a sequence, consider a dictionary word $w = a_1a_2 \cdots a_k$, let $S(w)$ denote an instance of $w$ in $S$. Let $g_2, g_3, \cdots, g_k$ be the gaps between the consecutive characters in $S(w)$. We denote the gap between the current occurrence and the most recent encoded occurrence of $w$ by $g$. Let $\overline{g_i} i = 1, \cdots, k$ be the gap between the current and the most recent occurrence of $a_i$. Therefore, to calculate the compression benefit we subtract the size of encoding $S(w)$ and the cost of encoding the gap to the last encoded occurrence of $S(w)$ from the size of encoding each singleton:

$$B(S(w)) = \sum_{i=1}^{k} |E(\overline{g_i})| - |E(g)| - \sum_{i=2}^{k} |E(g_i)|$$  \hspace{1cm} (6.1)

**Example 23** (Compression benefit). *Figure 6-4.a shows a sequence $S$ in the uncompressed form and Figure 6-4.b shows the current form of $S$. Assume that the instance of $w = abc$ at positions 1, 2, 4 is already compressed. Consider two instances of abc in the uncompressed part of $S$:

1. $S^1(w) = (a, 3)(b, 5)(c, 7)$: the cost to replace this instance by a pointer is equal to the sum of the cost to encode the reference to the previous encoded instance of abc $|E(1)|$ plus the cost of gaps $|E(2)| + |E(2)|$. The cost of representing this instance in an uncompressed form is $|E(2)| + |E(3)| + |E(3)|$. Therefore the compression benefit of
Figure 6-4: An illustration of how compression benefit is calculated: (a) The sequence $S$ in the uncompressed form. (b) two instances of $w = abc$: $S^1(w)$ and $S^2(w)$ and their references to the most recent encoded instance of $w$ highlighted by the green color.

Using this instance to encode the sequence is $B(S^1(w)) = |E(2)| + |E(3)| + |E(3)| − |E(1)| − |E(2)| - |E(2)| = 3$ bits.

2. $S^2(w) = (a,3)(b,6)(c,8)$: the compression benefit of using $S^2(w)$ to encode the sequence is calculated in a similar way: $B(S^2(w)) = |E(2)| + |E(1)| + |E(1)| - |E(1)| - |E(3)| - |E(2)| = -3$ bits.

In order to ensure that every symbol of the sequence is encoded, the next instance considered for encoding has to start at the first non-encoded symbol of the sequence. There maybe many instances of $w$ in $S$ that start with the first non-encoded symbol of $S$, denote $S^*(w) = \arg\max_{S(w)} B(S(w))$ as the one that results in the maximum compression benefit. We call $S^*(w)$ the best match of $w$ in $S$. Given a dictionary, the encoding function depicted in Algorithm 13 first goes through the dictionary and finds the best match starting at the next uncompressed character of every dictionary word in the sequence $S$ (line 4). Among all the best matches, it greedily chooses the one that results in the maximum compression benefit (line 6).

For any given dictionary word $w = a_1a_2\cdots a_k$, the most important subroutine of Algo-

**Algorithm 13** encode($S$)

1: **Input**: a sequence $S$ and dictionary $D = w_1w_2\cdots w_N$
2: **Output**: the word $w$ that starts at the first non-encoded symbol gives the most additional compression benefit
3: **for** $i = 1$ to $N$ **do**
4: \[S^*(w_i) = \text{bestmatch}(S,w_i)\]
5: **end for**
6: $max = \arg\max_i B(S^*(w_i))$
7: Return $w_{max}$
Algorithm 13 is to find the best match $S^*(w)$. This problem can be solved by creating a directed acyclic graph $G(V,E)$ as follows:

1. Initially, $V$ contains a start node $s$ and an end node $e$
2. For every occurrence of $a_i$ at position $p$ in $S$, add a vertex $(a_i, p)$ to $V$
3. Connect $s$ with the node $(a_1, p)$ by a directed edge and add to that edge a weight value equal to $|E(g_1)| - |E(g)|$.
4. Connect every vertex $(a_k, p)$ with $e$ by a directed edge with weight 0.
5. For all $q > p$ connect $(a_i, p)$ to $(a_{i+1}, q)$ by a directed edge with weight value $|E(g_{i+1})| - |E(q - p)|$

**Theorem 10 (The best match and the maximum path).** The best match $S^*(w)$ corresponds to the directed path from $s$ to $e$ with the maximum sum of the weight values along the path.

The proof of theorem 10 is trivial since any instance of $w$ in $S$ corresponds to a directed path in the directed acyclic graph and vice versa. The sum of the weights along a directed path is equal to the benefit of using the corresponding instance of $w$ to encode the sequence. Finding the directed path with maximum weight sum in a directed graph is a well-known problem in graph theory. That problem can be solved by a simple dynamic programming algorithm in linear time of the size of the graph, i.e. $O(|S|^2)$ [19].

**Example 24 (Find the best match in a graph).** Figure 6-5 shows the directed acyclic graph created from the instances of abc in the uncompressed part of $S$ shown in Figure 6-4.b. The best match of abc corresponding to the path $s(a, 3)(b, 5)(c, 7)e$ with the maximum sum of weights equal to 3 bits.

It is important to notice that in order to evaluate the compression benefit of a dictionary word, Equation 6.1 only requires bookkeeping the position of the most recent encoded instance of the word. This is in contrast to the offline encodings used in recent work [40, 34, 71] in which the bookkeeping of the word usage and the gaps cost is a must. When a new instance of a word is replaced by a pointer, the relative usage and the codewords of all dictionary words also change. As a result, the compression benefit needs to be recalculated.
by a pass through the dictionary. This operation is an expensive task when the dictionary size is unbounded.

**Dictionary extension:**

Initially, the dictionary contains all singletons; it is iteratively expanded with the locally best words. In each step, when the best match of a dictionary word has been found, Zips extends the best match with one extra character and adds this extension to the dictionary. There are different options to choose the character for extension. In this work, Zips chooses the next uncompressed character right after the word. The choice is inspired by the same extension method suggested by the *Lempel-Ziv* compression algorithms.

Moreover, there is another reason behind our choice. When $w$ is encoded for the first time, the reference to the previous encoded instance of $w$ is undefined although the word has been already added to the dictionary. Under that circumstance, we have to differentiate between two cases: either a reference to an extension or to an encoded word. To achieve this goal one extra flag bit is added to every reference. When the flag bit is equal to 1, the reference refers to an extension of an encoded word. Otherwise, it refers to an encoded word. When the former case happens by extending the word with the character right after it, the decoder always knows where to find the last character of the extension. When a word is added to a dictionary all of its prefixes have been already added to the dictionary.
Figure 6-6: An example of word is extended and encoded the first time and the second
time. One extra flag bit is added to every reference to differentiate two cases.

This property enables us to store the dictionary by using a prefix tree.

**Example 25.** Figure 6-6 shows the first moment \( t_0 \) when the word \( w = \text{abc} \) is added to the
dictionary and two other moments \( t_1 \) and \( t_2 \) when it is used to encode the stream. At \( t_1 \),
the flag bit 1 is used to notify the decoder that the gap \( g_1 \) is a reference to an extension of
an encoded word, while at \( t_2 \) the decoder understands that the gap \( g_2 \) is a reference to the
previous encoded instance of \( w \).

Due to dictionary extensions, ambiguous reference may happen. For instance, a potential
case of ambiguous reference called **reference loop** is discussed in the following example:

**Example 26 (reference loops).** At time point \( t_0 \) the word \( w = \text{ab} \) at positions \( p_1p_2 \) is
extended by c at position \( p_3 \). Later on at another time point \( t_1 > t_0 \), another instance of \( \text{abc} \)
at \( q_1q_2q_3 \) \((q_1 > p_1)\) refers back to the instance \( \text{abc} \) at \( p_1p_2p_3 \). At time point \( t_2 > t_1 \), another
instance of \( \text{abc} \) at \( r_1r_2p_3 \) \((r_1 > q_1)\) refers back to the instance \( \text{abc} \) at \( q_1q_2q_3 \). In this case, c
at \( p_3 \) and c at \( q_3 \) refers to each other forming a reference loop.

Reference loops result in ambiguity when we decode the sequence. Therefore, when we
look for the next best matches, in order to avoid reference loops, we always check if the
new match incurs a loop. The match that incurs a loop is not considered for encoding
the sequence. Checks for ambiguity can be done efficiently by creating paths of references.
Vertices of a reference path are events in the sequence. Edge between two consecutive
vertices of the path corresponds to a reference between the associated events. Since the
total sizes of all the paths is at most the sequence length, its is cheap to store the paths for
a bounded size sequence. Moreover, updating and checking if a path is a loop can be done
in \( O(1) \) if vertices of the path are stored in a hashmap.
Example 27 (reference paths). The references paths of the encoding in Example 26 are: $(a,r_1) \mapsto (a,q_1) \mapsto (a,p_1)$, $(b,r_2) \mapsto (b,q_2) \mapsto (b,p_2)$ and $(c,p_3) \mapsto (c,q_3) \mapsto (c,p_3)$. The last path is a loop.

Dictionary update:

The new extension is added to the dictionary. When the dictionary exceeds the memory limit, the space-saving algorithm is used to evict unpromising words from the dictionary. The space-saving algorithm [48] is a well-known method proposed for finding the most frequent items in a stream of items given a budget on the maximum number of counters it can keep in the stream summary. In this work, we propose a similar space-saving algorithm to keep the number of non-singleton words in the dictionary at below a predefined number $M$ while it can be able to return the set of compressing patterns with high accuracy.

The algorithm works as follows, for every non-singleton word $w$ it maintains a counter with two fields. The first field denoted as $w[1]$ contains an over-estimate of the compression benefit of $w$. The second field denoted as $w[2]$ contains the compression benefit of the word with least compression benefit in the dictionary at the moment that $w$ is inserted into the dictionary.

Every time when a word $w$ is chosen by Algorithm 13 to encode its best match in the sequence $S_t$, the compression benefit of the word is updated. The word $w$ is then extended to $w^*$ with an extra character by the extension subroutine. In its turn, Algorithm 14 checks if the dictionary already contains $w^*$. If the dictionary does not contains $w^*$ and it is full with $M$ non-singleton words, the least compressing word $v$ resident at a leaf of the dictionary prefix-tree is removed from the tree. Subsequently, the word $w^*$ is inserted into the tree and its compression benefit can be over-estimated as $w[1] = w[2] = v[1]$. The first counter of every word is always greater than the true compression benefit of the words. This property ensures that the new emerging word is not removed very quickly because its accumulated compression benefit is dominated by long lasting words in the dictionary. For any word $w$, the difference between $w[2]$ and $w[1]$ is the actual compression benefit of $w$ since the moment that $w$ is inserted into the dictionary. At anytime point when we need to find the most compressing patterns, we compare the value of $w[2] - w[1]$ and select those with highest $w[2] - w[1]$. In section 7.6 we show empirical results with different datasets that this algorithm is very effective in finding the most compressing patterns with high accuracy.
Algorithm 14 update($w^*$)

1: **Input:** a word $w^*$ and dictionary $D = \{w_1, w_2, \ldots, w_N\}$
2: **Output:** the dictionary $D$
3: $m \leftarrow |i: w_i \text{ is a non-singleton}|$
4: $v = \arg\min_i w_i[1]$ and $v$ is non-singleton at a leaf of the prefix-tree
5: if $m > M$ and $w^* \not\in D$ then
   6: $D = D \setminus \{v\}$
   7: $w^*[1] = w^*[2] = v[1]$
   8: $D = D \cup \{w^*\}$
5: else if $w^* \not\in D$ then
   10: $w^*[1] = w^*[2] = 0$
   11: $D = D \cup \{w^*\}$
5: else
   13: add additional compression benefit to $w^*[1]$
5: **end if**
14: Return $D$

even with limited memory.

Algorithm analysis

*Memory consumption:* the algorithm needs to store the whole dictionary. The size of the dictionary is proportional to $O(\sum | + M)$ where $M$ is the maximum number of non-singletons in the dictionary. When the size of the alphabet is bounded and $M$ is chosen as a constant, the memory consumption of Zips is constant too.

Computation complexity: the complexity of the dynamic programming algorithm for calculating the best match in a sequence $S$ is $O(|S|^2)$. The maximum number of iterations to encode a sequence is $O(|S|)$. Therefore, the encoding function takes $O(M|S|^3)$ in the worst case. If $M$ and $|S|$ are upper-bounded by a constant, the cost of encoding takes $O(1)$. The extension also takes $O(1)$ with the assumption that $M$ and $|S|$ are upper-bounded by a constant. Therefore, the complexity of the Zips algorithm is linear in the size of the stream. This fact is empirically verified in the section 7.6.

6.6 Experiments

We perform experiments with three synthetic datasets with ground truth and three large-scale real-world datasets. Our implementation of the Zips algorithm in C++ together
with the datasets are available for download at our project website\(^3\). All the experiments were carried out on a machine with 16 processor cores, 2 Ghz, 12 GB memory, 194 GB local disk, Fedora 14 / 64-bit. As baseline algorithms, we choose the GoKrimp algorithm [40, 34] and the SQS algorithm [71] for comparison in terms of running time, scalability, and interpretability of the set of patterns.

### Data

We use six different datasets to evaluate the performance of the Zips algorithm. A summary of five datasets is presented in Figure 6-7. Details about the creation of these datasets from raw data are as follows:

1. **Parallel** [40, 34]: is a synthetic dataset which mimics a typical situation in practice where the data stream is generated by five independent parallel processes. Each process \(P_i\) \((i = 1, 2, \ldots, 5)\) generates one event from the set of events \(\{A_i, B_i, C_i, D_i, E_i\}\) in that order. In each step, the generator chooses one of five processes uniformly at random and generates an event by using that process until the stream length is 1000000. For this dataset, we know the ground truth since all the sequences containing a mixture of events from different parallel processes are not the right patterns.

2. **Noise** [40, 34]: is a synthetic dataset generated in the same way as the generation of the parallel dataset but with additional noise. A noise source generates independent events from a noise alphabet with 1000 distinct noise events and randomly mixes noise events with parallel data. The amount of noise is 20% of the data. All the subsequences containing mixtures of the events from different sources are considered wrong patterns.

---

\(^3\)www.win.tue.nl/~lamthuy/zips.html
3. **Plant**: is a synthetic dataset generated in the same way as the generation of the plant10 and plant50 dataset used in [71]. The plant10 and plant50 are small so we generate a larger one with ten patterns each with 5 events occurs 100 times at random positions in a sequence with length 100000 generated by 1000 independent noise event types.

4. **JMLR**: contains 787 abstracts of articles in the Journal of Machine Learning Research. English words are stemmed and stop words are removed. JMLR is small but it is considered as a benchmark dataset in the recent work [40, 34, 71]. The dataset is chosen also because the set of extracted patterns can be easily interpreted.

5. **Tweets**: contains over 1270000 tweets from 1250 different twitter accounts. All tweets are ordered ascending by timestamp, English words are stemmed and stop words are removed. After preprocessing, the dataset contains over 900000 tweets. Similar to the JMLR dataset, this dataset is chosen because the set of extracted patterns can be easily interpreted.

6. **AOL**: contains over 25 million queries given by users of the AOL search engine. All queries are ordered ascending by timestamp, English words are stemmed and stop words are removed. Duplicate queries by the same users in a session are removed. The final dataset after preprocessing contains more than 10 million queries.

**Running time and Scalability**

Figure 6-8 plots the running time and the average update time per sequence of the Zips algorithm in two dataset Tweets and AOL when the data stream size (the number of sequences) increases. Three different lines in each subplot correspond to different maximum dictionary size settings $M = 1000$, $M = 5000$ and $M = 10000$ respectively. The results show that the Zips algorithm scales linearly with the size of the stream. The average update time per sequence is constant given a maximum dictionary size setting. For example, when $M = 10000$, Zips can handle one update in about 20-100 milliseconds.

Figure 6-9 shows the running time in $y$-axis of the Zips algorithm against the stream size in $x$-axis in two datasets Tweets and AOL when the maximum dictionary size is set to 1000.

---

4. [http://user.informatik.uni-goettingen.de/~txu/cuckoo/dataset.html](http://user.informatik.uni-goettingen.de/~txu/cuckoo/dataset.html)

Datasets Bide SeqKrimp SQS GoKrimp
auslan2  0.85  1.0  1.0  0.40
asibu  74.3  972  277  28
aslgt  73.7  1344  58501  1842
pioneer  11.4  65  15  9
skating  67.3  183  123  85
context  309  402  86  44
unix  1055  47111  84869  1824
jmlr  10  232  890  93
parallel  U/N  U/N  2066  342

Datasets Bide SeqKrimp SQS GoKrimp
auslan2  128  4  13  4
asibu  14620  52  195  67
aslgt  3472  56  1095  68
pioneer  5475  21  143  49
skating  3767  24  140  49
context  6760  15  138  33
unix  28477  75  1070  165
jmlr  4240  23  580  30
parallel  U/N  U/N  17  23

Figure 6-8: The running time and the average update time per sequence of the Zips algorithm in two datasets Tweets and AOL when the stream size increases. Zips scales linearly with the size of the stream.

In the same figure, the running time of the baseline algorithms GoKrimp and SQS are also shown. There are some missing points in the results corresponding to the SQS algorithm because we set a deadline of ten hours for an algorithm to get the results corresponding to a point. The missing points corresponding to the cases when the SQS program did not finish in time.

In the log-log scale, three running time lines resemble a straight line. This result shows that the running time of Zips, GoKrimp and SQS are the power of data size, i.e. $T \sim \alpha |S|^\beta$. Using linear fitting functions in log-log scale we found that with the Zips algorithm $\beta = 1.02$ and $\beta = 1.01$ for the AOL and the Tweets datasets respectively, i.e. Zips scales linearly with the data size. Meanwhile, for the SQS algorithm the corresponding exponents are $\beta = 1.91$ and $\beta = 2.2$ and for the GoKrimp algorithm the exponents are $\beta = 2.28$ and $\beta = 2.01$. Therefore, both GoKrimp and SQS do not scale linearly with the data size and hence they are not suitable for data stream applications.

Real-world dataset

In this subsection, we discuss the interpretability of the patterns with three real-world datasets. All three datasets are text so it is easy to interpret the meanings of the set of patterns.

JMLR

In Figure 6-10, we show the first 20 patterns extracted by two baseline algorithms GoKrimp and SQS and the Zips algorithm from the JMLR dataset. Three lists are slightly different
Figure 6-9: Running time (x-axis) against the data size (y-axis) of three algorithms in log-log scales. The Zips algorithm scales linearly with the data size while the GoKrimp and the SQS algorithm scales quadratically with the data size. 

but the important patterns such as “support vector machine”, “data set”, “machine learn”, “bayesian network” or “state art” were discovered by all of the three algorithms. This experiment confirms that the Zips algorithm was able to find important patterns that are consistent with the results of state-of-the-art algorithms. 

Tweets

Since the tweet dataset is large, we schedule the programs so that they terminate their running after two weeks. The SQS algorithm was not able to finish its running before the deadline while GoKrimp finished running after three days and Zips finished running after 35 hours. The set of patterns extracted by the Zips algorithm and the GoKrimp algorithm are shown in Figure 6-11. Patterns are visualized by the wordcloud tool in R such that more important patterns are represented as larger words. In both algorithms, the sets of patterns are very similar. The result shows the daily discussions of the 1250 twitter accounts about the topics regarding “social media”, “Blog post”, about “youtube video”, about “iphone
<table>
<thead>
<tr>
<th>Method</th>
<th>Patterns</th>
</tr>
</thead>
<tbody>
<tr>
<td>SQS</td>
<td>support vector machin machin learn state art data set bayesian network</td>
</tr>
<tr>
<td></td>
<td>larg scale nearest neighbor decis tree neural network cross valid</td>
</tr>
<tr>
<td></td>
<td>featur select graphic model real world high dimension mutual inform</td>
</tr>
<tr>
<td></td>
<td>sampi size learn algorithm princip compon analysi logist regress model select</td>
</tr>
<tr>
<td>GOKRIMP</td>
<td>support vector machin real world machin learn data set bayesian network</td>
</tr>
<tr>
<td></td>
<td>state art high dimension reproduc hilbert space larg scale independ compon analysi</td>
</tr>
<tr>
<td></td>
<td>neural network experiment result sampi size supervis learn support vector</td>
</tr>
<tr>
<td></td>
<td>well known special case solve problem signific impror object function</td>
</tr>
<tr>
<td>Zips</td>
<td>support vector machin data set real world learn algorithm state art</td>
</tr>
<tr>
<td></td>
<td>featur select machine learn bayesian network model select optim problem</td>
</tr>
<tr>
<td></td>
<td>high dimension paper propose graphic model larg scale result show</td>
</tr>
<tr>
<td></td>
<td>cross valid decis tree neutral network well known hilbert space</td>
</tr>
</tbody>
</table>

Figure 6-10: The first 20 patterns extracted from the JMLR dataset by two baseline algorithms GoKrmp and SQS and the Zips algorithm. Common patterns discovered by all the three algorithms are bold.

apps”, about greetings such as “happy birthday”, “good morning” and “good night”, about custom service complaint etc.

**AOL**

The AOL is a very large dataset. We scheduled the programs so that they terminate their running after two weeks. Both the SQS algorithm and the GoKrmp algorithm did not finish running before the deadline so we don’t know the set of patterns extracted by these algorithms. Zips finished running after 58 hours. The result shows how people in the US used the AOL search engine in 2006. Figure 6-12 shows that the users of the AOL search engine (mostly from the US) were mostly interested in looking for information about “real estate”, “high school”, “community college”, “credit union”, “credit card” and “cell phone”. Especially, the queries regarding locations in the US such as “los angel”, “south and north Carolina”, “York city” are also popular.

**Synthetic dataset with known ground truths**

In this subsection, we show the results with three synthetic datasets, i.e. the parallel dataset, the noise dataset and the plant dataset. For the parallel and the noise dataset, all sequences containing a mixture of events generated by different processes or containing at least one noise event are considered as wrong patterns. True patterns are sequences containing events generated by only one process. For the plant dataset, true patterns are ten sequences with exactly 5 events.
We get the first ten patterns extracted by each algorithm and calculate the precision and recall at $K$. Precision at $K$ is calculated as the fraction of the number of right patterns in the first $K$ patterns selected by each algorithm. While the recall is measured as the fraction of the number of types of true patterns in the first $K$ patterns selected by each algorithm. For instance in the parallel dataset, if the set of the first 10 patterns contains only events from the set $\{A_i, B_i, C_i, D_i, E_i\}$ for a given $i$ then the precision at $K = 10$ is 100% while the recall at $K = 10$ is 20%. The precision measures the accuracy of the set of patterns and the recall measures the diversity of the set of patterns.

Figure 6-13 shows the precision and recall at $K$ for $K = 1, 2, \cdots, 10$. For the parallel
and the noise dataset, an interesting result is that all the three algorithms are good at dealing with noise events, none of them return patterns that contain noise events. In term of precision GoKrimp and SQS were able to return all true patterns while the precision of the Zips algorithm is high with small $K$ and the precision starts decreasing as $K$ increases. At $K = 10$ the precision of the Zips algorithm is about about 65% in both datasets.

The SQS algorithm uses an encoding scheme that does not allow interleaving patterns so it returns only one among 5 different pattern types of patterns. Therefore, the recall of the SQS algorithm is low in contrast to the Gokrimp and the Zips algorithms where the recall is very high. The plant dataset is an ideal case when gaps between events of patterns are rare and patterns are not overlapping. In such case, three algorithms return a perfect result.

**On the effects of the space-saving technique**

The space saving technique requires the Zips algorithm to set the parameter $M$ in advance, i.e. the maximum number of non-singleton dictionary words. As we have discussed in subsection 6.6, the update time is proportional to the value of $M$. In this subsection, we empirically show that when $M$ is set to a reasonable value the top patterns extracted by
the Zips algorithm is very similar to the top patterns when $M$ is set to infinity.

It is important to notice that the case when $M$ is set to $\infty$ is equivalent to the case when space saving algorithm is not applied. In this subsection, we will compare the results of the cases when $M = \infty$ and the results of the cases when $M$ is increased from 1000 to 20000. When $M = \infty$, for the JMLR dataset, the Zips algorithm scaled up to the size of the entire dataset. However, since the Tweets and the AOL datasets are very large, the Zips algorithm was not able to scale up the size of these datasets. Therefore, for these datasets we report the results for only the first 100000 sequences.

First, we used the Zips algorithm to extract the first 100 patterns from three datasets Tweets, AOL and JMLR when $M$ was set from 1000 to 20000. Then the similarity between two lists $L_1$ and $L_2$ with 100 elements each is calculated as $\frac{|L_1 \cap L_2|}{100}$. Figure 6-14 shows the similarity between the top-100 lists when $M$ was set from 1000 to 20000 and the top-100 lists when $M = \infty$.

In the figure, we can see that the similarity of the top-$K$ lists increases when the $M$ increases. When $M = 20000$ the similarity reaches very high value and being close to 1.0. In the AOL dataset, the sequences are shorter so the similarity reaches high values even for small value of $M$.
Chapter 7

Independent Component
Decomposition of a Stream

Given a sequence of events generated by a random mixture of unknown independent processes, we study the problem to split the sequence into the subsequences corresponding to the process that generated it. The sets of events emitted by the processes are pairwise disjoint, but we do not know which event belongs to what process, nor how many different processes there are. In this chapter we propose a compression-based method to solve this decomposition problem. We prove that under the encoding we develop, the decomposition which in expectation results in the optimal compression length, corresponds to an independent decomposition. This theoretical result encourages us to look for the decomposition that incurs the minimum description length to solve the independent decomposition problem. A parameter-free, bottom-up hierarchical clustering algorithm, called Dzip, is proposed to find that decomposition. Both the decision which clusters to merge first in the hierarchical clustering, and when to stop clustering, are based on the minimal description length principle. In experiments with synthetic data with known ground truths, our approach is able to more accurately identify independent subsequences than the existing state-of-the-art algorithm. Moreover, for two real-world datasets, it is shown with randomization tests that the decompositions found by our algorithm are statistically more significant than the decompositions found by the former state-of-the-art algorithm.
7.1 Introduction

The problem

Many processes produce extensive sequences of events, such as: alarm messages from different components of industrial machines or telecommunication networks, web-access logs, click stream data, and records of geographical events. In many cases, a sequence consists of a random mixture of independent or only loosely connected processes in which each process produces a specific disjoint set of events that are independent from the events of the other processes. Given such a sequence, we study the problem of decomposing it into its independent subsequences.

Example 28 (Independent sequence decomposition). Figure 7-1 shows a sequence and its decompositions into subsequences. In the first decomposition, events in each subsequence are strongly related to each other. For instance, subsequence $X = ABCABCABC$ is very regular since every $A$ is followed by a $B$, and later a $C$. In the second decomposition, however, the events in the subsequences are at best only loosely connected. For instance, the occurrences of $A$, $E$ and $F$ in subsequence $U$ seem to be independent.

Motivations

Decompose a sequence into a number of independent subsequences is a very useful data preprocessing step. It facilitates further analysis by allowing for an individual treatment for each independent process separately. For instance, independent sequence decomposition has been reported to improve the accuracy of predictive models [64, 38]. This improvement was achieved by building local predictive model for each of the independent process separately instead of building one global model for the entire sequence. Furthermore, in descriptive data mining, people are usually interested in summarizing data. They are eager to discover the dependency structure between events in the data and also want to know how strong the dependency is in each of the independent components [46]. If the dependency in a component is strong, it may be associated with an explainable context that can help people understand the data better.
Figure 7-1: A long sequence is decomposed into subsequences. In the first decomposition, the subsequences are very regular, e.g. \( X = ABCABCABC \), and events within the same subsequence are tightly related to each other. On the other hand, in the second decomposition, the subsequences show less structure and it seems unlikely all events within a subsequence were generated by the same process.

**Existing approach and drawbacks**

The sequence independent decomposition problem was first introduced by Mannila et al. [47]. They proposed a method based upon statistical hypothesis testing for dependency. This method, however, has a couple of drawbacks:

- The \( p \)-value derived from the test is a score subjective to the null hypothesis. Furthermore, the \( p \)-value does not convey any information about how strong the dependencies between the events is.

- The method introduces two parameters which require to be tweaked manually for different applications.

- As we discuss in the next section, the method is vulnerable to the discovery of false connections.

**Why a data-compression based approach?**

In order to illustrate the connection between data compression algorithms and the independent decomposition problem let us revisit the example of Figure 7-1. In the first decomposition, the sequence \( S \) is decomposed into three subsequences \( X \), \( Y \), and \( Z \). One way
to compress the sequence $S$ is by encoding every subsequence separately in combination with an encoding of the positions of the subsequences in the original sequence $S$. All three subsequences $X$, $Y$ and $Z$ are very regular and a compression algorithm can exploit these regularities to compress the subsequences well.

On the other hand, in the second decomposition, $U$ and $V$ are not very regular, but rather mixtures of independent events. In this case compression algorithms cannot take the advantage of structures to compress them. For this reason, the compression of $S$ using the second decomposition is less efficient than the compression based upon the first decomposition.

This example seems to imply that the independent decomposition is the one that incurs the shortest data description length. Considering a decomposition as a model, this intuition is inline with the general idea of the Minimum Description Length principle [30] which always suggests that the best model is the one that describes the data in the shortest way.

**Our contributions**

The major contributions can be summarized as follows:

- We propose an MDL-based approach for solving the independent sequence decomposition problem. Instead of blindly accepting MDL as a general principle, we prove first that the best model according to the MDL principle indeed corresponds to an independent decomposition.

- Beside being parameter free, the proposed MDL based approach provides us with a ranking score based on compression ratios showing how strong the dependency between events in an independent component is. In contrast, the state of the art solution highly depends on two parameters and does not provide any ranking score for the strength of the dependencies.

- Experiments with synthetic datasets with known ground truths show that our approach was able to decompose sequences into independent subsequences much more accurately than the state of the art algorithm. For two real-world datasets, with randomization tests it was shown that the decompositions found by our algorithm were statistically more significant than the decompositions returned by baseline algorithm.
Figure 7-2: An example of two strongly connected and independent components. Due to chance or noise, a connection between $b$ and $d$ was falsely reported. This is problematic, as the Dtest algorithm merges two components even if there is only one connection.

7.2 Related work

The independent decomposition problem for sequences was first studied by Mannila et al. in [47]. The authors proposed a method, which we will denote Dtest (for *Dependency Test*), that is based on statistical hypothesis testing for dependency between events. The algorithm first performs a dependency tests for every pair of events. Subsequently, it builds a dependency graph in which the vertices correspond to events and every pair of dependent events is connected with an edge.

An independent component of the output decomposition corresponds to a connected component of the graph. This approach has one strong drawback: Dtest will merge two components together even if there is only one false connection. Even if only one pair of events is wrongfully recognized as a connection it may result in two independent components being joined together. For instance, Figure 7-2 shows two strongly connected components $g_1$ and $g_2$ of the dependency graph. If the dependency test between $b \in g_1$ and $d \in g_2$ wrongly concludes the existence of a connection result, the two independent components $g_1$ and $g_2$ will incorrectly be merged into a single component.

In the experiment, we show that unfortunately false connections are common because of the following two reasons. First, the Dtest algorithm has two parameters. Setting these parameters in such a way that false connections are avoided without compromising the true connections, is highly non-trivial. Second, the dependency between $b$ and $d$ can be incorrectly detected due to noise. In contrast to the Dtest algorithm, our compression-based method Dzip does not require parameter tuning and is less vulnerable to noise.
Independent component analysis for other types of data is a well studied problem in the literature [36]. For example, the ICA method was proposed to decompose a multivariate time series into independent components. This method, however, works on continuous data and cannot easily be adapted for univariate categorical data.

Another closely related work concerns the item clustering problem studied in the context of itemset data [46]. The authors [46] propose a method to find clusters of strongly related items for data summarization. The work relies on the MDL principle which clusters items together such that the description length of the data is minimized when the cluster structure is exploited for compressing the data. Our work proposes a different encoding which is suitable for handling sequence data, which is not handled by the encoding of [46]. Additionally, we show a theoretical connection between the MDL principle and the independent component analysis, providing theoretical justification for selecting the MDL approach.

Finally, the idea of using data compression algorithms in data mining is not new. In fact, data compression algorithms were successfully used for many data mining tasks including data clustering [17] and data classification [37]. It was also used for mining non-redundant sets of patterns in itemset data [75] and in sequence data [34]. Our work, however, is the first one to proposes the use of data compression for solving the independent sequence decomposition problem.

7.3 Problem definition

Let $\sum = \{a_1, a_2, \ldots, a_N\}$ be the alphabet of events; we will consider sequences $S_t = x_1 x_2 \cdots x_t$, where each $x_i \in \sum$ is generated by a random variable $X_i$ at time $i$. $|S|$ denotes the length of sequence $S$.

We assume that $S$ is generated by a stochastic process $\mathfrak{P}$. For any natural number $n$, denote $P_t(X_t = x_t, X_{t+1} = x_{t+1}, \ldots, X_{t+n-1} = x_{t+n-1})$ as the joint probability of $X_{t+1}, X_{t+2}, \ldots, X_{t+n-1}$ governed by the stochastic process $\mathfrak{P}$, i.e., the probability of observing the subsequence $x_t x_{t+1} \cdots x_{t+n-1}$ at the time points $t, \ldots, t + n - 1$.

A stochastic process is called stationary [20] if for any $n$ the joint probability $P_t(X_t = x_t, X_{t+1} = x_{t+1}, \ldots, X_{t+n-1} = x_{t+n-1})$ does not depend on $t$, i.e., $P_t(X_t = x_t, X_{t+1} = x_{t+1}, \ldots, X_{t+n-1} = x_{t+n-1}) = P_1(X_1 = x_1, X_2 = x_2, \ldots, X_n = x_n)$ for any $t \geq 1$. In our theoretical analysis, we will assume stationary processes only. This is not a strong
Figure 7-3: Sequence $S$ is decomposed into three subsequences by using the decomposition $C_1, C_2$ and $C_3$. The sequence is compressed by encoding every subsequences with the algorithm $Z$ and bookkeeping the cluster indices showing the positions of the subsequences in $S$.

restriction, as in practice a lot of datasets are generated by a stationary process [20], and, it is not a requirement for our algorithms to operate properly. For a stationary process the $t$-independent joint probability $P_t(X_t, X_{t+2}, \cdots, X_{t+n-1})$ is simply denoted $P(X_1, X_2, \cdots, X_n)$. For a given sequence $S$ the probability of observing the sequence is denoted $P(S)$.

Let $C = \{C_1, C_2, \cdots, C_k\}$ be a partitioning of the alphabet $\Sigma$ into $k$ pairwise disjoint subsets. Given a sequence $S$, the partitioning $C$ decomposes $S$ into $k$ disjoint subsequences denoted $S(C_i)$, for $i = 1, 2, \cdots, k$. Let $P_i(S(C_i) = s)$ denote the marginal distribution defined on the set of subsequences with fixed size $|s| < |S|$.

Example 29 (Sequence decomposition). Figure 7-3 shows a partition: $C = \{C_1, C_2, C_3\}$ where $C_1 = \{A, B, C\}$, $C_2 = \{D, E\}$ and $C_3 = \{F, G\}$ of the sequence $S = ABDFFEADC DEABGG$ into three subsequences $S(C_1) = ABACAB$, $S(C_2) = DEDDE$ and $S(C_3) = FFGG$.

Denote $\alpha_i$ as the probability of observing an event belonging to the cluster $C_i$. Assume
that $\mathfrak{P}_i$ is the stochastic process that generates $S(C_i)$.

**Definition 11** (Independent decomposition). $C = \{C_1, C_2, \cdots , C_k\}$ is an independent decomposition of the alphabet if $S$ is a random mixture of independent subsequences $S(C_i)$:

$$P\left(S \left(\bigcup_{i=1}^{k} C_i\right)\right) = \prod_{i=1}^{k} \alpha_{i}^{\left|S(C_i)\right|} P_{i}(S(C_i))$$

There are many independent decompositions; we are interested in the decomposition with maximum $k$. Denote that decomposition as $C^*$. The independent sequence decomposition problem can be formulated as follows:

**Definition 12** (Sequence independent decomposition). Given a sequence $S$ and an alphabet $\sum$, find the maximum independent decomposition $C^*$ of $S$.

**Theorem 11** (Unsolvable). There is no deterministic algorithm that can solve the sequence independent decomposition problem exactly based upon observing a sequence with bounded size $M$ generated by a stochastic (stationary) process.

*Proof.* Assume that there is a deterministic algorithm $A$ that can return the maximum independent decomposition exactly when up to $2 \cdot M$ events of a sequence are observed. Consider the following alphabet $\sum = \{a, b\}$ and two different stationary processes:

- The events $a$ and $b$ are drawn independently at random with probability 0.5
- The events $a$ and $b$ are drawn from a simple Markov chain with two states $a$ and $b$ and $P(a \mapsto b) = P(b \mapsto a) = 1.0$

The sequence $S = (ab)^M$ with length $2M$ can be generated by both stationary processes with non-zero probability. Therefore, by observing $S$, the algorithm $A$ cannot decide the maximum independent decomposition $C^*$ because for the latter process $C^* = \{\{a, b\}\}$ while for the former process $C^* = \{\{a\}, \{b\}\}$. □

**Sequence compression**

Given an observed sequence with bounded size, Theorem 11 shows that the problem in Definition 12 is unsolvable. However, in this work we show that it can be solved asymptotically.
by using data compression algorithms. We first define the encodings that we will use to compress sequence \( S \) given a decomposition \( C = \{C_1, C_2, \cdots, C_k\} \).

Given an event \( a_i \), \( I(a_i) = j \) denotes the identifier of the cluster (partition) \( C_j \) which contains \( a_i \). Let \( S = x_1 x_2 \cdots x_n \) be a sequence. \( I(S) \) denotes the cluster identifier sequence, i.e. \( I(S) = I(x_1)I(x_2) \cdots I(x_n) \).

**Example 30** (cluster identifier sequence). The decomposition depicted in Figure 7-3 has the following cluster identifier sequence \( I(ABDFFEADCDDEABGG) = 112321221133 \). Knowing the cluster identifier sequence we can reconstruct the positions of the subsequences in the original sequence.

**Definition 13** (Sequence encoding). Let \( Z \) be a compression algorithm, the sequence encoding of sequence \( S \) contains two parts: the cluster identifier sequence \( I(S) \) and the compression of individual subsequences using algorithm \( Z \).

**Example 31** (Sequence encoding). Figure 7-3 shows a sequence encoding with the cluster identifier sequence and three compressed subsequences \( Z(S(C_1)), Z(S(C_2)) \) and \( Z(S(C_3)) \). If \( Z \) is a lossless compression algorithm we can reconstruct the sequence \( S \) by first decoding the individual subsequences and using the cluster identifier sequence to get the positions of the subsequences in the original sequence.

For encoding the cluster identifier sequence, if the distribution of the cluster identifiers \( \alpha = (\alpha_1, \alpha_2, \cdots, \alpha_k) \), where \( \sum_{j=1}^{k} \alpha_j = 1 \), is known, the Huffman code [20] can be used to encode each cluster identifier \( j \) in the sequence \( I(S) \) with a codeword with length proportional to \(-\log \alpha_j \). When the identifiers are independent to each other that encoding incurs, in expectation, the minimum compression length for \( I(S)\) [20]. \( E^*(I(S)) \) denotes the encoded form of \( I(S) \) under that ideal encoding. In practice, we don’t know the exact distribution \((\alpha_1, \alpha_2, \cdots, \alpha_k)\). However, the distribution can be estimated from data. An encoding is called asymptotically optimal if \( \lim_{S \to \infty} \frac{|E^*(I(S))|}{|S|} = H(\alpha) \), where \( H \) denotes the entropy of the distribution \( \alpha \). An example of an asymptotically optimal encoding \( E^+ \), is the one that uses the empirical value \( \frac{|S(C_i)|}{|S|} \) as an estimate for \( \alpha_i \).

\( Z^* \) is an ideal compression algorithm if \( |Z^*(S)| = -\log P(S) \). In expectation, \( Z^* \) results in the minimum compression length for the data [20]. In practice, however, we don’t know the distribution \( P(S) \), yet we can use an asymptotic approximation of the ideal compression
algorithm, for instance, the Lempel-Ziv algorithms [20]. An algorithm $Z^+$ is asymptotically optimal if $\lim_{S \to \infty} \frac{|Z^+(S)|}{|S|} = H(\mathcal{P})$, where $\mathcal{P}$ is the stationary process that generates $S$.

In this work, we use the term *ideal encoding* to refer to the encoding that uses $E^*$ and $Z^*$ and *asymptotic encoding* to refer to the encoding that uses $E^+$ and $Z^+$.

### 7.4 Theoretical results

The description length of the sequence $S$ using the decomposition $C$ can be calculated as follows:

$$L^C(S) = |E(|S|)| + |E(I(S))| + \sum_{i=1}^{k} |Z(S(C_i))| .$$

In this encoding, the term $|E(|S|)|$ is the cost to encode the length of $S$ which is invariant when $S$ is given. The decomposition $C$ can be considered as a model and the cost to describe that model is equal to $|E(I(S))|$ while the term $\sum_{i=1}^{k} |Z(S(C_i))|$ corresponds to the cost of describing the data given the model $C$. According to the minimum description length principle we should find a decomposition resulting in the minimum description length in expectation, which is believed to be the best model for describing the data.

This section introduces two key theoretical results (proofs are given in the Appendix): subsection 7.4 shows the analysis for an ideal case for data with a bounded size: under the ideal encoding, the model describing the data best according to the MDL principle, corresponds to an independent decomposition and vice versa. Subsection 7.4 discusses an asymptotic result showing that under an asymptotic encoding, any independent decomposition corresponds to a best model by the definition of the MDL principle.

### Analysis under the ideal encoding

We recall some definitions from information theory. Given a discrete probability distribution $P = \{\alpha_1, \alpha_2, \cdots, \alpha_k\}$ where $\sum_{i=1}^{k} \alpha_i = 1$, the *entropy* of the distribution $P$, denoted $H(P)$, is defined as $-\sum_{i=1}^{k} \alpha_i \log \alpha_i$.

Given a stochastic process $\mathcal{P}$ which generates sequence $S$, $H(\mathcal{P})$ denotes the *entropy rate* (or entropy in short) of the stochastic process $\mathcal{P}$. Recall that $H(\mathcal{P})$ is defined as $\lim_{n \to \infty} \frac{1}{n} H(X_1, X_2, \cdots, X_n)$, where $H(X_1, X_2, \cdots, X_n)$ stands for the joint entropy of the random variables $X_1, X_2, \cdots, X_n$. It has been shown that whenever the process $\mathcal{P}$ is sta-
tionary, the joint entropy \( \lim_{n \to \infty} \frac{1}{n} H(X_1, X_2, \ldots, X_n) \) exists [20].

**Theorem 12** (MDL versus independent decomposition). Under an ideal encoding, given data with bounded size, the best decomposition which results in the minimum data description length in expectation is an independent decomposition and vice versa.

**Analysis under the asymptotic encoding**

The complete analysis requires an ideal encoding, which is not a realistic assumption. However, we can still prove a similar result under the more relaxed condition of an asymptotically optimal encoding.

**Theorem 13** (Asymptotic result). Under an asymptotical encoding, the data description length in an independent decomposition is asymptotically optimal with probability 1.

The ideal analysis shows the one-to-one correspondence between the optimal encoding and an independent decomposition. The asymptotic result only shows that an independent decomposition asymptotically corresponds to an optimal encoding. The theorem does not include the reverse correspondence; however, in experiments we empirically show that the correspondence is one-to-one.

### 7.5 Algorithms

The theoretical analysis in Section 7.4 encourages us to design an algorithm that searches the best decomposition in order to find an independent decomposition. When an independent decomposition is found, the algorithm can then recursively be applied to each independent component to find the maximum independent decomposition. Given data \( S \) with alphabet \( \sum \) this section discusses a hierarchical clustering algorithm called Dzip to find the desired decomposition.

Algorithm 15 shows the main steps of the Dzip algorithm. It starts from \( N \) clusters where each cluster contains only one character of the alphabet. Subsequently, it evaluates the compression benefit of merging any pair of clusters. The best pair of clusters, that is, the pair that delivers the highest compression benefit, is chosen to be merged. These steps are repeated until none of the remaining pairs give any additional compression benefit anymore.
Algorithm 15 Dzip(S)

1: **Input:** a sequence S, an alphabet \( \sum = \{a_1a_2\cdots a_N\} \)
2: **Output:** a decomposition \( C \)
3: \( C \leftarrow \{C_1 = \{a_1\}, C_2 = \{a_2\}, \cdots, C_n = \{a_n\}\} \)
4: while true do
5:   \( max \leftarrow 0 \)
6:   \( C^* \leftarrow C \)
7:   for \( i = 1 \) to \( |C| \) do
8:     for \( j = i + 1 \) to \( |C| \) do
9:       \( C^+ \leftarrow C \) with merged \( C_i \) and \( C_j \)
10:      if \( L^C(S) - L^{C^+}(S) > max \) then
11:         \( max \leftarrow L^C(S) - L^{C^+}(S) \)
12:         \( C^* \leftarrow C^+ \)
13:     end if
14:   end for
15: end for
16: if \( |C^*| = 1 \) or \( max = 0 \) then
17:   Return \( C^* \)
18: end if
19: end while

In theory, Dzip could recursively be applied again on each cluster to get the maximum decomposition. However, in our experiments we observed that in most of the cases the cluster found by Dzip cannot be decomposed further because of the bottom-up process which already checked for the benefits of splitting the cluster.

Dzip uses the *Lempel-Ziv 78* (LZ78) implementation [20] which has linear complexity in the size of the data. It utilizes an inverted list as data structure to store the list of positions of each character in the sequence. Moreover, Dzip also caches the compression

![Figure 7-4: Plots of Rand index versus sequence size. Rand index measures the similarity (higher is better) between the decompositions produced by the algorithms and the ground-truth. The Rand index is equal to 1 if the decomposition optimally corresponds to the ground truth.](image-url)
size of merged clusters. In doing so, in the worst case the computational complexity of Dzip is bounded by $O(|S|N^2)$. This complexity is the same as the amortized complexity of the Dtest algorithm [47].

7.6 Experiments

We consider the current state-of-the-art technique, Dtest [47], as a baseline approach. All experiments were carried out on a 16 processor cores, 2 Ghz, 12 GB memory, 194 GB local disk, Fedora 14 / 64-bit machine. The source code of our implementation in Java of Dtest and Dzip, and the datasets are available for download from our project website.

Dtest has two parameters: the significance value $\alpha$ and the gap number $G$. We choose $\alpha = 0.01$ and $G = 300$ as is recommended in the work [47]. We also tried to vary $\alpha$ and $G$ and observed that this resulted in quite different results. The running time of the algorithm increases with increasing $G$, and smaller values of $\alpha$ results in lower false positive yet higher false negative rate and vice versa. Despite the high variability in the results produced by Dtest for different parameter settings, the overall conclusions of the comparison with Dzip in our experiments does not change significantly. That is, there is no “optimal” choice of parameter setting that improves the performance of Dtest in the comparison.

Synthetic data with known ground truth

We experimented with three datasets of which the ground truth is known:

- **Parallel**: is a synthetic dataset which mimics a typical situation in practice where a data stream is generated by mixing five independent parallel processes. Each process $P_i$ $(i = 1, 2, \cdots, 5)$ repeatedly generates the sequence of events $A_i, B_i, C_i, D_i, E_i$. In each step, the generator chooses one of five processes uniformly at random and generates the next event from that process, until the total stream length reaches 1 million events.

- **Noise**: is generated in the same way as the parallel dataset but with additional noise. A noise source generates independent events from a noise alphabet with size 1000. Noise events are randomly mixed with the parallel dataset. The amount of noise is

\footnotesize
\url{http://www.win.tue.nl/~lamthuy/dzip.htm}

20% of the parallel data; i.e., in the end 1 event out of 6 is a noise event. This dataset is considered to measure the sensitivity to noise of Dtest and Dzip.

- **HMM**: is generated by a random mixture of two hidden Markov models. Both hidden Markov models have 10 hidden and 5 observed states. The transition matrix and the emission matrix are generated randomly according to a standard normal distribution with mean in the diagonal of the matrix. Each Markov model generates 50000 events and the mixture of them contains 100000 events. This dataset is considered to see the performance of the methods in a dataset with weak dependencies.

Since the ground-truth for these three datasets is known, we can use the *Rand index* [65] to compare the partitionings of the alphabet set generated by the algorithms. The rand index calculates the number of pairs of events that are either in the same cluster in both partitionings or in different clusters in both partitionings. This number is normalized to the interval [0, 1] by dividing by the total number of different pairs. The rand index measures the degree of agreement between the two partitionings, where a value of 1 indicates a perfect match, and 0 completely disagreement.

Figure 7-4 shows the rand indices (y-axis) of the two algorithms when the sequence size (x-axis) is varied. It is clear from the figure that Dzip finds the correct decompositions with much higher accuracy than the Dtest algorithm. In the Parallel and Noise datasets, Dzip is able to return perfect decompositions when the data size is large. When the data size is smaller the performance degrades somewhat although the rand index remains at an respectable level.

Dtest is good in the Parallel dataset although it is not stable when the data size is varied. Dtest, however, does not work well in the Noise and the HMM dataset, especially when there is a lot of noise. In both datasets, after a visual inspection, it was observed that Dtest has clustered all events in one big cluster; this experiment confirms our claim in section 7.2 that Dtest is vulnerable to noise.

**Real-life data**

Masters portal is a click-through log of user behaviors in the Masters Portal\(^2\) website. It contains about 1.7M events of 16 different activity types. The decomposition results are

---

\(^2\)www.mastersportal.eu
shown in Figures 7-5. There are two major clusters, each containing three activities. The first cluster can be interpreted as a set of actions that can be performed on search results. The second cluster mainly contains activities that users perform when they input a search query, refine the search and click on some links in the search results. The Dtest algorithm returns only one cluster which groups all these events together.

Since the ground truth is unknown, we performed a randomization test to see how statistically significant the decompositions are. First, we sampled 1000 decompositions uniformly at random and calculated the compression ratio of the compression using these decompositions. The distribution of compression ratios of these decompositions is plotted in Figure 7-6.A., where the $x$-axis shows compression ratios and the $y$-axis shows the number of decompositions. The highlighted points with compression ratios 0.9742 and 1.033 correspond to the decompositions of the Dtest and the Dzip algorithm respectively. It is clear from the figure that Dzip can find the decomposition with much more statistical significant compression ratio with $p$-value $3 \times 10^{-6}$ for Dzip and 0.05 for Dtest.

Figure 7-6.A. also shows an interesting fact that the distribution of compression ratio of random decomposition resembles a normal distribution with a large part of the probability mass falling into the interval less than 1.0. Only a few number of decompositions has compression ratio greater than 1.0. This result shows that the Masters Portal dataset has very loose dependency structure.

**Machine log** is a message log containing about 2.7 million messages (more than 1700 distinct message types) produced by different components of a photolithography machine. We removed infrequent messages which occur less than in 0.1 percent of the data. After preprocessing the data, the size is reduced to 2.6 million messages of 50 different message types.

For this dataset, the Dzip algorithm produced 2 clusters: one major cluster with 47 messages and another smaller one with 3 messages. The first cluster is difficult to interpret because it contains a lot of messages. However, the messages in the second cluster are:

- WH-8093,”Difference between Robot Inner Axis absolute and incremental encoder”
- WH-8094,”Error in communication between Robot Inner Axis and absolute encoder”
- WH-8099,”Difference between Robot Outer Axis absolute and incremental encoder”
These messages seem to be related to each other because they are all concerning the critical errors regarding the differences between the coordinates of the robot and the encoder of the machine. On the other hand, the Dtest algorithm produced only one cluster which grouped all the messages together.

Since the ground truth is unknown, we performed similar randomization tests as for the masters portal dataset. The results are depicted in Figure 7-6.B. It is clear from the figure that both decompositions by Dtest and Dzip are more statistical significant than random decompositions. However, the decomposition by Dzip is more significant than the decomposition by Dtest with p-values $10^{-11}$ and $4 \times 10^{-11}$ respectively.

Figure 7-6.B. shows another interesting fact that the distribution of compression ratio of random decomposition resembles two normal distributions with a large part of the probability mass falling into the interval greater than 1.0. This result shows that this dataset has very strong dependency structure. This is in contrast to the Master Portal dataset where the dependency between events is very loose.

**Running time**

In section 7.5, we have shown that the amortized time complexity of the Dtest algorithm and the worst case complexity of the Dzip algorithm are the same. The result promises
Figure 7-6: Distribution of compression ratio of random decompositions. The highlighted points correspond to the decompositions returned by the Dzip and the Dtest algorithm. The results by Dzip is much more statistical significant than the results by Dtest with much smaller p-value.

<table>
<thead>
<tr>
<th></th>
<th>Masters Portal</th>
<th>Machine log</th>
<th>Parallel</th>
<th>Noise</th>
<th>HMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dzip</td>
<td>28</td>
<td>1312</td>
<td>12</td>
<td>328</td>
<td>1</td>
</tr>
<tr>
<td>Dtest</td>
<td>159</td>
<td>1402</td>
<td>138</td>
<td>25130</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 7-7: Running time in seconds of two algorithms. Dzip is about an order of magnitude faster than Dtest.

that the Dzip algorithm will be faster than the Dtest algorithm. Indeed, this fact holds for the collection of datasets we use in this work. In Figure 7-7 we compare Dzip and Dtest in terms of running time. In most datasets, Dzip is about an order of magnitude faster than the Dtest algorithm.

Appendix

Proof of Theorem 12. Given a decomposition $C = \{C_1, C_2, \cdots, C_k\}$, for a given $n$ assume that $S$ is a sequence of length $n$. Under an ideal encoding, the description length of the cluster identifier sequence of $S$ is $|E^*(I(S))| = - \sum_{i=1}^{k} |S(C_i)| \log \alpha_i$. In the ideal encoding, since the length of the compressed subsequence $Z^*(S(C_i))$ is $|Z^*(S(C_i))| = - \log P_i(S(C_i))$
the total description length is:

\[ L^C(S) = |E(n)| - \sum_{i=1}^{k} |S(C_i)| \log \alpha_i \] (7.1)

\[ E(L^C(S)) = \sum_{S\mid |S| = n} P(S)(|E(n)| - \sum_{i=1}^{k} |S(C_i)| \log \alpha_i - \sum_{i=1}^{k} \log P_i(S(C_i))) \] (7.2)

where \( Q \) is the random mixture of the distributions \( P_i \) defined on the space of all sequence \( S : |S| = n \), i.e. \( Q(S) = \prod_{i=1}^{k} \alpha_i^{[S(C_i)]} P_i(S(C_i)) \) and \( D(P|Q) \) is the relative entropy or the Kullback-Leibler distance between \( P \) and \( Q \). Since \( D(P|Q) \geq 0 \) we have \( E(L^C(S)) \geq |E(n)| + H_P(X_1, X_2, \ldots, X_n) \). The equality happens if and only if \( D(P|Q) = 0 \), i.e. \( P \equiv Q \) which proves the theorem.

In order to prove Theorem 13, we first prove a basic supporting lemma. The lemma is a generalized result of the Cesàro mean.

**Lemma 18.** Given a sequence \((a_n)\), a sequence \((c_n)\) is defined as : \( c_n = \sum_{i=1}^{n} b_i(n)a_i \) where \( \sum_{i=1}^{n} b_i(n) = 1 \) and \( b_i(n) > 0 \ \forall n > 0 \). If \( \lim_{n \to \infty} a_n = A \) and \( \lim_{n \to \infty} b_i(n) = 0 \ \forall i > 0 \) then we also have \( \lim_{n \to \infty} c_n = A \).

**Proof.** Since \( \lim_{n \to \infty} a_n = A \) given any number \( \epsilon > 0 \) there exists \( N \) such that \( |a_n - A| < \frac{\epsilon}{2} \) \( \forall n > N \). Moreover, because \( \lim_{n \to \infty} a_n = A \) there exists an upper bound \( D \) on \( |a_i - A| \).

Given \( N \), since \( \lim_{n \to \infty} b_i(n) = 0 \) we can choose \( M_i \) (\( i = 1, 2, \ldots, N \)) such that \( b_i(n) < \frac{\epsilon}{2ND} \) \( \forall n > M_i \). Let us denote \( M \) as the maximum value of the set \( \{N, M_1, M_2, \ldots, M_N\} \). For
any $n > M$, we have:

$$|c_n - A| = \left| \sum_{i=1}^{n} b_i(n) a_i - A \right| \leq \left| \sum_{i=1}^{N-1} b_i(n) (a_i - A) \right| + \left| \sum_{i=N}^{n} b_i(n) (a_i - A) \right| \leq (N - 1)D \frac{\epsilon}{2ND} + \frac{\epsilon}{2} \leq \epsilon$$

The last inequality proves the lemma. □

**Theorem 14** (Entropy of an independent decomposition). Assume that $C = \{C_1, C_2, \cdots, C_k\}$ is an independent decomposition and $\mathfrak{P}_i$ is the stochastic process that generates $S(C_i)$. Denote $\alpha_i$ as the probability that we observe an event belonging to the cluster $C_i$, we have:

$$H(\mathfrak{P}) = \sum_{i=1}^{k} \alpha_i H(\mathfrak{P}_i) + H(\alpha_1, \alpha_2, \cdots, \alpha_k)$$

**Proof.** We first prove a special case with $k = 2$ from which the general case for any $k$ can be directly implied. In fact, by the definition of the joint entropy we can perform simple calculations as follows:

$$H(X_1, X_2, \cdots, X_n) = -\sum_{S:|S|=n} P(S) \log P(S)$$

$$\quad \quad - \sum_{S:|S|=n} \alpha_1^{|S(C_1)|} P_1(S(C_1)) \alpha_2^{|S(C_2)|} P_2(S(C_2))$$

$$= C_n^{\vert S_1 \vert} \sum_{S_1:|S_1| \leq n} \sum_{S_2:|S_2| = n - |S_1|} \log \alpha_1^{|S_1|} P_1(S_1) \alpha_2^{|S_2|} P_2(S_2)$$

$$= \sum_{S_1:|S_1| \leq n} \sum_{S_2:|S_2| = n - |S_1|} \log \alpha_1^{|S_1|} P_1(S_1) \alpha_2^{|S_2|} P_2(S_2)$$
We denote each term of Equation 7.19 as follows:

\[ X = -C^{|S_1|}_n \sum_{S_1:|S_1| \leq n} \sum_{S_2:|S_2| = n - |S_1|} \alpha_1^{|S_1|} P_1(S_1) \alpha_2^{|S_2|} P_2(S_2) \log \alpha_1^{|S_1|} \]  
(7.20)

\[ Y = -C^{|S_1|}_n \sum_{S_1:|S_1| \leq n} \sum_{S_2:|S_2| = n - |S_1|} \alpha_1^{|S_1|} P_1(S_1) \alpha_2^{|S_2|} P_2(S_2) \log \alpha_2^{|S_2|} \]  
(7.21)

\[ Z = -C^{|S_1|}_n \sum_{S_1:|S_1| \leq n} \sum_{S_2:|S_2| = n - |S_1|} \alpha_1^{|S_1|} P_1(S_1) \alpha_2^{|S_2|} P_2(S_2) \log P_1(S_1) \]  
(7.22)

\[ T = -C^{|S_1|}_n \sum_{S_1:|S_1| \leq n} \sum_{S_2:|S_2| = n - |S_1|} \alpha_1^{|S_1|} P_1(S_1) \alpha_2^{|S_2|} P_2(S_2) \log P_2(S_2) \]  
(7.23)

We calculate each term of Equation 7.19 as follows:

\[ X = -\sum_{i=0}^{n} C_n^i \sum_{|S_1|=i} \sum_{|S_2|=n-i} \alpha_1^i \alpha_2^{n-i} P_1(S_1) \alpha_2^i P_2(S_2) \log \alpha_1^i \]  
(7.28)

\[ = -\sum_{i=0}^{n} C_n^i \alpha_1^i \alpha_2^{n-i} \log \alpha_1^i \]  
(7.29)

\[ = -\sum_{i=0}^{n} C_n^i \alpha_1^i \alpha_2^{n-i} \log \alpha_1^i \]  
(7.30)

\[ = -\sum_{i=0}^{n} C_n^i \alpha_1^i \alpha_2^{n-i} \log \alpha_1^i \]  
(7.31)

\[ = -\log \alpha_1 \sum_{i=0}^{n} i C_n^i \alpha_1^i \alpha_2^{n-i} \]  
(7.32)

\[ = -n \alpha_1 \log \alpha_1 \]  
(7.33)
With similar calculation we have $Y = -n\alpha_2 \log \alpha_2$. We continue with the calculation of $Z$:

\[
Z = -\sum_{i=0}^{n} C^i_n \sum_{|S_1| = i} \sum_{|S_2| = n-i} \alpha_1^i \alpha_2^{n-i}
\]

(7.35)

\[
P_1(S_1)P_2(S_2) \log P_1(S_1)
\]

(7.36)

\[
= -\sum_{i=0}^{n} C^i_n \sum_{|S_1| = i} \alpha_1^i \alpha_2^{n-i} P_1(S_1) \log P_1(S_1)
\]

(7.37)

\[
= -\sum_{i=0}^{n} C^i_n \sum_{|S_1| = i} \alpha_1^i \alpha_2^{n-i} \sum_{|S_1| = i} \alpha_1^i \alpha_2^{n-i} P_1(S_1) \log P_1(S_1)
\]

(7.38)

\[
= \sum_{i=1}^{n} C^i_n \alpha_1^i \alpha_2^{n-i} H P_1(X_1, X_2, \ldots, X_i)
\]

(7.39)

With similar calculation we also have $T = \sum_{i=1}^{n} C^i_n \alpha_1^{n-i} \alpha_2^i H P_2(X_1, X_2, \ldots, X_i)$. Therefore we further imply that:

\[
H(X_1, X_2, \ldots, X_n) = X + Y + Z + T
\]

(7.42)

\[
= nH(\alpha_1, \alpha_2) + \sum_{i=1}^{n} C^i_n \alpha_1^i \alpha_2^{n-i} H P_1(X_1, X_2, \ldots, X_i) + \sum_{i=1}^{n} C^i_n \alpha_1^{n-i} \alpha_2^i H P_2(X_1, X_2, \ldots, X_i)
\]

(7.43)

(7.44)

(7.45)

\[
\frac{1}{n} H(X_1, \ldots, X_n) = H(\alpha_1, \alpha_2) + \alpha_1 \sum_{i=1}^{n-1} C^{i-1}_{n-1} \alpha_1^{i-1} \alpha_2^{n-i} \frac{1}{i} H P_1(X_1, \ldots, X_i) + \alpha_2 \sum_{i=1}^{n-1} C^{i-1}_{n-1} \alpha_1^{i-1} \alpha_2^{n-i} \frac{1}{i} H P_2(X_1, X_2, \ldots, X_i)
\]

(7.46)

(7.47)

(7.48)

Since $\lim_{n \to \infty} \frac{1}{n} H(X_1, \ldots, X_n) = H(\mathcal{P})$, and $\lim_{n \to \infty} \frac{1}{n} H P_1(X_1, \ldots, X_n) = H(\mathcal{P}_1)$, moreover $\lim_{n \to \infty} \frac{1}{n} H P_2(X_1, \ldots, X_n) = H(\mathcal{P}_2)$ therefore according to Lemma 18 from the last equation
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we can imply that $H(\mathcal{P}) = \alpha_1 H(\mathcal{P}_1) + \alpha_2 H(\mathcal{P}_2) + H(\alpha_1, \alpha_2)$.

The last result can be easily generalized for an independent decomposition with any $k$ clusters by induction. Indeed, we assume that the theorem is correct with $k = l$ we prove that the result holds for $k = l + 1$. Denote $\alpha$ as $\sum_{i=1}^{l} \alpha_i$. Given two independent stochastic processes $\mathcal{P}$ and $\mathcal{Q}$ denote the random mixture of them as $\mathcal{P} \oplus \mathcal{Q}$. Consider the process defined as the random mixture of $\mathcal{P}_1, \mathcal{P}_2 \cdots \mathcal{P}_l$ denoted as $\mathcal{P}_1 \oplus \mathcal{P}_2 \oplus \cdots \oplus \mathcal{P}_l$. Since $\mathcal{P}_{l+1}$ and $\mathcal{P}_1 \oplus \mathcal{P}_2 \oplus \cdots \oplus \mathcal{P}_l$ are independent we have:

$$H(\mathcal{P}) = H(\mathcal{P}_1 \oplus \mathcal{P}_2 \oplus \cdots \oplus \mathcal{P}_{l+1})$$

$$= \alpha H(\mathcal{P}_1 \oplus \mathcal{P}_2 \oplus \cdots \oplus \mathcal{P}_l) + \alpha_{l+1} H(\mathcal{P}_{l+1}) + H(\alpha, \alpha_{l+1})$$

Moreover by the induction assumption we further imply that: $H(\mathcal{P}_1 \oplus \mathcal{P}_2 \oplus \cdots \oplus \mathcal{P}_l) = \sum_{i=1}^{k} \frac{\alpha_i}{\alpha} H(\mathcal{P}_i) + H(\frac{\alpha_1}{\alpha}, \frac{\alpha_2}{\alpha}, \cdots, \frac{\alpha_l}{\alpha})$. By replacing this value to Equation 7.51 we can obtain Equation 7.14 from which the theorem is proved.

**Theorem 14** shows that the entropy of the stochastic process $\mathcal{P}$ can be represented as the sum of two meaningful terms. The first term $H(\alpha_1, \alpha_2, \cdots, \alpha_k)$ actually corresponds to the average cost per element of the cluster identifier. Meanwhile the second term $\sum_{i=1}^{k} \alpha_i H(\mathcal{P}_i)$ corresponds to the average cost per element to encode the subsequences $S(C_i)$. By that important observation we now can prove Theorem 13:

**Proof of Theorem 13.** Given an independent decomposition $C = \{C_1, C_2, \cdots, C_k\}$, for any $n$ assume that $S$ is a sequence with length $n$. Under an asymptotic encoding, the description length of the data is:

$$L^C(S) = |E(n)| + |E^+(I(S))| + \sum_{i=1}^{k} Z^+(S(C_i))$$

$$\frac{L^C(S)}{|S|} = \frac{|E(n)|}{|S|} + \frac{|E^+(I(S))|}{|S|} + \frac{\sum_{i=1}^{k} Z^+(S(C_i))}{|S|}$$

$$\frac{L^C(S)}{|S|} = \frac{|E(n)|}{|S|} + \frac{|E^+(I(S))|}{|S|} + \sum_{i=1}^{k} \frac{|S(C_i)|}{|S|} \frac{Z^+(S(C_i))}{|S(C_i)|}$$
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\[ P_r \left( \lim_{|S| \to \infty} \frac{L^C(S)}{|S|} = H(\alpha_1, \alpha_2, \cdots, \alpha_k) + \sum_{i=1}^{k} \alpha_i H(\mathcal{P}_i) \right) = 1 \]

\[ P_r \left( \lim_{|S| \to \infty} \frac{L^C(S)}{|S|} = H(\mathcal{P}) \right) = 1 \]

The last equation is a direct result of Theorem 14. Since \( H(\mathcal{P}) \) is the lower-bound on the expectation of the average compression size per element of any data compression algorithm, the encoding using the independent decomposition is asymptotically optimal. \( \Box \)
Chapter 8

Conclusions

Recent applications in healthcare systems, social media, sensor and mobile networks produce different types of data streams. These streams are often monitored and analyzed in real-time. Solving pattern mining problems in real-time with additional constraints on memory limit, high-speed stream updates and the single-pass condition is very challenging. In this doctoral dissertation, we addressed these problems in the streaming context, the conclusions of each chapter are as follows:

- Chapter 2: We studied the problem of mining top-$k$ most frequent items with respect to the MaxFreq measure in the flexible sliding window model. We showed a lower-bound on the memory usage of any exact deterministic algorithm for computing the top-$k$ most frequent items in a stream. Although the lower-bound on the memory usage is prohibitive for applications with limited memory such as mobile devices or sensor networks, fortunately, memory-efficient approximation algorithms exist. We proposed an approximation algorithm using significantly less memory than the straightforward approach while preserving the high accuracy of the top-$k$ most frequent item results. The experiment conducted with real-life and synthetic datasets confirms the significance of the proposed algorithm.

- Chapter 3: We introduced and discussed the online top-$k$ most similar motifs discovery problem. A theoretical memory lower-bound for any exact algorithm was shown. This lower-bound is tight and easily achievable by simply storing the complete window and recomputing the top-$k$ most similar motif from scratch. We proposed an data stream summary approach that uses optimal memory and is capable of handling quick
updates for answering continuous top-$k$ most similar motif queries. Experiments with real-world datasets showed that the proposed approach dominated the straightforward solution and the state-of-the-art solution in terms of memory usage, update time and query response time.

- **Chapter 4:** We proposed two algorithms for mining top-$k$ largest tiles from a data stream in the sliding window model. The first candidate-based algorithm $cTile$ solves the problem exactly but the update time is slow when the window size increases. The second one is an efficient approximation algorithm with theoretical bounds on the error rate. Experiments with two real-life datasets showed that the approximation algorithm can find large tiles with high accuracy while being an order of magnitude faster than the candidate based algorithm and two to three order of magnitude faster than the other naive algorithms that use the large tile mining algorithm for databases to find large tiles in streams. We also showed a potential application of large tiles mining in data stream through a use-case in which top-$k$ largest tiles of the AOL query log stream are visualized by the *wordcloud* tool to create a stream of snapshots which shows the evolution of tiles overtime.

- **Chapter 5:** We have explored mining of sequential patterns that compress the data well utilizing the MDL principle. A key contribution is our encoding scheme targeted at sequence data. We have shown that mining the most compressing pattern set is NP-Hard and designed two algorithms to approach the problem. SeqKrimp is a candidate-based algorithm that turned out to be sensitive to parameter settings and inefficient due to the candidate generation phase. GoKrimp is an algorithm that directly looks for compressing patterns and was shown to be effective and efficient. The experiments showed that the most compressing patterns are less redundant and better than the frequent closed patterns as feature sets for different classifiers. The dependency test technique used in the GoKrimp algorithm was shown to be very useful to speed up the GoKrimp algorithm significantly. Both GoKrimp and SeqKrimp were shown to be effective in finding non-redundant and meaningful patterns. However, the GoKrimp algorithm is 1-2 orders of magnitude faster than the SeqKrimp algorithm and the SQS algorithm.

- **Chapter 6:** We studied the mining compressing patterns problem in a data stream. A
new encoding scheme for sequences was proposed. The new encoding is convenient for streaming applications because it allows us to encode the data in an online manner. We proposed an efficient solution that solves the problem effectively. In the experiments with three synthetic datasets with known ground-truths, the proposed algorithm was able to extract the most compressing patterns with high accuracy. Meanwhile, in the experiments with three real-world datasets it could find patterns that are similar to the-state-of-the-art algorithms extract from these datasets. More importantly, the proposed algorithm was able to scale linearly with the size of the stream while the-state-of-the-art algorithms were not.

- Chapter 7: Our theoretical analysis showed the correspondence between the problem of independent component decomposition and the problem of finding the optimal encoding of the stream given a decomposition. This theoretical result encouraged us to design a compression-based method called Dzip for the sequence independent decomposition problem. Beside being justified by a theoretical analysis, in experiments with both synthetic and real-life datasets, Dzip was shown to be more effective than the state of the art method based on statistical hypothesis testing.

Based on the results of the dissertation we can draw some general conclusions as follows:

1. “The results of chapters 2, 4 and 6 show that despite the fact that many pattern mining problems in data streams are theoretically intractable efficient practical approximation solutions do exist. These solutions work well for real-world datasets.”

2. “It has been shown that many data mining tasks including data clustering [17], classifications [37] can be solved effectively using data compression techniques. The result of this thesis work (chapter 5, 6 and chapter 7 on pattern mining using data compression) is an additional strong evidence to the results of previous work [17, 37, 75] showing that data mining is equivalent to data compression.”
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