Model Driven Design and Data Integration in Semantic Web Information Systems

Kees van der Sluijs
van der Sluijs, Kees

Model Driven Design and Data Integration in Semantic Web Information Systems / by Kees van der Sluijs.

A catalogue record is available from the Eindhoven University of Technology Library
NUR: 980
Keywords: Interoperability / Heterogeneous Databases / Information networks / Multimedia Information Systems / Hypertext/Hypermedia
C.R. Subject Classification (1998): D.2.12, H2.5, H3.4c, H5.1, H5.4

SIKS Dissertation Series No. 2012-12
The research reported in this dissertation has been carried out under the auspices of SIKS, the Dutch Research School for Information and Knowledge Systems.

Cover design: Ilse Weisfelt
Printed by University Press Facilities, Eindhoven, the Netherlands.

Copyright © 2012 by Kees van der Sluijs, Eindhoven, the Netherlands.

All rights reserved. No part of this thesis publication may be reproduced, stored in retrieval systems, or transmitted in any form by any means, mechanical, photocopying, recording, or otherwise, without written consent of the author.
Model Driven Design and Data Integration in Semantic Web Information Systems

PROEFSCHRIFT

ter verkrijging van de graad van doctor aan de Technische Universiteit Eindhoven, op gezag van de rector magnificus, prof.dr.ir. C.J. van Duijn, voor een commissie aangewezen door het College voor Promoties in het openbaar te verdedigen op dinsdag 15 mei 2012 om 16.00 uur

door

Kornelis Antonius Martinus van der Sluijs

geboren te Maasdriel
Dit proefschrift is goedgekeurd door de promotoren:

prof.dr.ir. G.J.P.M. Houben
en
prof.dr. P.M.E. De Bra
Contents

Preface ix

1 Introduction 1
  1.1 Motivation .................................................. 1
  1.2 Problems and Research Goals ............................. 2
  1.3 Outline of the Dissertation ................................ 3

2 Related Work 5
  2.1 Web Development ............................................ 5
  2.2 Semantic Web ................................................. 7
    2.2.1 Languages of the Semantic Web ..................... 9
    2.2.2 XML ..................................................... 9
    2.2.3 RDF(S) ............................................... 10
    2.2.4 OWL .................................................. 13
    2.2.5 SPARQL ............................................... 15
    2.2.6 Rules .................................................. 15
    2.2.7 Linked Open Data .................................... 16
    2.2.8 Tagging ............................................... 18
  2.3 Web Information Systems .................................. 19
    2.3.1 WebML .................................................. 20
    2.3.2 OOHDM ............................................... 21
    2.3.3 UWE .................................................. 22
    2.3.4 OOWS ................................................ 23
    2.3.5 Related Fields ....................................... 24
  2.4 Summary .................................................... 24

3 Hera-S 25
  3.1 Introduction ................................................ 25
  3.2 Method ....................................................... 27
  3.3 Data Modeling ............................................... 29
  3.4 Application Model ......................................... 32
    3.4.1 Units, Attributes and Relationships ............... 32
    3.4.2 Adaptation Examples ................................ 36
    3.4.3 Other constructs .................................... 37
  3.5 Presentation Model ........................................ 40
  3.6 Implementation ............................................ 42
  3.7 Summary .................................................... 44
4 Extending Hera-S
4.1 Introduction ........................................ 45
4.2 Data Integration in Hera-S ........................ 45
4.3 Model Builders ...................................... 47
4.4 Modeling Aspects in Hera-S ...................... 50
  4.4.1 Introduction .................................. 50
  4.4.2 Related work .................................. 51
  4.4.3 Aspect-Oriented Adaptation Engineering ..... 52
  4.4.4 Implementation ................................. 59
4.5 Presentation Generation ......................... 59
  4.5.1 Aspect-Orientation in AMACONT ............... 62
  4.5.2 Semantics-Based Adaptation .................. 64
4.6 Summary ........................................... 67

5 Data Integration Using SW-based Techniques ...... 69
5.1 Introduction ........................................ 69
5.2 Data Coupling ...................................... 70
5.3 Vocabularies ........................................ 73
5.4 Data Transformation ................................ 76
  5.4.1 Data exchange ................................ 76
  5.4.2 Transformation scenario ....................... 77
  5.4.3 Transformation using SWRL .................... 77
  5.4.4 Transformation using customized SPARQL queries 79
5.5 Automating Relation Discovery ................... 82
  5.5.1 String Matching Techniques ................... 83
  5.5.2 Utilizing Helper Ontologies .................... 85
  5.5.3 Using Context for Disambiguation ............. 86
  5.5.4 Using User Feedback .......................... 87
  5.5.5 Implementation and Performance .............. 89
5.6 Summary ........................................... 91

6 Applications of Data Integration .................... 93
6.1 χ Explorer .......................................... 93
  6.1.1 Semantic Integration .......................... 94
  6.1.2 Navigation and Visualization .................. 96
  6.1.3 User-generated Metadata ....................... 100
  6.1.4 Evaluation ................................... 102
  6.1.5 Related Work ................................ 107
6.2 The SenSee TV-Recommender ...................... 107
  6.2.1 SenSee Architecture .......................... 108
  6.2.2 Semantic Integration .......................... 110
  6.2.3 Inference, Query Expansion and Recommendation 113
  6.2.4 Related Work ................................ 115
6.3 The ViTa Educational Videos ..................... 116
  6.3.1 Semantic Integration of User Tags .......... 116
  6.3.2 Evaluation .................................. 118
6.4 Summary .......................................... 119
## 7 Exchanging User Models

### 7.1 Introduction
- User Model Context: 122
- Semantic Heterogeneity: 123

### 7.2 MobiLife
- General architecture: 126
- User Model Context: 128
- Applications: 131

### 7.3 Grapple
- GALE: 134
- Overall Architecture: 137
- GUMF: 139

### 7.4 GAL
- Extending GAL: 142
- Types of Adaptation: 143
- Formal Specification: 147

### 7.5 Summary: 153

## 8 Conclusions and Future Work

### 8.1 Conclusions: 155

### 8.2 Contributions: 160

### 8.3 Future Work
- Hera: 162
- Relco: 162
- Cultural Heritage: 163
- SenSee: 163
- GRAPPLE: 164

Bibliography: 165

List of Publications: 177

Abbreviations: 181

Summary: 183

Samenvatting: 185

Curriculum Vitae: 187
Acknowledgements

My life as a PhD-student started in 2004. I was motivated by my Master’s graduation project which had been a great experience and a wonderful time. Together with my fascination for science this lead me to ask my supervisor professor Geert-Jan Houben if becoming a PhD-student would be a possibility. Geert-Jan offered me this opportunity for which I am still grateful. It was not a disappointing experience, I generally liked most of the tasks that come with the job and I was especially happy with the amount of variation it offered; projects, papers, teaching, conferences. The experience has been very educational and it helped shaping my way of thinking.

During my fourth year as a PhD-student professor Paul De Bra offered me a three year job as the overall project manager of the European GRAPPLE project, based on a recommendation from Geert-Jan. Obviously, I seized this great opportunity and accepted. The job offered a lot of variation, which was again very different from my work as a PhD-student and brought many new experiences and insights. The project ended successfully and left me with a mostly positive feeling.

Unluckily, I didn’t finish my PhD-thesis during the project. I clearly preferred working on the project with its many deadlines and the excitement this new research gave me. This did not compare to the relative boredom of working at the seemingly endless task of compiling all my published work into one book. Without any hard deadlines it was easier to postpone and store away the urgency of completing it somewhere in the back of my head.

At the end of the GRAPPLE-project I was confronted with a number of radical changes in my life, which brought me to rethink my future in many aspects including my work. I decided to leave academia and try something else. This didn’t mean I wanted to abandon my PhD-thesis, but working on it proved more challenging than I thought. Part of this was caused by the energy cost of turning my life around, but it was also caused by a lack of positive motivation. The PhD-thesis is famous for being the one type of book for which the effort to write it is more than the combined effort of all its readers that will ever read it. And of course the fact that my work was ageing didn’t help either. My main motivation was a negative one, I cannot stand quitting something that I started and intended to finish. However, postponing work is also not quitting and it seemed to work well for some time. This vicious circle was finally broken when, with help of some peer pressure, I realized this was going nowhere. I finally understood that the only way to finish this work was by cutting off all distractions and completely focus myself on this thesis. And that is what I did. This book is the end result. I feel proud, and relieved, for not quitting but finally finishing what I should have done long ago. I learned my lesson that postponing work I don’t like is useless. If you want something done, do it now!

This preface cannot be concluded without thanking the many people that have helped in making this work possible. Special thanks goes out to Geert-Jan and Paul - I cannot thank you enough for making the entire process possible and the fact that you have never let me down. I also have to thank everyone I have worked with, all my co-authors, and especially Pieter Bellekens, my room mate with whom I shared most of my lunches for years and with whom I share a love for scientific and political news and humor. I also
would like to thank all the students I have tutored during their master thesis - it was an enjoyable experience and your work has been invaluable to me. Furthermore, I want to thank our secretary Riet and her always warm personal interest. I want to wish her all the best with her own hardships. Of course, I cannot leave out Ine, our other secretary, who just always enthusiastically does what needs to be done. Finally, I want to thank my entire PhD committee for their time and effort in reading, providing feedback, and being my opponents at my defense.

Personally, I want to thank all of my family and friends who have always supported me. I will not name you all, but you all know who you are. I couldn’t have done this without you. I do need to especially thank Christiaan Tempelman, with whom I’ve had many interesting discussions and laughs for many years in the train and of course the fun I’ve had with him during years of fitness, running, festivals and when just having a drink - or two. I hope you’ll finish your PhD thesis on heterogenous catalysis quicker than I did mine.
Chapter 1

Introduction

Nowadays the World Wide Web has become an integral part of our lives. The Web satisfies almost every information need one can think of and is available on an ever growing amount of devices. As a technology, the Web has been strongly evolving ever since its inception. Where previously the Web was about interconnected documents, this has now changed into an interactive Web in which users don’t only consume but also actively produce content. The Web is now a vast network of interactive Web applications that allows interaction and exchange of data.

This thesis is based on technology that is envisioned as the next step in the evolution of the Web: the Semantic Web [Berners-Lee et al., 2001]. Its vision is that the Web is no longer a Web of data, or a solely a Web of applications. It is a Web of interlinked knowledge. It is envisioned that the Semantic Web enables exchange and coupling of heterogeneous data on a Web scale. This opens up many new possibilities for Web applications, as it allows using local application specific data and combine and enrich it with external data.

The Semantic Web was envisioned as a part of the answer for data interoperability, i.e. most applications cannot exchange data because they model and use their own internal data structures with their own syntax, structure and meaning. However, Semantic Web languages have also deliberately been kept simple and generic. They are minimally prescribing in how to model your data and it allows authors of semantic web models and data semantically a large degree of freedom. This freedom was seen as a major condition for the Semantic Web to be successful by its designers. It was recognized that there is no universal schema or ontology that the entire world can agree on. Many applications do exist in the world that have a set of requirements for its underlying datamodel that is incompatible with that of others. Therefore instead of enforcing one particularly view on the world, the basic viewpoint in the Semantic Web world is to only provide a generic flexible datamodel and a way to express semantic and leave the actual model and vocabulary up to the developers. This datamodel, basically a directed graph, does provide a standardized solution for syntactic interoperability using one particular model.

In the rest of this introduction the motivation and research goals for this thesis will be discussed. Note that it will refer to concepts which will only be explained in details in Chapter 2.

1.1 Motivation

This thesis has two focal points. The first focal point is extending an existing data driven Model-Driven Web Engineering (MDWE) approach called Hera. This approach is based on the common design pattern that given a data source one wants to create a Web applications
around it. However, instead of looking at the traditional approach in Hera, i.e. creating rather static monolithic Web applications around a datasource with a static schema, we rather looked at the problem of creating a framework for dynamic Web applications that integrates evolving datasources that might have changing schemas. The old versions of Hera were not able to do adapt to those requirements. Therefore, we aimed for a complete redesign of Hera that would fit those requirements. The resulting framework is called Hera-S, where the ‘S’ stands for Semantic. It aims to improve flexibility in terms of reuse of data and functionality. This can be achieved by exploiting Semantic Web languages like RDF(S) or OWL.

The second focal point is data integration. Hera-S should not only provide reuse of singular monolithic datasources, but also the flexibility to integrate several data sources. The power to couple and mix data sources offers many opportunity of new and interesting applications. However, achieving data integration still leave semantic interoperability issues that need to be dealt with, i.e./ many sources are modeled differently and apply (often implicit) semantics to data values. We recognized that dealing semantic interoperability is a task that is applicable in a much broader sense than Hera-S alone. Therefore, next to investigating this issue in the Hera-S sense we also take a broader perspective and investigate how our solutions might be applicable in a wider range of Web applications. Therefore in a large second part of this thesis we will aim at developing a toolset for dealing with semantic interoperability and see if we can apply this toolset in a broad range of Web applications. If we are able to do this, we should also be able to show how interoperability improves on the possibilities of these Web applications.

1.2 Problems and Research Goals

In this dissertation we present a completely reworked MDWE method especially tailored towards Semantic Web techniques and interoperability of data, while maintaining its strengths in personalization, adaptation and simplicity. Moreover, we also present an approach for coupling semantic heterogeneous Resource Description Framework (RDF) data sources and shows how this and other Semantic Web techniques can be applied to improve existing Web Information Systems (WIS) by enabling simpler reuse of external information and provide richer data retrieval by combining information sources.

For this purpose several questions have to be answered.

**Question 1:** How do MDWE-architectures have to be adapted to enable flexible and dynamic Semantic Web data integration?

We will first look at the literature on MDWE and identify their main features. We then look specifically at Hera-S as a MDWE and present a complete redesign of Hera-S, including a formal basis of the central part of Hera-S: the application model (see Chapter 3). The redesign is flexible in multiple ways. Data models can plugged in or changed during runtime while the same holds for the application model. Also, its design is modular, i.e. the data integration component is separate from the application component and the application component is separate from the presentation component. This allows exchanging any of these components for other specialized components and frameworks.

**Question 2:** How can MDWE benefit from data integration techniques?

Given the redesigned Hera-S we look how we can make data integration work, both on the data input side as on the user model side where data integration allows us to learn about the
user from external applications. Furthermore we look at applications of Hera-S’ flexibility. For example, we see how we can apply aspect-orientation techniques to make designing and implementing additional cross-cutting features into existing Hera-S applications simpler. We also look if we can indeed put an specialized presentation generation component in front of the Hera-S application model component.

**Question 3: How to Integrate semantic heterogenous RDF data?**
We want to able to create Web applications in Hera-S over integrated set of RDF data-sources. As data integration is a broader issue than in Hera-S alone we look at the generic issue at hand: how to integrate semantic heterogenous RDF data. Our central goal is in creating a generic toolset which provides several matching and mapping techniques for designers who want to integrate two specific data sources. We look both at pure syntactic techniques and semantic techniques using external datasources. Another potential source for this task is utilizing human computation. The resulting toolset is aimed to be useful for integration of structured semantic datasources and structureless elements like tags with structured semantic datasources.

**Question 4: How can we apply data integration in Web applications in various domains?**
Given the toolset that is the projected result of question 3, we see if and how we can utilize this toolset to achieve data integration in Semantic Web applications in different domains. We explore the particular needs and requirements for the applications in the various domains and see how our toolset can be used in solving their specific data integration needs.

**Question 5: How can domain specific Web applications benefit from data integration?**
Given that we achieve data integration in the various Web applications, we investigate how these applications can exploit that integrated data and achieve additional unique features. We look at various needs that exist for these Web applications and look for specific solutions. For these solutions we always try to keep in mind that many problems are shared across domains and where possible we try to find generally applicable solutions.

### 1.3 Outline of the Dissertation

First, in chapter 2 we discuss the background technologies that are relevant for this thesis and related work. Next to the evolution of the Web and developments like tagging, we discuss in more detail the Semantic Web, some languages associated with it and the evolution of linked data. We also describe the need for WIS and MDWE methods and describe some of the related methods next to Hera. In chapter 3 we present a complete redesign of the Hera framework, called Hera-S. Next to its architectural design we provide a formal definition of the application model and discuss some of the implementation details of the Hera-S engine which is called Hydragen. Then in chapter 4, as part of answering Question 2, we take a look at how a data integration engine can be put in front of Hera-S. In that chapter we also look at the flexibility of the Hera-S method as we explore an extension of Hera-S which allows the implementation of application cross-cutting features using aspect-orientation. Next to that we also look at using the external presentation engine AMACONT as the presentation engine together with Hydragen. The actual data
integration toolset called Relco is proposed in chapter 5 as an answer for question 3. Part of Relco is a mapping language to describe and execute data transformation of data instances between schemas. This mapping language is an extension of the SPARQL query language. Next to this mapping language Relco contains a set of matching techniques that can work together to help a designer find probable mapping candidates. Relco syntactically uses string matching technologies, semantically it allows exploiting external knowledge sources like word, and finally it enhances ordering the best matches by using context disambiguation and user feedback. Finally, in chapter 6 and 7 we look at a number of real world applications that were built using the Relco toolbox. There we answer question 4 by showing how data integration was achieved for those particular scenarios using Relco. In that same chapter we answer question 5 by exploring several advances that can be made using data integration in these applications as well as looking at particular issues we encountered and solved for those particular instances where we tried to learn generalized lessons for these issues where possible.
Chapter 2
Related Work

In this chapter we discuss the technologies that form the background for this thesis. First we discuss the development of the Web from its early stages into the current Web 2.0 and then the next step in its evolution, namely the Semantic Web. Following the Semantic Web Stack we review the main technologies and languages involved in the Semantic Web, like XML, RDF(S), OWL, SPARQL. We also look at developments like Linked Data and Tagging. Besides the Semantic Web we look at evolution of Web Information Systems and the development of Model Driven Web Engineering for structured Web application development. We look at some of the most important methods that have been created to date, namely WebML, OOHDM, UWE and OOWS.

2.1 Web Development

Since its original inception in 1991 [Berners-Lee et al., 1994], the World Wide Web has come a long way in its evolution. It first grew into a web of handcrafted text documents that were connected via links. When the Web became more popular and some organizations recognized its potential the first Web applications started to appear that generated the content of the Web pages from data that was stored in databases [Berners-Lee and Fischetti, 1999].

It took several years of maturing in which search technology radically improved and broadband internet connections were introduced, when the Web made a large step in its evolution. Web applications slowly turned from a consumption-only relation with its users into a producer-consumer relationship. Via the technological introduction of forums, blogs (e.g. Wordpress, Twitter) and wikis (e.g. Wikipedia), content sharing websites like Youtube and Flickr to explicitly social Web applications (e.g. MySpace, Facebook, LinkedIn) and the parallel development and views on openness in software development, the Web evolved into Web 2.0 [Millard and Ross, 2006]. Web 2.0 stands for interactive Web applications. So Web pages are no longer static entities that have to be loaded one by one. Instead browsers are now used as a cross-browser platform in which interactions will lead to instant changes within a page. Also a first notion of mashups and reuse of data has been introduced: RSS feeds allow making personalized news portals, Youtube movies and Flickr photos can be easily embedded in other Web application and the functionality of for example Google and Yahoo maps can be easily reused and integrated in your own application logic.

Web 2.0 is a great success and access to the Web is considered to be a fundamental need for everyone. Of course, Web technologies are also under continuous development. One
important development is the growing number of devices that are capable of using the Web. Mobile Internet-capable devices for example seem to have reached the maturity required for commercial success. This is due to two key ingredients: increased bandwidth, closing up the gap with common broadband Internet speeds, and widespread availability, mainly achieved by rapid deployment and price-drop of new and superior standards by mobile telecom operators (e.g. UMTS). Not coincidentally, advances in the capabilities of handheld and portable devices (e.g. mobile and smart phones, PDA’s, portable game-consoles) have been equally large. More economical power-usage, increased graphical capabilities and heightened processing power have turned these devices into full-fledged Web clients. A similar development can be seen in the living room. An increasing number of people have a Web-capable game console. Also the television is nowadays hooked up to the Web, either via a set-top box, an HD media player or directly via its increasing network capabilities. The different capabilities of these devices force Web developers to rethink their Web application architecture.

A parallel software evolution in the World Wide Web has been the emergence of the Semantic Web [Berners-Lee et al., 2001]. The regular Web contains linked documents, which themselves are not machine-interpretable. This has a number of limitations. As most Web documents are generated from data in private databases and the data is not in a machine-processable form it is hard to find specific information. This can be partially solved by search engines that index the text documents and create indexes based on keyword occurrences. However, especially metadata, i.e. data about data, is missing. Consider for example the information need of a student for planning the cheapest acceptable trip for a scientific conference. The current manual way to do this is typically something like:

- Finding the location of the conference on the conference website.
- Finding cheap hotels in the conference’s neighborhood.
- Looking for trusted reviews of that hotel on several hotel reviewing Websites for checking hotel’s acceptability.
- Finding the airports closest to that conference site.
- Visit several airline companies that have an acceptable service for evaluating the cost and quality of all connection options from local airports to one of the closest target airports.
- Calculate costs for several (public) transportation options from and to the airports and the hotel.

This can be a very long and laborious process that is hardly automatable without semantic technology that enables the exchange of knowledge and logic. Automated answering of such a question includes coupling datasets from heterogenous Web applications that usually have very incompatible data formats. It also includes taking the user into account as the question ‘what is acceptable’ is a very personal one.

Another limitation is the lack of metadata. Instead of offering only the pure data in the form of Web pages and multimedia documents, also consider the need for data like ‘who is the author of this data’, ‘when was this data created’, ‘what do others think of this data’, ‘what is the technical quality of this data?’, etc. The regular Web does not contain the mechanisms for expressing this metadata.
2.2 Semantic Web

The Semantic Web does offer the mechanisms to solve these issues and therefore is a next step in the evolution of the Web.

The Web, as it is, is human-readable. It is machine-processable in the sense that machines can render pages, follow links and index pages based on word occurrence. However, it is not machine-interpretable in the sense that the text itself can be truly understood by machines. Semantic relationships of pages with others are not obvious for the machine. Furthermore, the context of documents is not clear either. This issue can be tackled by using the Semantic Web, because the Semantic Web is “an extension of the current web in which information is given well-defined meaning, better enabling computers and people to work in cooperation.” [Berners-Lee et al., 2001].

Figure 2.1 is a regularly used example that illustrates this issue. Suppose this is a web page about a disease in the Chinese language. For non-Chinese speakers the symbols themselves are meaningless, just like the text on every page will be meaningless to a computer. We can observe the markup but not the semantic interpretation. We could use semantic marking, for instance to indicate that the top element of the page is the name of the disease, and subsequent markings indicate the symptoms and the treatment of the disease. Further semantics relationships can indicate that administration of a drug is a disease treatment and that treatment alleviates symptoms. This would already give some semantic interpretation capabilities even though we still do not interpret the symbols themselves. For example, it allows for instance categorization of treatments, i.e. if other pages contain different forms of treatment.

![Figure 2.1: Meta-data illustration](http://www.slideshare.net/Frank.van.Harmelen/rdf-briefing)

Note that current semantic web standards do not allow to express the true meaning of words as illustrated by 2.1. It for instance does not offer a standardized way to discuss diseases, symptoms or drugs, etc. However it does allow to express and structure information we do agree on. The standardized semantic web languages focus on expressing relationships like the ‘IS-A’ and class and subclass structuring of data. This can be used as a semantic basis that allows basic semantic reasoning using the meaning of these relationships. The semantic web languages can be used for defining vocabularies, e.g.
medicinal vocabularies that do express concepts like disease, symptom and treatment. It allows to express the concepts and the semantic relationship between these concepts but without expressing their explicit meaning.

For another illustration of the metadata issue, consider Figure 2.2. This is an image of a famous painting by Escher. However, this image cannot be automatically processed and interpreted. And even if it could, this would not reveal who the painter is of this work, what its title is, what the technical specifics are, how it relates to other works or what other people think about this picture. Next to the Escher painting you can see an example of metadata that one could want to record about this image.

The usefulness of metadata becomes obvious as one sees how one can construct richer queries in the semantic web. In the regular Web one can use a keyword based search that works by matching the search string with term occurrences in textual Web pages. Structured metadata makes more complex queries possible. It allows answering queries like “which optical illusions in the late career of Escher get an average user rating of at least 8?”. It allows for an enhanced browsing experience. One could for instance browse for “similar works” using external knowledge sources, which could be works with the same subjects, of the same artist, from the same time period or which are equally popular. Or for “more information about this artist” based on the author’s full name. This is made possible without manual inclusion of links to other similar works, but by (semi-)automatically combining pieces of knowledge that are connected via links. For example, if two images of paintings have metadata that attribute the work to Escher and refer to an art thesaurus which describes Escher, these images are semantically linked.

The Semantic Web provides the technological foundation for structuring metadata and should eventually allow expressive query power on a Web scale as outlined in the previous paragraphs. This process is far from trivial [Shadbolt et al., 2006]. Making this technology a success on a Web scale means an ongoing effort in the standardization of the languages, adoption of the languages and ongoing process in supporting technologies. However, that this technology works is shown via running example applications as shown in Section 6.
2.2 Semantic Web

2.2.1 Languages of the Semantic Web

The set of Semantic Web languages is organized in a hierarchical stack structure as shown in Figure 2.3 [Berners-Lee, 2003; Horrocks et al., 2005]. The technology of every layer of the stack builds upon the layer(s) below it.

![Figure 2.3: The Semantic Web Stack](image)

The bottom layer contains the technology for writing text and resource identification. Unicode\(^1\) is a standard for consistent text representation. Unicode has a clear multilingual focus, e.g. its character encoding allows the representation of over 100,000 characters.

A Uniform Resource Identifier (URI) uniquely identifies abstract or physical resources on the Web. The Uniform Resource Locator (URL) is a subset of the set of URIs, where a URL is a resource indication that also includes location details of how this resource can be looked up on the Web.

2.2.2 XML

The next layer in the Stack is syntactical. The most used format is Extensible Markup Language (XML)\(^2\), however alternatives do exist and will be used in this thesis.

XML is a simple text-based data storage format. XML documents consist of a number of entities, which consist of nested element tags, which in turn can have attributes. The structure of an XML document can be formally defined using a DTD or an XML Schema\(^3\). URIs are used for the identification of documents and entities: each document and each entity has a unique URI which is normally built up with a namespace part (itself a URI) and a local name. Entities that have the same namespace URI are said to be in the same namespace.

XML is the most widely used serialization language in the Semantic Web. However, it is not the only syntax used for serialization. XML is a generic syntax that can be used for

---

\(^1\)cf. [http://www.unicode.org/](http://www.unicode.org/)

\(^2\)http://www.w3.org/XML/

\(^3\)cf. [http://www.w3.org/TR/xmlschema-0/](http://www.w3.org/TR/xmlschema-0/)
encoding arbitrary datastructures, but especially the RDF/XML syntax is criticized for being verbose and hard to read by humans. Therefore a number of additional serialization syntaxes have been introduced that are especially tailored to RDF. The most often used XML alternative is N3\(^4\), which as a number of derivatives, namely Turtle\(^5\) (more on turtle in Section 2.2.3), Ntriples\(^6\), and Trig\(^7\). However note that these syntaxes are specifically used as a RDF serialization, while this does not apply to XML.

### 2.2.3 RDF(S)

Originally designed as a metadata representation language, RDF grew into the data interchange format that it is today in the Semantic Web Stack. RDF is a modeling approach for defining data using triples which have a subject, predicate and object. A collection of RDF statements represents a labeled directed graph that (possibly) has multiple edges and loops (i.e. a multigraph).

The main entity in RDF is called a resource. Resources can be anything, from Web pages and other online documents to physical entities and even abstract concepts. Therefore, RDF uses the URI mechanism to uniquely identify these resources, and the RDF language consists of statements that are made about the resources. Each statement consists of:

1. A subject: the resource about which the statement is made.
2. A predicate: an attribute or characteristic of the subject. In RDF, predicates are special forms of resources and thus also have URIs.
3. An object: the value of the predicate. An object can either be a resource or a literal value like a string or integer. RDF uses XML Schema data types to denote the type of these literal values.

Figure 2.4 is an example RDF graph describing my homepage. In RDF/Turtle syntax this is written as:

![Figure 2.4: RDF Graph example](image)

---

\(^4\)cf. [http://www.w3.org/DesignIssues/Notation3](http://www.w3.org/DesignIssues/Notation3)

\(^5\)cf. [http://www.w3.org/TeamSubmission/turtle/](http://www.w3.org/TeamSubmission/turtle/)

\(^6\)cf. [http://www.w3.org/TR/rdf-testcases/#ntriples](http://www.w3.org/TR/rdf-testcases/#ntriples)

\(^7\)cf. [http://www4.wiwiss.fu-berlin.de/bizer/TriG/](http://www4.wiwiss.fu-berlin.de/bizer/TriG/)
In addition to these basic constructs, RDF also supports more advanced constructs:

- **Blank nodes** Blank nodes are anonymous subjects or objects. Blank nodes can be either used for resources without URI identifier or for intermediate values, e.g. used for multi-values.

- **Typed literals** Literal values can have a datatype. RDF relies on the rich XML datatype [Biron et al., 2004] mechanism for this.

- **Containers and Collections** RDF allows grouping resources using several constructs.

- **Reification** With reification it is possible to describe properties of RDF triples.

While XML can have locally defined attributes, every RDF triple is a globally defined statement. But note that even though RDF uses URIs for global identification, this doesn’t mean that every URI is HTTP accessible and can be looked up for more information. For example, the URIs in Figure 2.4 from the example.com domain are not HTTP accessible (the example.com domain is actually reserved for documentation).

For more specific information about RDF refer to [Manola and Miller, 2004].

Resource Description Framework Schema (RDFS) is a semantic extension of RDF that provides a structure for grouping and relating resources and their properties. RDFS provides a class hierarchy structure. Classes are resources themselves and classes can be defined as subclasses of other classes. Resources can also be defined as members (named instances) of a class. Semantically the class hierarchy defines the class extension of a class as the set of the instances of that class, where all instances of a class are recursively also instances of its superclass.

RDFS also defines a property hierarchy structure. The property hierarchy is a similar structure as the class-hierarchy, except for that property instances are typically used as predicates in triples. Furthermore, properties have the basic RDFS facilities rdfs:domain and rdfs:range for defining their domain and range. Domains are used to state that any resource that has a given property is an instance of one or more classes. Ranges are used to state that the values of a property are instances of one or more classes.

For both hierarchies the rdf:type is used to state that a resource is an instance of either a class or a property.

Other often used utility properties defined by RDFS are rdfs:label for defining human readable names for resources, rdfs:comment for human readable descriptions of resources and rdf:value that has no formal semantics, but is typically used to describe the main value (if there is one) of a structured value.

Figure 2.5 is an example of a graph containing RDFS. It builds upon Figure 2.4, but now with RDFS structure. It is stated ‘me’ is an instance of the class ‘man’, which on its
turn is a subclass of ‘person’, as is ‘woman’. It also shows that ‘email’ is a subproperty of ‘contact’. Moreover, ‘email’ is a property that has ‘person’ as its domain class and ‘email address’ as its range class.

Applying the class extension to Person leads to concluding that I am also a ‘Person’. This can also be concluded based on the fact that the ‘Email’ property is used with ‘me’ as a subject, because ‘Email’ has domain ‘Person’. That ‘mailto:k.a.m.sluijs@tue.nl’ is an instance of ‘EmailAddress’ could also have been concluded based on the range of the ‘Email’ property.

Note that the Semantic Web languages are descriptive and not prescriptive. We could for example state that the university TU/e has the ‘Email’ address ‘mailto:info@tue.nl’, even if the subject of the property as used in this way does not have the domain ‘Person’. This does not make the Resource Description Framework (Schema) (RDF(S)) description of the property ‘Email’ wrong, nor its usage in this case. Instead applying reasoning this will infer that TU/e is a ‘Person’. If this is not desired we should not have described the property ‘Email’ to have ‘Person’ as a domain class.

Also note that the RDFS schema definition and its RDF instances are typically mixed. This is not usual in many data models, but for RDF it is.

For more information on RDFS refer to [Brickley and Guha, 2004].

Turtle

Terse RDF Triple Language (Turtle)[Beckett and Berners-Lee, 2011] is an RDF syntax format designed to be compact, easy to use, and easy to understand by humans. Although not an official standard, it is widely accepted and implemented in RDF toolkits.

In Turtle, each part of the triple is written down as a full URI or as a qualified name (using namespace prefixes). In our examples, we will mostly use the latter form, for brevity. For example,
my:car rdf:type cars:Opel .

denotes the RDF statement “my car is of type Opel”. ‘my:’ and ‘cars:’ in this example are namespace prefixes that denote the vocabulary/ontology from which the term originates. Turtle also introduces the predicate ‘a’ as a shortcut for the ‘rdf:type’ relation.

my:car a cars:Opel .

denotes the same RDF statement as the first example. In order to list several properties of one particular subject, we can use the semi-column to denote branching.

my:car a cars:Opel ;
    my:color "White" .

denotes two statements about the car: that it is of type ‘Opel’, and that its color is white (denoted by a string literal value in this example). When the value of a property is itself an object with several properties, we can denote this by using square brackets (‘[’ and ‘]’). In RDF terms, such brackets denote a blank node (which can be thought of as an existential qualifier). For example:

my:car a cars:Opel ;
    my:hasSeat [ a my:ComfortableSeat ;
        my:material "Cloth"
    ] .

This denotes that the car has a seat which is “something” (a blank node) which has as its type ‘my:ComfortableSeat’ and has cloth as the material.

Next to graphical figures we will mostly use Turtle as the RDF syntax in this thesis, because of its readability.

2.2.4 OWL

Web Ontology Language (OWL) is an RDF vocabulary that extends RDFS. It extends RDFS by defining semantically well-defined relations that can be used for knowledge representation. Using OWL one can define “ontologies”. An ontology is defined as “an explicit specification of a conceptualization” [Gruber, 1993]. This basically means that an ontology is a formal way of describing (some aspects of) the real world.

The OWL constructs are based on the formal foundation of description logics [Baader et al., 2003]. The attractive property of description logic is that it ensures computable decidability (i.e. all reasoning steps on DL data finish within finite time). There are three distinct (so-called) species of OWL, namely OWL Lite, OWL DL and OWL Full. The three species of OWL balance expressive power against the time complexity of reasoning: OWL Full has more expressive power than OWL DL, which has in turn more expressive power than OWL Lite, but reasoning over OWL Lite is considerably less time complex than reasoning over OWL DL or OWL Full. Note that the different species of OWL are proper subsets of each other in the sense that every OWL Lite ontology is a valid OWL DL ontology, which is in turn a valid OWL Full ontology.
• **OWL Lite** encompasses RDFS and contains the main (simple version) constructs of OWL. The main OWL Lite language constructs are (in)equality (e.g. equivalentClass, sameAs, differentFrom), property characteristics (e.g. inverseOf, TransitiveProperty), property restrictions (e.g. allValuesFrom, (0 or 1) cardinality) and versioning (e.g. versionInfo, DeprecatedClass).

• **OWL DL** is the subset of OWL that corresponds to description logic. Besides the OWL Lite constructs, OWL DL also contains class axioms (e.g. disjointWith, equivalentClass), boolean class expressions (e.g. unionOf, complementOf) and arbitrary cardinality. OWL DL restricts the use of its language constructs by requiring type separation (properties cannot also be classes or individuals and classes cannot also be individuals or properties). These restrictions are needed to ensure computable decidability of the language.

• **OWL Full** has equivalent language constructs as OWL DL and only differs from OWL DL by not having the type separation requirement. Removing this restriction means that reasoning over OWL Full data might not be a decidable and therefore not computable. However, it does simplify the use of OWL DL constructs for authors.

As an example, consider the following OWL/Turtle fragment that describes the class of ‘Adult’. In the example ‘Adult’ is defined as the intersection of the Person class with the set of resources that an age in the range of 18-65 years.

```
:Adult a owl:Class ;
  owl:equivalentClass [ rdf:type owl:Class ;
    owl:intersectionOf ( :Person
      [ a owl:Restriction ;
        owl:onProperty :hasAge ;
        owl:someValuesFrom [ a rdfs:Datatype ;
          owl:onDatatype xsd:integer ;
          owl:withRestrictions ( [ xsd:maxExclusive "65"^^xsd:integer ]
                                 [ xsd:minExclusive "18"^^xsd:integer] )
        ]
      ]
    )
  ] .
```

Note that different definitions of ‘Adult’ are possible and that the definition is descriptive. This means that a person without an hasAge attribute may still be labeled as an ‘Adult’ without problem. Even if the person does have an hasAge attribute with value 70 the qualification ‘Adult’ is fine unless there is a functional restriction on the hasAge attribute (i.e. defining that a person has exactly one age). In that case a reasoner will find a logical error.

For more information on OWL refer to [Bechhofer et al., 2004]. Also note that OWL is superseded by OWL 2, which extends OWL with additional features like keys, property chains, richer datatypes, dataa ranges, etc, and it provides additional profiles. For more information on OWL 2 refer to [Hitzler et al., 2009].
2.2.5 SPARQL

The Web nature of RDF implies that its data is inherently of a distributed nature. A query language in which data of different sources can be unambiguously queried is therefore essential. SPARQL Protocol and RDF Query Language (SPARQL) is the W3C query language recommendation for this purpose.

The SPARQL syntax is partly inspired by SQL by using a SELECT, FROM, WHERE syntax, extended with a FILTER operator.

Consider the following example SPARQL query:

```
PREFIX ex: <http://example.com/>
SELECT ?name, ?email
WHERE
{ ?x ex:FullName ?name .
  ?x ex:Email ?email .
  FILTER regex(?name, "kees", "i")
}
```

This query returns a set of (name, email) pairs where the name contains the string “kees”. The graph patterns are given with a Turtle syntax. The filter expression allows regular expressions, indicated with the keyword ‘regex’. The regular expression “kees” will for instance match with “Kees van der Sluijs”. The ‘i’ parameter indicates that the regular expression matches are made case-insensitive.

The resultset of a SPARQL query contains every possible solution for the query pattern in the RDF dataset. For SELECT queries the result set is a solution sequence that contains bindings for all variables in the SELECT clause. This result is itself not RDF, but in a dedicated XML format [Beckett and Broekstra, 2008] . An alternative is using CONSTRUCT queries instead of SELECT queries. The CONSTRUCT clause contains an RDF template with variables. The resultset of a CONSTRUCT query is an RDF graph that is the union of the instantiation of the template for all query solutions.

The SPARQL query language contains numerous additional operators, modifiers and query forms. For this and more information about SPARQL refer to [Prud’hommeaux and Seaborne, 2008].

2.2.6 Rules

The current status of the rules-layer in Figure 2.3 is that there is a rule language proposal called Semantic Web Rule Language (SWRL) [Horrocks et al., 2004] from 2004. However, current work is focused on development of Rule Interchange Format (RIF) [Kifer and Boley, 2010].

SWRL is a specific rule language proposal that is based on RuleML [Hirtle et al., 2006], which itself has a Datalog foundation. SWRL has a high-level abstract syntax for Horn-like rules that consists of antecedent and consequents. The syntax is expressed in terms of OWL. Specific example of SWRL rules can be found in 5.4.3.

RIF is not an actual rule language, but an intermediate language that allows the exchange of rules. It was chosen as such because a multitude of rule languages exist. Known rule languages fall in three broad categories, namely first-order, logic-programming and action rules. Because of the extreme diversity between these categories RIF focused on extendable dialects that allow to express a specific rule language in one of the dialect languages. For more information on RIF refer to [Kifer and Boley, 2010].
2.2.7 Linked Open Data

The goal of the Semantic Web is not only about providing a data format that enables data exchange, but also about putting data on the Web that links to other data. This interlinked Web of data is envisioned to be an incredibly large knowledge source.

In order to achieve this, the Linked Open Data initiative [Berners-Lee, 2006] has been brought forward. RDF data is Linked Data if it fulfills four additional rules:

1. Use URIs as names for things.
2. Use HTTP URIs so that these things can be referred to and looked up.
3. When someone looks up a URI, provide useful information using the standards such as RDF.
4. Include links to other related URIs in the exposed data for improving discovery of other related information on the Web.

Using these rules the Semantic Web becomes a huge queryable knowledge source, in effect breaking down the classical data silos. This opens up possibilities for cross fertilization of data, which has several advantages. Combining knowledge for instance allows for richer applications. Given RDF exposure of airline databases, hotel data, and local (public) transport options, one could for example relatively simply build a total trip planning service. Reconciling separate data silos would make this much more complex and leaves the issue of making custom interfaces to connect the data.

For this vision to be meaningful and interesting for research, the Semantic Web of linked data needs to have a critical mass, i.e. its usage needs to be of Web-like proportions to be interesting. Therefore, the exposed datasets need to be big to have a considerable amount of usable data and there need to be many datasets exposed and interconnected in order to find meaningful cross fertilizations.

![Figure 2.6: Linked Data cloud February 2008](image-url)
Current developments point towards the Web size of the Semantic Web linked data becoming a reality. The number of datasets is growing quickly. This is illustrated by graphs of the linked datasets. Figure 2.6 shows the graph of the linked open datasets in February 2008, while Figure 2.7 shows the graphs of the linked open datasets in August 2011.

The datasets in the linked open datasets are in Web tradition about all sorts of domains and vary in size between tens of thousands of triples and billions of triples.

Consider the following examples of datasets that are in the linked open dataset, for getting an idea of the diversity of the domains:

- Wordnet a popular English lexical database, has been available in RDF format for some time now
- DBpedia is a dataset abstracted from Wikipedia that contains millions of concepts in the RDF format.
- The Open Directory Project (DMOZ) database, one of the Web’s largest human-edited Web directories, is also accessible in RDF
- DBPL is a large data set that contains bibliographic information about almost one million scientific papers and is also available in RDF.

---

9 http://www.w3.org/2006/03/wn/wn20/
10 http://dbpedia.org/
11 The abbreviation is from directory.mozilla.org, its original domain name.
12 http://rdf.dmoz.org/
13 http://dblp.l3s.de/d2r/
• Uniprot\textsuperscript{14} is a scientific database that stores protein sequences in RDF format.

• MusicBrainz is a large database that contains data about most artists and their albums and is available in RDF\textsuperscript{15}.

These are just a few examples that demonstrate the availability of many and large RDF datasets, many more are available on the Web\textsuperscript{16}. This increased availability of semantic information leads to exciting new possibilities: semantics-based search engines, automated agents crawling and extracting relevant information, complex querying, (automatically) combining information from different sources, etc.

\section*{2.2.8 Tagging}

Tagging is the process of a user assigning a simple keyword or a short sentence fragment to a resource (e.g. a multimedia document) and is an often used facility in Web 2.0 applications. It is therefore a special kind of annotation process. Tagging is used as a rudimentary form of metadata that can be used for searching and navigation features like tag-clouds. Even though tagging itself is not part of the Semantic Web, a part of its metadata goal is similar. We will show ways to exploit tagging data and relate it to Semantic Web sources in Chapter 6. Therefore, we will discuss tagging in some more detail here.

An inherent property of tagging is that it is schemaless. This means that the user does not need any prior knowledge of the domain for annotating resources, in the sense that the user does not need to know a given conceptual (knowledge) structure from which a concept needs to be chosen to annotate the resource. This simplicity is what makes tagging inherently easy to do for regular users.

Some popular systems that employ tagging mechanisms are for instance Del.icio.us [Golder and Huberman, 2006], Flickr\textsuperscript{17} and Youtube\textsuperscript{18}: these are systems that exploit collaborative tagging for web bookmarks, photos and videos respectively. In [Golder and Huberman, 2006] and [van Setten et al., 2006] it is observed that based on user behavior different kinds of tags can be distinguished. Tags that identify what (or who) the content is about are used the most by far. On the other hand, also tags that identify the kind of content, the owner, qualities or characteristics (for example regarding the photos or the cameras with which they were taken), and refinements are used. Moreover, users sometimes use unique tags for their own bookmarking purposes. Also in the research community tagging has received quite some attention. For example, in [Mika, 2005] a formal basis for collaborative tagging systems is laid out and both [Mika, 2005] and [Choy and Lui, 2006] describe how tagging can help in the search process. Another interesting paper is [Ames and Naaman, 2007], which explores the motivation of people for tagging photos. This paper provides evidence that the best incentive for users to using tagging facilities is a combination of personal and social motivator.

Tagging is a simpler than RDF for end-users as it is schema- and structureless, i.e. it doesn’t require users to have knowledge about a particular structured vocabulary, nor forces them to design complex structures. However, the price for that simplicity is that the semantics of tags are unknown, e.g.:

\textsuperscript{14}http://dev.isb-sib.ch/projects/uniprot-rdf/\hfill \textsuperscript{15}http://dbtune.org/musicbrainz/\hfill \textsuperscript{16}e.g. refer to [Heath, 2010].\hfill \textsuperscript{17}http://www.flickr.com/\hfill \textsuperscript{18}http://www.youtube.com/
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- The user’s intention of a specific tag is unknown.
- The context of the tag is unknown.
- The relationship between tags is unknown.
- Language ambiguity, e.g. homographs (words with different meanings), synonyms, syntax errors and word morphisms make it hard to parse tags.

2.3 Web Information Systems

The Web is the platform for ubiquitously accessible information, but also developed into an application platform with numerous applications of any kind [Gaedke and Meinecke, 2008]. However, even though the applications become increasingly complex, until recently most of the development process remained ad-hoc. Mixing document markup languages like HTML with server-side scripting languages like PHP, ASP and Java Servlets allow the creation of the typical Web applications that you can find currently on the Web. However a large gap remains between current ad-hoc programming and disciplined development approaches that allow for a good separation of concerns, i.e. that can address the right issues at the right level of abstraction. The Web poses unique requirements to applications in terms of usability, personalization, reusability and maintainability. As a result, many of the more complex web applications fail because of poor design and because its designers simply were not aware of the requirements to make their applications be accepted by the public. MDWE stands for a systematic approach for creating web applications, that allows the designer to manage the complexity and diversity that is inherent in such a task.

In the research field of Web Engineering several MDWE methods have been proposed, each with its own particular focus and its own strengths and weaknesses. Some of the most prominent methods include the Web Modeling Language (WebML) (Section 2.3.1), Object-Oriented Hypermedia Design Model (OOHDM) (Section 2.3.2), UML-based Web Engineering approach (UWE) (Section 2.3.3), and the Object-Oriented Web Solutions Approach (OOWS) (Section 2.3.4), which we will discuss more in detail in this section. What these methods share is that they dissect and describe Web applications on the following levels [Rossi et al., 2008]:

1. data/information, with issues relating to data representation.
2. navigation, with issues relating to navigation structure and behavior.
3. functionality, with issues relating to application functionality beyond navigation.
4. presentation/interface, with issues relating to interface and presentation design.

This extends traditional software engineering, which might typically place functionality as the core aspect of an application.

The first important notion is that of the subject matter of the application, i.e. what data or information is shown through the application. Most MDWE methods offer functionality for designing the information space of their application, e.g. via E/R-modeling (e.g. for data in relational databases), object-oriented approaches via UML or ORM, or using Semantic Web technology with languages like RDF. The information space is considered the basis of the application that is to be designed in most MDWE methods.
Secondly, MDWE allows designers to create the navigation structure and behavior of their application. In this context navigation is defined as a way to bring together (pieces of) information that is ‘atomically’ consumed (e.g. on one page). Navigation is typically expressed in terms of the underlying data of the application. It defines the things being navigated and the structure of the navigation space. Designing the navigation space is based on the user requirements. This means that the navigation space must be tailored towards its user base, typically by differentiating between specific users with their specific context and preferences by means of personalization. Most MDWE methods support the navigation specification process by means of graphical tools. Moreover, the use of well-defined models allows model checking techniques to detect logical errors in the specification like dead-ends (pages with no outgoing links) or unreachable pages.

Functional issues are built on top of the navigation structure. Functional behavior is basically all behavior that does not relate directly to the data navigation, even though it might influence it. The MDWE methods vary greatly in functional capabilities. One part of the application that is not about navigation is behavior within a navigation page. Since Web 2.0, Web applications are no longer static pages where navigation is the only type of behavior, but they also interact with the user. Other examples of functional behavior are workflows and activities. Consider for instance a shopping cart where products can be bought and checked out. This is clearly behavior that is beyond traditional navigation over the information set. Also the use of Web services to get external information, or to perform specific computations, is an example of the use of functional capabilities that a MDWE method could support.

The Web application will finally present its information to its user. Therefore, the MDWE method also has to describe how it is presented. One issue that some MDWE methods address is platform adaptation. An application will be typically translated to HTML, but also translations to for instance Wireless Markup Language (WML) and Synchronized Multimedia Integration Language (SMIL) have been reported in literature [Frasincar et al., 2006] as alternative platforms. Another issue is that of device adaptation. There are quite some presentation related differences between an application for a regular Web browser and one for a mobile phone or PDA. MDWE methods typically have an abstract specification of the presentation. This allows applications to be browser independent and forward compatible by using updates of the MDWE methods’ implementing engine. It also allows designers to abstract from language-specific issues and allows designers to design applications for specific devices and platforms without having knowledge of the actual technologies and languages.

In chapter 3 we will discuss a MDWE method called Hera in detail. In this section we will shortly discuss some of the other most well-known methods, namely WebML in Section 2.3.1, OOHDM in Section 2.3.2, UWE in Section 2.3.3 and OOWS in Section 2.3.4. This will give a general idea of the common ideas and methodologies used in MDWE methods. We will also give short indications of how Hera differentiates from the other methods.

For a more comprehensive comparison between methods, please refer to [Schwinger et al., 2008].

### 2.3.1 WebML

WebML [Brambilla et al., 2008] is a mature web modeling language which has shown that MDWE methods can be commercially successful via its commercial tool implementa-
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tion named WebRatio\textsuperscript{19}[Brambilla et al., 2010] which builds on the Eclipse framework\textsuperscript{20}. According to Ceri et al., 2002, WebML is a visual language for specifying the content structure of a Web application and the organization and presentation of such content in a hypertext. The WebML development process follows a repetitive cycle of requirements analysis, conceptual modeling of the application, implementation of the conceptual models and a testing and evaluation phase. Based on the outcome of these cycles the web application will finally be deployed and maintained. In the conceptual modeling phase the abstract application is defined, which is done in two steps: Data Modeling and Hypertext Modeling. The information space is specified in the data modeling phase of WebML. The data is designed using well-known ER-modeling techniques. This is in contrast with Hera’s use of semantic web languages. Both modeling choices are of course valid; it depends on the specific situation and the wishes of the designer which approach is the most suitable for a specific application.

In the hypertext modeling phase the conceptual application is defined. In WebML the hypertext model defines the navigation structure between pages and page organization, but also functional specifications of e.g. services and content management operations, as well as presentation issues. WebML’s hypertext model is a customized and particularly rich graphical language, which allows designers to add specific code bits on places where necessary. Hera’s application model, in contrast, is written down in a RDF(S) vocabulary just like its data. Hera also has graphical builders for its application model, but these are not nearly as extensive as those of WebML. Where WebML is mostly focused on expressive graphical modeling, Hera is mostly focused on personalization and data selection and data reuse. WebML also does have an extension for context and user adaptation [Ceri et al., 2005].

WebML is extendable via model plugins. Throughout the years plugins for covering numerous issues have been added, e.g. with respect to context-awareness [Ceri et al., 2007], services [Manolescu et al., 2005], workflows [Brambilla et al., 2006], semantic web [Facca and Brambilla, 2007] as well as rich internet applications [Bozzon et al., 2006].

2.3.2 OOHDM

Object-Oriented Hypermedia Design Model (OOHDM) [Rossi and Schwabe, 2008] is one of the earliest web modeling approaches. The OOHDM development process discerns 5 steps, namely requirements gathering, conceptual design, navigational design, abstract interface design, and implementation.

In the requirements gathering phase the stakeholders of the applications are identified and the tasks that they must perform. Based on this information, scenarios are collected which describe the use cases in the form of User Interaction Diagrams (UID). The diagrams represent the interaction of the user and the application during execution of a task.

In the conceptual design the information space of the application is specified. OOHDM uses an extended version of UML to do that. The output of the requirements gathering phase serves as input for the conceptual design phase, i.e. the UIDs are used to initially derive a conceptual design (which can later be refined). Note that there is also a semantic web approach of OOHDM called Semantic Hypermedia Design Method (SHDM) [Schwabe et al., 2004] that, like Hera, is based on use of semantic web languages for the conceptual design.

\textsuperscript{19}http://www.webratio.com
\textsuperscript{20}http://www.eclipse.org/
The navigational design in OOHDM is considered to be a view on the conceptual design. This means that the objects (items) that the user navigates are not actually the conceptual objects, but other kinds of objects that are composed from one or more conceptual objects. The navigation objects are initially derived from tasks specified in the UIDs. Tasks in which a series of navigation objects needs to be visited are specified within in a certain context. In this way the user can follow different context paths to fulfill particular tasks and the same concept can end up in different navigational objects, which are separately defined, such that the particular context determines how a concept is presented in that context.

In the abstract interface design phase it is specified how the application is made perceptible to the user. The abstract interface in OOHDM focuses on the various types of functionality that can be played by interface elements with respect to the information exchange between the user and the application. The vocabulary used to define the abstract interface is established by an abstract widget ontology [de Moura and Schwabe, 2004] and can amongst others show elements to the user, collect mouse clicks and other events, and gather user information via form elements.

The final implementation phase in OOHDM is typically the rewriting of the models obtained via the method, to corresponding code on some particular platform, so the models only support the thinking process of the designer. However, for the SHDM part there is an engine that can directly execute the models, which is called HyperDE[Nunes and Schwabe, 2006].

2.3.3 UWE

UML-based Web Engineering approach (UWE) [Koch et al., 2008] is a web engineering approach completely based on UML. The UWE development process consists of phases for requirements engineering, analysis, design, and implementation. It also discerns three layers of an application, namely content, navigation and presentation.

In the requirements phase, UWE considers two levels of granularity. First, a rough description of the functional behavior of the application is drawn up with UML use cases. Second, a more detailed description of this use case is developed with UML activity diagrams in which responsibilities and actions of the users of the system are modeled.

In the analysis phase first a content model is described. This content model, expressed in a UML class diagram, captures the information space of the application. In a separate model also the user model data is modeled. The navigation structure is specified in the design phase, also specified in UML class-diagrams. In addition the navigation structure contains business logic rules. The classes in the diagram can be annotated with special semantic symbols to symbolize their function in the application, e.g. there are navigation classes, menus, access primitives, and process classes. UWE provides a facility to derive a first version of the navigation structure based on the content model, which can be later refined. The presentation is defined in classes that are associated with navigation classes in the navigation structure. Such a class is specified in terms of UI elements. The following UI elements are available in UWE: text, anchor, button, image, form and anchored collection.

UWE uses aspect-orientation for adaptive link hiding, adaptive link annotation, and adaptive link generation [Baumeister et al., 2005]. In order to use aspect-orientation the designer needs to (manually) put pointcuts in the model, where they want to integrate aspect considerations.

Current research in UWE is centered on rich internet application patterns[Koch et al., 2009] and modeling secure navigation[Busch et al., 2011].
2.3.4 OOWS

Object-Oriented Web Solutions Approach (OOWS) [Fons et al., 2008] is based on Model-Driven Architecture (MDA) as proposed by OMG\textsuperscript{21}. OOWS is an extension of the OO-method [Pastor et al., 2001], where the OO-method approaches web modeling as “classic” software development. OO-methods provide a Platform-Independent Model (PIM) that defines a structural model, a dynamic model and a functional model. The structural model captures the system structure (its classes, operations, and attributes) and its relationships in a class diagram. The dynamic model describes sequence diagrams that express the communication between objects. And finally the functional model captures the semantics of state changes. OOWS extends the OO-method by providing a PIM for the user model, the navigation model and presentation model. Via automatic transformation these PIMs are translated to Platform-Specific Models (PSM) and from PSMs to application code. The application code is generated via a three-tier architectural style, namely the presentational tier (containing user interface components), the application tier (which contains functionality like business logic) and the persistence tier (that manages the data stores used in the application).

OOWS extends the OO-method so that it can express complete web applications. It does that by providing a PIM for the user model, the navigation model and the presentation model. The user models describe the users in a hierarchical way. On the top level of this hierarchy there are anonymous users, registered users and generic users. Navigation models are associated with users in the hierarchy and via inheritance this determines which users can access which part of the navigation. The navigation model specifies for each kind of user defined in the user model the view over the system in terms of classes, class attributes, class operations and class relationships. The presentation model depends on the links in the navigation model between system components and user types. For every such link the presentation is specified in terms of patterns. The basic patterns are information paging (i.e. breaking instances into logical blocks), ordering criteria and information layout (e.g. tabular or tree layouts). In the automatic transformation process these additional OOWS PIMs are orthogonally translated with the OO-method’s PIMs to PSM and from PSMs to the complete web application code.

The OOWS also includes some extensions to deal with issues commonly encountered in modern web applications such as web requirements modeling. In this extension structural and behavioral requirements have been extended with navigational requirements. This can be achieved via a task taxonomy that specifies the tasks users should achieve when interacting with the Web application, activity diagrams that describe these tasks in more detail and information templates that describe information that is exchanged in each interaction point. Another extension is business process modeling. OOWS allows the designer to express the business processes that drive the web application. For this the designer needs to specify graphical user interfaces to launch and complete process activities, as well as the equivalent executable definition of the process. OOWS also implements an interface extension that allows interaction with semantic web tools. This interface is realized via two models. The first model specifies the system domain and the second model describes how external entities/agents should use the system functionality exposed in business settings.

\textsuperscript{21}http://www.omg.org/mda
2.3.5 Related Fields

In this section we discussed approaches in the MDWE field. The MDWE is not an isolated field but is closely related to many other fields. In fact, many see MDWE as a specific branch of the Model-driven engineering (MDE) concept which focuses on creating applications by exploiting and reusing domain models. In this light many more related approaches exist. Two similar approaches for example include WebComposition and WSDM. WebComposition [Gellersen et al., 1997] is an object-oriented approach which allows to compose Web applications from smaller components. Even though the method is inherently object-oriented, there still are many similarities with MDWE fields in terms of reuse of information, maintainability concerns and the use of Semantic Web data. A recent evolution of WebComposition for example includes an subscribe-notification mechanism based on a Web-services implementation [Meinecke et al., 2007]. Similar approaches include portal-based approaches like [Trujillo et al., 2007] and [Bellas, 2004]. The Web Semantics Design Method (WSDM) [De Troyer et al., 2008] is yet another approach which shares many features with most MDWE approaches but differs in that it is based on an audience driven design philosophy. Instead of creating Web applications for a given dataset it centers on modeling the specific target audience (and the resulting requirements) first.

Many other further related systems exist which share some origins have many related concepts, for example in the Hypermedia field. AHA! [De Bra et al., 2006] is an Hypermedia approach that allows adding adaptation and additional navigation primitives to existing Web documents. Its approach in terms of design certainly has similarities with some MDWE methods. AHA! will be discussed in more depth in Section 7.3. Related systems include for example Brusilovsky’s Interbook [Brusilovsky, 2007], a goal driven approach like KBS Hyperbook [Henze et al., 1999], narrative approaches based on pagelets like APeLS [Hockemeyer et al., 2003].

Even though every mentioned approach has interesting relations with the MDWE field we will not discuss them in more depth here.

2.4 Summary

In this chapter we gave an overview of the evolution of the Web. From a large linked set of documents the Web grew into a large infrastructure for full fledged interactive Web applications. The next step in the evolution of the Web may be into a Web of reusable and open knowledge by using semantics to describe the meaning of data. For this the Semantic Web was developed. In this chapter we shortly summarized its foundational languages (XML, RDF and RDFS), extensional languages (OWL, rules and query language SPARQL) and the evolution of linked data. We also described tagging as a simple user friendly form of adding metadata to objects on the Web. Next to semantics we also described a parallel evolution of MDWE as a structured approach for developing WIS. These methods allow non programmers a method to simply design applications using models which is potentially less error-prone and better reusable and maintainable. We also discussed a number of existing MDWE methods that we can find in literature.
Chapter 3

Hera-S

This chapter presents the revision of an approach for designing adaptive Web information systems, called Hera. In Hera we distinguish models for specifying the domain, the navigation over the content from the domain, and the context for navigation. Hera is characterized by the use of the Semantic Web language RDF to express the models for the domain and context data and for the adaptive navigation. We present a short history of Hera including its fundamental ideas. Then, based on the experience with earlier Hera implementations we present a revised and more focussed conceptual revision named Hera-S, including an implementation called Hydragen and some additional tools for constructing and executing its models. The running example is expressed in terms of Hera models that use RDF query expressions to retrieve the data from RDF repositories for content and context data.

3.1 Introduction

This chapter presents a complete reworked version of Hera, called Hera-S. Hera is a MDWE method for Web information system design that found its origins in an approach for hypermedia presentation generation. It was also this focus on hypermedia presentation generation that gave the first engine complying with this method its name HPG [Frasincar, 2005]. The method distinguishes three main models that specify the generation of hypermedia presentations over available content data. With a model that specifies the content, a model that specifies grouping of content in pages and links between pages, and a model that specifies presentation details, the method enables the creation of a hypermedia-based view over the content. Originally, in the first generation of the method and its toolset, the models specified a transformation from the content to the presentation. The engine that was compliant with this definition was based on the EXtensible Stylesheet Language (XSLT) [Clark, 1999] and is therefore known as HPG-XSLT.

One of the characteristic aspects that HPG-XSLT supported was adaptation. Adaptation is as hypermedia-based systems exploit user information to adapt visible aspects of the system for the user [Brusilovsky, 1996].

As an illustrative example, we show in Figure 3.1 how different presentations could be produced by the engine out of a single design in which the “translation” to formats such as HTML, SMIL, and WML was dealt with generically. Note that the models which are mentioned in this figure will be explained in detail in the following sections.

Characteristic for the Hera models compared to other methods was not only their
focus on user- and context-adaptation support, but also the choice to base the models on RDF and RDFS. For an overview of other MDWE methods see Section 2.2.3 and for a detailed comparison between these methods please refer to [Schwinger et al., 2008], especially table 48 in that paper. The use of Web standards such as RDF and RDFS as a modeling paradigm facilitates easy deployment on very heterogeneous data sources: the only assumption made is that a semi-structured description (in RDF) of the domain is available for processing. Not only is such a representation less costly to develop than any alternative, it also enables reuse of existing knowledge and flexible integration of several separate data sources in a single hypermedia presentation.

During the further research into the development of the method, the support was extended for more advanced dynamics. Where the first XSLT-based approach primarily transformed the original content data into a hypermedia document, with which the user could interact through following links with a Web browser, the subsequent engine version allowed the inclusion of form processing, which led to the support of other kinds of user-interaction, while retaining the hypermedia-based nature. Out of this effort, also a Java-based version of the engine became available which used RDF-queries to specify the data involved in the forms.

The experience out of these HPG-based versions and the aim for further exploitation of the RDF-based nature of the models have led to a further refinement of the approach in what is now termed Hera-S. The Hera-S-compliant models do combine the original hypermedia-based spirit of the Hera models with more extensive use of RDF-querying and storage. Realizing this RDF data processing using the Sesame framework [Broekstra et al., 2002] and the SPARQL query language (Section 2.2.5) caters for extra flexibility and interoperability.

We aim to exemplify also the characteristic elements included in Hera-S. As we mentioned before there is the RDF-based nature of the models. There is certainly also the focus on the support for adaptation in the different model elements. Adapting the data processing to the individual user and the context that the user is in (in terms of application, device etc.) is a fundamental element in WIS design and one that deserves the right attention: managing the different design aspects and thus controlling the complexity of the application design is crucial for an effective design and implementation.

In this chapter we first address the main characteristics of the method, before we
explain the models, i.e. the main design artifacts. We present the implementation of the hypermedia presentation generation process induced by the models. We also consider some extensions to the basic approach that can help the design process in certain scenarios.

3.2 Method

The purpose of Hera is to support the design of applications that provide navigation-based Web structures (hypermedia presentations) over semantically structured data in a personalized and adapted way. The design approach centers on models that represent the core aspects of the application design. Figure 3.2 gives an overview of these models. With the aid of an engine for running those models (e.g. Hydragen, refer to 3.6) we can serve the Web application, as depicted in this figure. Where Hera was originally a more monolithic approach where all models and data were specifically designed and served within its framework, Hera-S is more targeted on existing data and its models. Instead Hera-S only needs to define the application model, which most importantly defines the application logic. The actual data and presentation lie outside its core and are assumed as is. This allows a good separation of concerns and the reuse of external data sources.

Thus the appropriate pipeline of models captures the entire application design, leaving room for the designer to change or extend the implementation where desired. In this section, we only give a short overview over the different models and associated modeling steps, before each of them is presented in more detail in the subsequent sections.

![Figure 3.2: Hera-S Framework](image)

Before we can create a model to specify the core design of the application, we need in Hera-S as a starting point a Domain Model (DM) that describes the structure of the content data. The sole purpose of the DM is to define how the designer perceives the semantical structure of the content data: it tells us what we need to know about the content over which we want the application to work. Based on this DM, the designer creates an Application Model (AM) that describes a hypermedia-based navigation structure over the content. This navigation structure is devised for the sake of delivering and presenting the content to the user in a way that allows for a (semantically) effective access to the content.

In turn, this effective access can imply the personalization or adaptation that is deemed relevant. Hera-S allows dynamic personalization and adaptation of the content, which means that user information will be gathered and stored during usage of the system and...
the correct adaptation will be computed when a page is requested by the user based on
the knowledge about the user currently available in the system. For this purpose, context
data is maintained (under control of the application) in a so-called Context Model (CM).
This context data is typically updated based on the (inter)actions of the user as well as
possibly on external information, e.g. by importing user data from other applications.

So, on the basis of DM and CM the AM serves as a recipe that prescribes how the
content is transformed into a navigational structure. To be more precise, instantiating the
AM with concrete content results in an AM (instance) page (AMP). These AMP’s can be
thought of as pages that contain content to be displayed and navigation primitives (based
on underlying semantic relations from the DM) that can be used by the user to navigate to
other AMP’s and thus to semantically “move” to a different part of the content. An AMP
itself is not yet directly suitable for a browser, but can be transformed into a suitable
presentation by a presentation generator, i.e. an engine that executes a specification, for
example a Presentation Model (PM) of the concrete presentation design in terms of layout
and other (browser-specific) presentation details. In Section 4.5 we demonstrate that both
proprietary and external engines can be used for this task. For the Hera-S method this
presentation generation phase itself is not specific and it may be done in whatever way is
preferred. So, the AM specifies the (more conceptual or semantical) construction of the
navigational structure over the content, while the subsequent presentation phase, possibly
specified by a PM, is responsible for the transformation of this structure into elements
that fit the concrete browsing situation.

AMP creation is conceptually pull-based, meaning that a new AMP is only constructed
in the Hera pipeline at request (in contrast to constructing the whole instantiation of
the AM at once, which was done in for example the implementation by the HPG-XSLT
engine). Through navigation (link-following) and forms submission the user triggers the
Hera-S engine, which results in internally adapting (updating) the website navigation or
context data and the creation of a new AMP.

As indicated in the introduction, Hera models use RDFS to represent the relevant data
structures. In the next sections we will see this for the specification of the data in DM,
CM and AM. In the engines these RDFS descriptions are used to retrieve the appropriate
content and generate the appropriate navigation structures over that content. In HPG-
XSLT the actual retrieval was directly done by the engine itself, whereas in HPG-Java this
was done with the aid of expressions that are based on SeRQL queries [Broekstra, 2005].
In Hera-S the actual implementation exploits the fact that we have chosen to use RDFS
to represent the model data and allows to use native RDF querying to access data, for
example the content and context data. For this Hera-S allows the application to connect
to the content and context data through the Sesame RDF framework. This solution,
combining Hera’s navigation design and Sesame’s data processing by associating SPARQL
queries to all navigation elements, allows to effectively applying existing Semantic Web
technology and a range of its solutions that is becoming available. We can thus include
background knowledge (e.g. ontologies, external data sources), we can connect to third-
party software (e.g. for business logic), and connect to services through the RDF-based
specifications. We can also use the facilities in Sesame for specific adaptation to the
data processing and to provide more extensive interaction processing (e.g. client-side,
scripting). The dynamics and flexibility required in modern Web information systems
can thus be met by accommodating the requirements that evolve from an increasing
demand for personalization, feedback, and interaction mechanisms. Note that Hera-S
models in principle are query and repository independent. We only require a certain
type of functionality, and if a repository fulfils these requirements it can be used for
3.3 Data Modeling

Before the application design can consider the personalized navigation over the domain content, the relevant data needs to be specified. This can be an existing RDFS model of some external data source. But of course we also might want to start from scratch and design a completely new application. In this section we will look at this last scenario, so that we can see what is needed to create an application using the Hera-S method. For that we will look at creating an example application about movies using data from the International Movie Database (IMDb)\(^1\).

As a necessary first step in the approach the data modeling step leads to the construction of the data models for the domain content and the context of the user. The modeling of the domain content uses RDFS and is primarily targeted towards capturing the semantical structure of the domain content. With the Hera-S engine we also allow the model to be an OWL ontology (without restrictions) as this is supported by the underlying Sesame database.

Looking at our example, we first need an RDFS or OWL definition of the IMDb dataset. In fact, several of these definitions can already be found in either RDF (e.g. [Taylor, 2008]) or in some other modeling paradigms like UML (e.g. [Koch et al., 2008]). For example, consider the UML model of the IMDb domain in Figure 3.3 as it gives a good visual overview of the domain. We can either reuse an existing RDF version, but can also choose for many other paradigms like UML if these model would be better suited for some reason as translations exist to convert those models to RDFS or OWL, e.g. for UML refer to [Falkovych et al., 2003] or [Hillairet, 2007]. However, for sake of the example, instead of reusing an existing source we can also create the model ourselves, e.g. by using the Protégé ontology editor [Protégé, 2011].

Figure 3.4 contains a screenshot of an OWL model of the IMDb database in Protégé. We divided the OWL model in four parts. One part, with the prefix ‘imdb’, contains the “core” of the movie domain, describing the movies and the persons involved in those movies. In another part, with the prefix ‘cin’, we extend the IMDb models with cinema information that show the movies that are modeled in the ‘imdb’ part.

In this figure we also see prefixes starting with ‘cm’. They relate to the context modeling. The CM is modeled and implemented in a similar way as the DM. The main difference between the two is that the content data is meant to be presented to the user, while the context data is meant to support the context-dependent adaptation of the application. So, the content typically contains the information that in the end is to be shown to the user, while the context data typically contains information used (internally) for personalization and adaptation of content delivery. This distinction might not always be strict, but as it is only a conceptual distinction in Hera-S, the designer may separate content and context in whatever way he desires. As a consequence, we assume that context data is under direct control of the engine, while the content often is not. In the IMDb example the context model is modeled in the same way as the domain. We first maintain a model, with the prefix ‘cm1’, that contains users and their comments on movies in the ‘imdb’ part. The second part, with the prefix ‘cm2’, contains a description of tickets bought by the user for a particular movie showing in a particular cinema.

\(^1\)http://www.imdb.com/
Considering the role and function of the context data, we can identify different aspects of context. We will come back to context data later when we discuss adaptation in the AM, but we now address the context data modeling. Even though the designer is free to choose any kind of context data, we in general discern three types: session data, user data and global data.

- **Session data**: Session data is data relevant to a certain session of a certain user. An example of such data is the current browsing context, such as the device that is used to access the Web application or the units browsed in the current session.

- **User data**: Data relevant to a certain user over multiple sessions (from initial user data to data collected over more than one session). User (profile) data can be used for
personalization (even at the beginning of a new session). Note that for maintaining this user data over time the application needs some authentication mechanism.

- **Global data**: Usage data relevant to all users over all sessions. Global data typically consists of aggregated information that gives information about groups of people. Examples include “most visited unit” or “people that liked item x, also browsed item y”.

In Figure 3.5 we show part of an RDF graph representation of the domain data model that we will use as a basis for the examples of this chapter. It shows the main classes and a selection of relationships between those classes, while omitting their datatype properties.
Both the DM and CM data are in Hera-S implemented using a Sesame repository. For the CM which is under direct control of the application, this allows the application to manage and update the context as it perceives this context. Next to this, it also provides the means for other processes to use and update (parts of) this information. The context data could for instance be manipulated by business logic software for the sake of adaptation, or by external user profiling software.

By supporting unrestricted RDF, RDFS and OWL DM’s, Hera-S is particularly suited to (re-)use existing domain ontologies. Moreover, many existing data sources that are not yet available in RDFS or OWL format can be used via Semantic Web wrapping techniques [Simile, 2008; Thiran et al., 2005]. In the latter case Sesame can be used as a mediator between such a data source and Hera-S. As such, Sesame can be used as part of the data integration layer which is further discussed in Section 4.2.

As we will see in detail in the next section, the access to the data from the DM or CM is part of the application definition. It means that the access to the RDF data is part of the model. In principle, we assume that the concepts from the DM and CM are associated with concrete data elements in the data storage structure. As we use the Sesame RDF Framework as our back-end repository, this can be exploited and reasoned upon. Accessing the content data in Hera-S will be done via explicit SeRQL queries and by making them explicit in the models we support customizable access via customizable SeRQL queries. Thus, the full potential of the SeRQL query language can later be used in the AMP creation. For the purpose of defining the content and context, we can abstract from the SeRQL queries, but for the support of different types of adaptation, we benefit from making this SeRQL access explicit.

3.4 Application Model

Based on the domain definition, application modeling results in the AM that specifies the navigational behavior of the Web application. The AM enables designers to specify how the (navigational) access to the data (dynamically retrieved from the domain) is structured by describing which data is shown to the user and what Web pages the user can navigate to. At the same time, the AM allows this specification to be dynamic, such that the navigational access to the data can be personalized to a user and adapted for a specified context.

Please note that in the AM we use the Turtle (refer to 2.2.3) and SPARQL (refer to 2.2.5) syntaxes. The several AM constructs will be introduced using examples in our movie domain. We will start with the basic core constructs in Section 3.4.1, adaptation in Section 3.4.2 and more advanced modeling primitives in Section 3.4.3

3.4.1 Units, Attributes and Relationships

Now we will discuss the constructs that we provide in our AM. We will start in this section with the basic constructs that are sufficient to build basic Web applications and move on afterwards to more complex constructs for realizing richer behavior.

The AM is specified by means of navigational units (shorthand: units) and relationships between those units. The instantiation of units and relationships is defined by (query) expressions that refer to the (content and context) data as explained in Section 3.3.

The unit can be used to represent a “page”. It is a primitive that (hierarchically) groups elements that will together be shown to the user. Those elements shown to the user are called attributes and so units build hierarchical structures of attributes.
3.4 Application Model

An attribute is a single piece of information that is shown to the user. This information may be constant (i.e. predefined and not changing), but usually it is based on information inside the domain data. If we have a unit for a concept $c$, then typically an attribute contained in this unit is based on a literal value that is directly associated with $c$ (for example as a datatype property). Note that literals may not only denote a string type, but also other media by referring to a URL. Furthermore, we offer a built-in media class (denoted by ‘hera:Mime’) that can be used to specify an URL and the MIME-type of the object that can be found at the URL. This can be used if the media type is important during later processing.

Below we give an example of the definition of a simple unit, called ‘MovieUnit’, to display information about a movie. We mention two elements in this definition:

- From the second until the seventh line, we define which data instantiates this unit. This data is available as input (‘am:hasInput’) from the environment of this unit, e.g. passed on as link parameter or available as global value. In this case we have one variable ‘$M’: the fourth line specifies the (literal) name of the variable, while the fifth line indicates the type of the variable. In this case, a value from the ‘imdb:Movie’ class concept from the domain will instantiate this unit.

- In the eighth until the fourteenth line, starting with ‘am:hasAttribute’, we decide to display an attribute of this movie, namely a title. We label this attribute with ‘Title’ (such that later we can refer to it), and we indicate (with ‘am:hasQuery’) how to get its value from the data model. This query uses the ‘imdb:movieTitle’ (datatype) property applied to the value of ‘$M’. Note that in the query ‘$M’ indicates that ‘$M’ is a Hera-S variable, i.e. outside the scope of the SPARQL query itself. The output of the SPARQL query result is bound to the Hera-S variable ‘$T’ (implicitly derived from the SELECT list).

In our RDF/Turtle syntax the definition looks as follows:

```turtle
:MovieUnit a am:NavigationUnit ;
 am:hasInput [ 
  am:variable [ 
    am:varName "M" ; 
    am:varType imdb:Movie 
  ] ] ;
 am:hasAttribute [ 
  rdfs:label "Title" ; 
  am:hasQuery 
  "SELECT ?T
  WHERE {"$M a imdb:Movie;
            imdb:movieTitle ?T .}" ] . 
```

For the attribute value instead of the simple expression (for which we can even introduce a shorthand abbreviation) we can use a more complicated query expression, as long as the query provided in ‘am:hasQuery’ returns a datatype property value.

Relationships can be used to link units to each other. We can use relationships to contain units within a unit, thus hierarchically building up the “page” (we call these
aggregation relationships), but we can also exploit these relationships for navigation to other units (we call these navigation relationships).

As a basic example, we include in the unit for the movie not only its title but also a (sub)unit with the name and photo of the lead-actor and a navigational relationship that allows to navigate from the lead-actor information to the full bio-page (unit) for that actor. Note that from now on we omit in our text namespaces when they appear to be obvious.

- We have separated here the definitions of ‘MovieUnit’ and ‘ActorUnit’ (which allows later reuse of the ‘ActorUnit’), but we can also define subunits inside the unit that contains them.

- In the definition of the ‘MovieUnit’ one can notice compared to the previous example, that we have an additional subunit with its label ‘LeadActor’, with its type ‘ActorUnit’, and with the query that gives the value with which we can instantiate the subunit.

- In the definition of the ‘ActorUnit’ one can notice its input variable, two attributes, and a navigation relationship. This navigation relationship has a label ‘Actor-Bio’, targets a ‘BioUnit’, and with the query based on the ‘imdb:actorBio’ property it determines to which concrete ‘BioUnit’ this ‘ActorUnit’ offers a navigation relationship. Note that in this case the variable ‘$B’ is passed on with the navigational relationship (it is also possible to specify additional output variables that are passed on with the relationship).

```turtle
:MovieUnit a am:NavigationUnit ;
  am:hasInput [ am:variable [ am:varName "M" ;
    am:varType imdb:Movie]] ;
  am:hasAttribute [ rdfs:label "Title" ; ... ] ;
  am:hasUnit [ rdfs:label "LeadActor" ;
    am:refersTo :ActorUnit ;
    am:hasQuery "SELECT ?L
WHERE {$M a imdb:Movie;
  imdb:movieLeadActor ?L .

:ActorUnit a am:NavigationUnit ;
  am:hasInput [ am:variable [ am:varName "A" ;
    am:varType imdb:Actor]] ;
  am:hasAttribute [ rdfs:label "Name" ;
    am:hasQuery "SELECT ?N
WHERE {?$A a imdb:Actor;
  imdb:actor_name ?N .}" ] ;
  am:hasAttribute [ rdfs:label "Photo" ;
    am:hasQuery
```

"SELECT ?P
WHERE {$_A a imdb:Actor;
       imdb:actorPhoto ?P .}"
];

am:hasNavigationRelationship [
    rdfs:label "Actor-Bio" ;
    am:refersTo :BioUnit ;
    am:hasQuery
    "SELECT ?B
    WHERE {$_A a imdb:Actor;
           imdb:actorBio ?B .}"
]
.

So, in these examples we see that each element contained in a unit, whether it is an attribute, a subunit, or a navigational relationship, has a query expression (‘hasQuery’) that determines the value used for retrieving (instantiating) the element.

Sometimes we know that in a unit we want to contain subunits for each of the elements of a set. For example, in the ‘MovieUnit’ we might want to provide information for all actors from the movie (and not just the lead actor). Below we show a different definition for the ‘MovieUnit’ that includes a set-valued subunit element (‘am:hasSetUnit’). In its definition, one can notice

- the label “Cast” for the set unit,
- the indication that the elements of the set unit are each an ‘ActorUnit’, and
- the query that determines the set of concrete actors for this movie to instantiate this set unit, using the ‘imdb:movie_actor’ object property.

:MovieUnit a am:NavigationUnit ;
    am:hasInput [ am:variable [ am:varName "$M" ;
                          am:varType imdb:Movie] ] ;
    am:hasAttribute [ rdfs:label "Title" ; ... ] ;
    am:hasSetUnit [
        rdfs:label "Cast" ;
        am:refersTo ActorUnit ;
        am:hasQuery
        "SELECT ?A
         WHERE {$M a imdb:Movie;
                imdb:movieActor ?A .}"
    ] .

So, we see that a set unit is just like a regular unit, except that its query expression will produce a set of results, and this will cause the application to arrange for displaying a set of (in this example) ‘ActorUnits’.

Likewise, we can have set-valued query expressions in navigational relationships, and with ‘am:tour’ and ‘am:index’ we can construct guided tours and indexes respectively. With these the order of the query determines the order in the set and with the index an additional query is used to obtain anchors for the index list.
3.4.2 Adaptation Examples

Adaptation and personalization are important aspects within the Hera methodology. For this purpose, the query expressions can be used to include conditions that provide control over the instantiation of the unit. Typically, these conditions use data from the CM and thus depend on the current user situation. For example, we can use ‘U’ as a (global) variable that denotes the current (active) user for this browsing session (typically this gets instantiated at the start of the session). Let us assume that in the CM for each ‘Actor’ there is a ‘cm:actorRating’ property that denotes ‘U’s rating of the actor (from 1 to 5 stars) and that the user has indicated to be only interested in actors with more than 3 stars. We could then use this rating in adapting the cast definition in the last example:

```semantic
am:hasSetUnit [
    rdfs:label "Cast";
    am:refersTo ActorUnit;
    am:hasQuery
    "SELECT ?A
      WHERE {SU cm:actorRating _:rating cm:stars ?V;
        cm:ratingOnActor ?A.
        ?A imdb:playsIn $M .
        FILTER (?V > 3)}"
] .
```

Here we see how we can influence (personalize) the input to an element (in this case a set) by considering the user context in the query that determines with which values the element gets constructed. To be precise, in this example we state inside the movie unit what actors of the cast this user will be provided with, i.e. which values we “pass on”.

Another user adaptation example would be that the user has indicated not to be interested in photos from actors. We could then change the query for the photo attribute accordingly:

```semantic
:ActorUnit a am:NavigationUnit;
  am:hasInput [ am:variable [ am:varName "A" ;
    am:varType imdb:Actor]] ;

  ... am:hasAttribute [
     rdfs:label "Photo";
     am:hasConditionalQuery [
       am:if "SELECT *
         WHERE {SU cm:showElement _:el .
           _:el cm:showAbout imdb:actorPhoto .}";
       am:then "SELECT ?P
         WHERE {$A imdb:actorPhoto ?P .}"
     ] ;
  ... .
```

Here we see that with ‘am:hasConditionalQuery’ the attribute becomes “conditional”, i.e. the photo attribute is only shown when the condition (‘am:if’) query produces a
non-empty result. We can also add an 'am:else' part here and for example display the string “no photo displayed”.

Finally, we present a more complex example of adaptation. Consider again the ‘ActorUnit’ from the previous section, which showed an actor’s name, his picture, and a link to his bio. Now imagine we would like to add the list of movies in which the actor played. However, because some movies are age-restricted, we would like to restrict this list so that adult-rated movies are only shown to registered users that are 18 or older. As in the previous adaptation examples, this adaptation can be achieved by tweaking the SPARQL query that computes the list of movies:

```sparql
:ActorUnit a am:NavigationUnit ;
   am:hasInput [ am:variable [ am:varName "A" ; am:varType imdb:Actor] ] ;

... am:hasSetUnit [
   rdfs:label "Movies Played In";
   am:refersTo MovieUnit ;
   am:hasConditionalQuery [
      am:if "SELECT * 
         WHERE {$U cm:age ?G . 
            FILTER (?G > 17)"
      am:then "SELECT ?M 
         WHERE {$A imdb:actorMovie ?M . 
            ?M a imdb:Movie .}" 
      am:else "SELECT ?M 
         WHERE {$A imdb:actorMovie ?M . 
            ?M a imdb:Movie;
            FILTER (?R != 'NC-17')" 
```

First of all, notice in the code-excerpt the ‘am:hasSetUnit’, which represents the list of movies for the active actor (‘A’). This list is defined by a conditional query, in which it is verified whether the active user (‘U’) is registered and his age is over 17 (‘am-if’). If this condition holds (‘am:then’), all movies of the particular actor are computed. If the condition does not hold (‘am:else’), the computed movie list is restricted to movies which are not MPAA (Motion Picture Association of America)-rated as “NC-17” (No Children Under 17 Admitted).

### 3.4.3 Other constructs

Before, the basic constructs were explained. In this section we will look at some additional features of Hera-S that also allow designers to use some more advanced primitives in order to construct richer applications.

#### Update Queries

For the sake of adaptation we need to maintain an up-to-date context model. In order to do so, we need to perform updates to this data. For this, we have the functionality to specify an ‘am:onLoad’ event update query and an ‘am:onExit’ update query within
every unit, that are executed on loading (navigating to) and exiting (navigating from) the
unit. Furthermore, we allow attaching an update query to a navigation relationship so
that the update query is executed when a link is followed. In all cases, the designer may
also specify more than one update query. In our example we could for instance maintain
the number of page views (visits) of a certain ‘movieUnit’, and update this information if
the ‘movieUnit’ is loaded using the ‘onLoad’ query:

```
:MovieUnit a am:NavigationUnit ;
  ...
  am:onLoad [*
    am:updateQuery
      "UPDATE {?V cm:amount (?views+1) .}
      WHERE {$U a cm:RegisteredUser;
        cm:userMovieViews ?V .
        ?V cm:amount ?views;
        cm:viewsOfMovie $M .}"*
    ];
  ...
```

Frame-based Navigation

We explained earlier that units can contain other units. The root of such an aggregation
hierarchy is called a top-level unit. The default semantics of a navigational relationship
(that is defined somewhere inside the hierarchy of a top-level unit) is that the user navigates
from the top-level unit to the top-level unit that is the target of the relationship. In
practice this often means that in the browser the top-level unit is replaced by the target
unit. However, we also allow specifying that the navigation should only consider the
(lower-level) unit in which the relationship is explicitly specified, so that only that unit is
replaced while the rest of the top-level unit remains unchanged.

This behavior is similar to the frame construct from HTML. We specify this behavior
by explicitly indicating the source-unit for the relationship. Inspired by the HTML
frame construct we allow the special source-indications “self” (the unit that contains the
relation), “_parent” (the unit that contains the unit with the relation) and “_top” (the
top-level unit - the default behavior). Alternatively, relations may also indicate another
containing unit by referring to the label of the contained unit. An example of a navigational
relationship with source indication looks like:

```
am:hasNavigationRelationship [*
  ...
  am:source am:_self ;
  ...
```

Forms

Besides using relationships (links) for navigation, we also support applications that let the
user provide more specific feedback and interact. For this we provide the form unit. A
form unit extends a normal unit with a collection of input elements (that allow the user to
input data into the form) and an action that is executed when the form is submitted. In a
form a navigational relationship typically has a button that activates the submission.
Below we give an example of a form that displays the text “Search Movie:” (line three) with one text input-field (line five to eleven) to let the user enter the movie he wants to browse to. If the user enters a value in this field, it is bound to the variable ‘movieName’ (line nine). After submitting the form via a button with the text “Go” (line fourteen and fifteen), the user navigates to the ‘MovieUnit’ (line fourteen) that will display the movie for which the name was entered in the input-field, which is specified in the query (starting in line twenty) using the variable ‘movieName’.

```rml
:MovieSearchForm a am:FormUnit ;
  am:hasAttribute [
    am:hasValue "Search Movie:"
  ];
  am:formElement [
    rdfs:label "Search Input";
    am:formType am:textInput;
    am:binding [
      am:variable [am:varName "movieName" ;
        am:varType xsd:String ]
    ];
  ];
  am:formElement [
    rdfs:label "Submit Button";
    am:formType am:button;
    am:buttonText "Go";
    am:hasNavigationRelationship [
      rdfs:label "Search Form-Movie";
      am:refersTo :MovieUnit ;
      am:hasQuery
        "SELECT ?M
         WHERE {?M a imdb:Movie;
            imdb:movieTitle ?X .
            FILTER (?X = $movieName)}"
    ].
].
```

**Scripting objects**

Current Web applications offer users a wider range of client-side functionality by different kinds of scripting objects, like Javascript and VBscript, stylesheets, HTML+TIME timing objects etc. Even though WIS methods like Hera concentrate more on the creation of a platform-independent hypermedia presentation over a data domain, and these scripts are often (but not always) browser/platform specific, we still provide the designer a hook to insert these kind of scripting objects.

The designer can specify within a scripting object whatever code he wants, as this will be left untouched in generating the AMP’s out of the AM. Furthermore, the designer can add an ‘am:hasTargetFormat’ property to specify one or more target-formats for format-specific code, e.g. HTML or SMIL. This allows later in the process to filter out certain format-specific elements if these are not wanted for the current presentation. The scripting objects can use the variables that are defined within the scope of the units. Scripting objects can be defined as an element within any other element (i.e. units and attributes). Furthermore, it can be specified if the script should be an attribute of its
super-element or not (e.g. similar to elements in HTML that have attributes and a body). The need to place some specific script on some specific place is of course decided by the designer.

**Service Objects**

An application designer might want to use additional functionality that cannot be realized by a client-side object, but which involves the invocation of external server-side functionality. Therefore, we provide so-called service objects (‘am:serviceObject’) to support Web services in the AM. The use of a service object and the reason to provide support for it is similar to that of scripting objects. The designer is responsible for correctness and usefulness of the service object.

Think of utilizing a Web service from a Web store selling DVDs in order to be able to show on a movie page an advertisement for buying the movie’s DVD. A service object needs three pieces of information:

- a URL of the Web service one wants to use,
- a SOAP message that contains the request to the Web service, and
- a definition of the result elements.

A service object declaration can be embedded as a part of every other element. If a unit is navigated to (“created”), first the service objects will be executed. The results of the service object will either be directly integrated into the AM and treated as such, or the result can be bound to variables. Service objects can use unit variables in their calls.

### 3.5 Presentation Model

The PM is defined by means of so-called regions and relationships between regions. Regions are abstractions for rectangular parts of the user display and thus they satisfy browsing platform constraints. They group navigational units from the AM, and like navigation units, regions can be defined recursively. They are further specified by a layout manager, a style, and references to the navigational units that they aggregate. We note that the usage of layout managers was inspired by the AMACONT project’s component-based document format [Fiala et al., 2003], adopting its abstract layout manager concept in the Hera-s PM. As will be explained later (Section 4.5), this enables to use AMACONT’s flexible presentation capabilities for the generation of a Web presentation.

Figure 3.6 shows a visual excerpt of a PM for the running example, i.e. the regions associated to the ‘MovieUnit’ navigational unit and its subregions.

The ‘MovieUnit’ navigational unit is associated with the region called ‘MovieRegionFull’. It uses the layout manager ‘BoxLayout1’ for the arrangements of its subregions (‘MovieRegionLeft’ and ‘MovieRegionRight’), and the style given by ‘DefaultStyle’. ‘BoxLayout1’ is an instance of the layout manager class ‘BoxLayout’ that allows to lay out the subregions of a region either vertically or (as in this case) horizontally. The style describes the font characteristics (size, color), background (color), hyperlink colors etc. to be used in a region. The definition of styles was inspired by Cascading Style Sheets (CSS) [Bos et al., 2011]. We chose to abstract the CSS formatting attributes because (1) not every browser supports CSS at the current moment and (2) we would like to have a representation of the style that can be customized based on user preferences.
Both ‘MovieRegionLeft’ and ‘MovieRegionRight’ use ‘BoxLayout’ with a vertical organization of their inner regions. For the ‘title’ and ‘year’ attributes ‘BoxLayout4’ is used, which specifies a horizontal arrangement. For ‘photo’, ‘description’, the region containing the names in the cast, ‘status’, ‘official_site’ and ‘trailer’ it is used ‘BoxLayout5’ which states a vertical arrangement. The names in the cast are organized using ‘GridLayout1’ (an instance of the layout manager class ‘GridLayout’), a grid with 4 columns and an unspecified number of rows. The number of rows was left on purpose unspecified as one does not know a priori (i.e. before the presentation is instantiated and generated) how many names the cast of a movie will have. The regions that do not have a particular style associated with them inherit the style of their container region. Note that in Figure 3.6 we have omitted constant units (e.g., ‘(‘, ‘)’, ‘Cast’, etc.) in order to simplify the explanation.

Besides the layout manager classes exemplified in Figure 3.6, the definition of PM supports additional ones. ‘BorderLayout’ arranges subregions to fit in five directions: north, south, east, west, and center. ‘OverlayLayout’ allows to present regions on top of each other. ‘FlowLayout’ places the inner regions in the same way as words are placed on a page: the first line is filled from left to right and the same is done for the second line etc. ‘TimeLayout’ presents the contained regions as a slide show and can be used only on browsers that support time sequences of items, e.g., HTML+TIME[Schmitz et al., 1998] or SMIL[Bulterman et al., 2008]. Due to the flexibility of the approach, this list can be extended with other layout managers that future applications might need.

The specification of regions allows defining the application’s presentation in an implementation-independent way. However, to cope with users’ different layout preferences and client devices, Hera-S also supports different kinds of adaptation in presentation design. As an example, based on the capabilities of the user’s client device (screen size, supported document formats etc.), the spatial arrangement of regions can be adapted. Another adaptation target is the corporate design (the “look-and-feel”) of the resulting Web pages. According to the preferences and/or visual impairments of users, style elements like background colors, fonts (size, color, type), or buttons can be varied. For a thorough elaboration of presentation layer adaptation the reader is referred to [Fiala et al., 2004].
3.6 Implementation

Different from previous versions, the Hera-S implementation called Hydragen concentrates on the application model level. For data management Hydragen mainly relies on Sesame. On the front end, Hydragen provides a simple presentation generation module, but this can be easily replaced by a specialized front end as will be shown in Chapter 4.

Hydragen is composed of two main components: the HydragenCore and HydragenWeb. HydragenCore encapsulates the core engine functionality. For each request of a NavigationalUnit it is able to generate a new AMP. HydragenWeb on the other hand is implemented via a Java Servlet, which forwards requests to HydragenCore and transforms the generated AMP by applying XSLT transformations into an HTML response, i.e. HydragenWeb acts as the presentation generator of the Hydragen framework. In principle, the format of response is decided by XSLT specification used for presentation generation. The information flow between these components is depicted in Figure 3.7.

Figure 3.8 depicts the HydragenCore class diagram (abstracting away some of the lesser important classes and methods). In the execution phase, the HydragenWeb servlet receives an HttpServletRequest everytime the user executes a navigation action (e.g. click a link, submit a form etc). The request is in the form of a URI along with a set of parameters. The parameters passed with the request are retrieved, and stored in an internal data-structure (a TreeMap) along with their corresponding values. The URI of the requested NavigationalUnit comes as value of a predetermined HttpServletRequest parameter - URI. Since during generation of HTML response, some encoding is done for URI’s that are generated as part of response, the parameters need to be decoded before being stored and passed on to the CoreEngine for request handling. A typical example of a URL request for a NavigationalUnit would appear as:

```
http://localhost:8080/herasWeb/HydragenWeb?
URI=http://wwwis.win.tue.nl/~hera/Hera-S/imdb_am.owl^LoginUnit
```

The ‘generateAMP()’ method from the CoreEngine class is responsible for processing the request for a specific NavigationalUnit and generating the corresponding AMP in a session specific file. The CoreEngine forwards the ‘generateAMP’ request to the ‘AMParser’ class which initializes query transactions with the AM, DM and Content repositories before processing the request further. The AMParser then initializes the AMP output file as an RDF file. Although a request is always for a specific NavigationalUnit, the application meta-model allows a NavigationalUnit to contain more NavigationalUnits and in order to distinguish between handling of the root NavigationalUnit and the internal NavigationalUnits, the ‘handleRootUnit’ method is called. To give an idea of the unit handling process consider the activity diagram in Figure 3.9.
Since Hydragen supports creating new nodes, deletion and update of statements, the statements that are generated/modified during processing of a NavigationalUnit are captured in a set of internal lists: an ‘add_list’, ‘delete_list’ and ‘amp_list’. As a last step before dumping the AMP to a file, these modifications are submitted. The addition and deletions (from the add_list and delete_list) are submitted to Sesame, while the AMP statements (from the amp_list) are first stored locally in the session specific context of the AMP repository for performance reasons. Afterwards the contents of that session context of AMP repository are also sent to the Sesame server.

Hydragen does include some model checking facilities. Model checking can be used to check things like if the content adheres to the its DM definition. But it can also be used to check if the AM satisfies certain conditions, like that is has a starting unit, it lacks a cyclic sub-unit structure, etc, to ensure that the AM produces a meaningful Web application. Model checking is implemented by using Pellet[Sirin and Parsia, 2004]. Pellet is an open source OWL DL reasoner in Java. It is flexible and has a reasonable performance and can be easily configured and extended to do various static or run-time model checking activities.

HydragenWeb is deployed as a Web application on a servlet container such as Apache Tomcat. In addition, the Sesame server and Sesame Web-client also need to be installed (though, possibly on a different machine). Sesame must then be configured to contain the data definitions and (possibly remote) data. All paths to application, data and context servers and initialization options can be configured by using the Hydragen Configuration File. Sesame allows setting up of several properties of the repository such as use of inference layer, type of storage, persistence, etc.
Figure 3.9: Activity Diagram for handling Units

3.7 Summary

In this chapter we discussed the revised version of the Hera methodology, called Hera-S. Progress was made by making Hera-S more flexible than previous incarnations, by relying on runtime querying of both models and data by using Sesame. Sesame can act as a data mediator and query external data outside of Hera-S’ control and mix this with locally updated data by Hera-S. The Hera-S engine, called Hydragen, has focussed its attention to application modeling. Both back end (e.g. data integration) and front end (e.g. presentation generation) processes can be plugged in by specialized engines, which allows us to utilize their specific strengths.

Hera-S came with a new AM structure, which we described in detail. We described core functionality like units, attributes and relations, we also described conditional adaptation and additional constructs like forms, scripts, etcetera. We also described the Hera-S presentation model, which we will discuss in more detail in the next chapter. Finally we described some of the implementation details of Hydragen engine.
Chapter 4
Extending Hera-S

This chapter presents a number of extension points of Hera-S. We will discuss the steps needed to allow for data integration in Hera-S, more of which we shall see in the following chapters. Next are the Hera-S graphical builders which support designers to (graphically) design domain, context and application models. Similarly, we will look at maintainability and separation of concerns by using aspect-orientation in Hera-S. We offer mechanisms that allow to insert functionality that changes the entire application independently of the application model, for example for adding application-wide adaptation to mobile devices. After presenting a simple approach for Hera-S presentation model before, in this chapter we present an implementation that uses the external and specialised AMACONT engine to do the presentation generation phase.

4.1 Introduction

Chapter 3 described the core Hera-S framework. In this chapter we look at several natural extension points, with which we also demonstrate the flexibility and extendibility of Hera-S. First we discuss how data integration fits together with Hera-S in Section 4.2. Next, we describe a graphical toolset for building DM and AM models in Hera-S in Section 4.3. In Section 4.4, we discuss maintainability and how we implemented an aspect-oriented approach for separately implementing pervasive features that influence the entire Web application. Another important aspect is the actual presentation generation. In Section 3.5 we described the PM, while in Section 4.5 we discuss an implementation of the presentation generation component that uses the specialised AMACONT framework, with an advanced PM approach. This presentation generation component can also use aspect-orientation and we describe the use of external semantic information for improving personalisation.

4.2 Data Integration in Hera-S

An interesting feature of Semantic Web languages is that it allows to interlink datasets by using URIs as global identifiers. This allows people to point to elements in datasets that they actually do not control by linking to these URIs. Because links are the only way to relate concepts there is afterwards no real difference between links within a dataset or links between datasets. These links thus allow applications over these domains to navigate the combined dataset as one.
As an example consider Figure 4.1. It is clear that different descriptions, e.g. one that describes movies and one that describes cinemas, describe a lot of different things but can have also some things in common. In this case the movie domain descriptions describe a lot of information about movies, while the one for cinemas shows some of the cinemas that show these movies. This is a clear example of overlapping domains. Consider also the example in the same figure of overlap between cinemas and restaurants. They mostly describe very different things, but can also share things such as information about how they might be situated in the same geographical location. By combining these three domains we can effectively start answering questions like ‘Which cinemas show ‘the Matrix’ this evening and are within 500 meters from a Greek restaurant?’.

Now, suppose we have a two or more related domain datasets, an important question to answer is how do we integrate them using Semantic Web techniques. Generally, the following steps have to be taken:

1. For the datasources that are not yet expressed in RDF, either convert them into RDF, e.g. using one of many RDFizers\(^1\), some other converter, or use a wrapper that allows SPARQL querying over, for instance if it is in a relational database [Thiran et al., 2005].

2. Link overlapping knowledge concepts between sources and indicate which elements in the different datasources are the same.

3. Provide a ‘seamless’ platform that allows to query the combined datasources in a single query.

Many solutions already exist for the first of these steps. We will look at steps 2 and 3. Let us first consider step 3. Suppose that we have a number of interlinked datasources. How can we make them available to the user in one integrated view? The simplest solution would be to retrieve all of these datasources as RDF files and put them in one RDF-database like Sesame. Actually, any RDF-database is capable of storing all of these RDF files. This solution is rather inflexible, however, especially if you consider that some sources might not be controlled by the designer and change rapidly over time. Or consider that you might actually want to store different sources separately, specially for performance reasons.

Sesame\(^2\) does offer an answer for this issue. Figure 4.2 contains the layered architecture of Sesame. The Sail API defines a set of interfaces for RDF stores and inferencers. It

\(^1\)[http://simile.mit.edu/wiki/RDFizers](http://simile.mit.edu/wiki/RDFizers)

\(^2\)[http://www.openrdf.org](http://www.openrdf.org)
allows designers to write custom storage mechanisms by implementing an interface that allows Sesame to send queries to it. This does not only allow for specialized local storage mechanisms, but for example also for the possibility to define external datasources. Sail also provides a custom inference mechanism via a specific Sesame rule language which allows designers to express a set of axiomatic triples and inference rules.

The Sail layer expects querying and (optionally) storing and inferencing directives of how to connect with a new datasource. It is left over to storage mechanism to take care of creating search indexes for the data. This has a drawback in terms of speed, e.g. when combining several datasources there is no overall index that knows which data is where. This means that generally all queries will have to be sent to all underlying sources and the results have to be retrieved and combined locally. This can introduce serious performance issues when combining several large sources that are not solvable by Sesame. Therefore we made a start at looking at strategies for using several datasources with the explicit purpose of efficiency and improving performance [Bellekens et al., 2008; Verheijen, 2008]. In the first of these papers we presented a specific solution for the SenSee TV-recommender (refer to Section 6.2) where we also developed a number of general guidelines for speeding up large integrated RDF datasets. Verheijen’s Master thesis was an introductory study into high performance for querying distributed RDF-databases, which would be an interesting starting point for future work. To keep this PhD-thesis focused it was chosen to not go into detail of these studies here.

Instead, this thesis focuses more on the second step, namely linking overlapping knowledge concepts. We quickly found that this is not a Hera-S specific issue, but a general issue that is relevant for a large domain of Semantic Web applications. Therefore, in Chapter 5 we will specifically look at this generic issue and in the following chapters we will show how our solution to this issue can be used to improve applications in various domains.

### 4.3 Model Builders

In most RDF serializations it can become difficult to see which structures belong together and what the general structure of the document is; especially if the documents get larger. This also applies to the Hera-S models and has the consequence that manually creating
them can become error-prone. It is therefore beneficial to offer the designer tool-support for creating those models graphically. Figure 4.3 is a screenshot of Hera-S Studio. Hera-S Studio contains a domain, context and application model editor in which the designer can specify the models in a graphical way.

Note that Hera-S Studio is not a general purpose OWL or RDFS-editor like for instance Protégé, rather a custom-made version specialized for Web applications designed through Hera-S models. In the DM-editor (figure 4.4), designers can define classes and object properties between those classes. For every class a number of datatype properties can be
given that have a specified media type (e.g. String, Image etc). Furthermore, inheritance relations for classes and properties can be denoted. In addition, instances of the classes and properties can be specified. Note that if more complex constructs are needed, the designer could also use a general purpose OWL or RDFS editor like Protégé. The DM-editor can also be used to create CM-models as these are identical from a representation point of view.

The AM-editor provides a graphical way for specifying an AM (figure 4.5 gives an example). It specifically allows organizing the units and the relationships between them. Per unit, elements can be defined and displayed. Units and elements can be dragged and dropped and connected with other units. Selected elements on the canvas can also be copied and pasted. Detailed information in the models like queries is hidden in the graphical view, and can be configured by double-clicking the elements. For the simpler constructs, the editor provides direct help: for example when defining a datatype property, the editor gives the designer a straightforward set if choices out of the (inherited) datatype properties of the underlying context and domain models. However, for the more complex constructs, the designer has the freedom to express his own queries and element properties. In addition, the designer can control the level of detail of the model to get a better overview of the complete model.

Hera-S Studio is a Java program. Its data is stored in an XML format that not only stores the used elements, its properties, associated queries and conditions and the connections between the elements, but also the size and position of the different elements. Next to that, it maintains the connection between elements in AM and DM via the simpler query constructs (i.e. constructs refering to single datatype properties). This means that if a designer chooses to change the DM and deletes a property that is used in
the AM he will be notified by the program. Hera-S Studio also has some modest model checking capabilities using the Pellet [Sirin and Parsia, 2004] library that we also use inside Hydragen. It can do some basic consistency checks and find logical errors in the DM model. Next to that it checks for dead-ends and consistency in the AM. Resulting DM, CM and AM models can be exported to their RDF(S) and OWL equivalents that can be used in the Hydragen-engine. Next to that, it can be configured to directly contact a Sesame server and remotely upload or update the models that are used by the Hydragen engine.

4.4 Modeling Aspects in Hera-S

4.4.1 Introduction

Adaptation support in Hera-S, as detailed in Section 3.4.2, is based on conditional element inclusion. The conditions can be either integrated using an ‘if-then-else’ construct or by directly integrating the conditions in the SPARQL expressions underlying every element of the Application Model, making the instantiation of the particular AM element dynamic. If the condition references the CM (denoted by the “cm:” prefix), it thus expresses user- or context-dependency, and so the resulting Web application becomes adaptive to the current user or context. As an example, reconsider the ActorUnit from Section 3.4.2, and imagine we don’t want to display the actor’s picture when the user is using a small-screen mobile device that has a horizontal resolution of 800 pixels or less, and furthermore imagine the desire that actor movies are only shown when the actor is in the user’s favorite actor list. The ActorUnit would then look as follows (for clarity, the adaptation conditions that were added are shown in bold; non-altered parts were omitted):

```
:ActorUnit a am:NavigationUnit ;
   ...
   am:hasAttribute [rdfs:label "Photo" ;
                     am:hasQuery "SELECT ?P
                                 WHERE {$A imdb:actorPhoto ?P .}
                                   {$U cm:userDevice ?device .
                                   ?device cm:hres ?horresolution .
                                   FILTER (?horresolution > 800)}"
                     ] ;
   am:hasSetUnit [rdfs:label "Movies Played In";
                 am:refersTo MovieUnit ;
                 am:hasQuery
                 "SELECT ?M
                  WHERE {?M a imdb:Movie;
                              imdb:movieActor $A .}
                 {$U cm:favActor $A .}"
                 ] .
   ...
```

It shows that using SPARQL, arbitrary user or context conditions can thus be written into any regular selection query present in the AM. While SPARQL is both versatile and
expressive and therefore allows arbitrary and powerful personalization, inherently the way in which adaptation is specified in the global Web application design suffers from some drawbacks:

- **Adaptation specification is localized**: In the above example, we restricted the display of pictures from actors. However, adaptation is typically not localized: for example, for small-screen users it makes more sense to eliminate all pictures from their application instead of only actor pictures. While certainly possible with the above approach, it would require restricting all pictures, wherever their appearance is specified in the AM. This forces the designer to (manually) identify all attributes of units in the AM where pictures are shown, and subsequently alter the corresponding queries in all these units.

- **Adaptation specification is hard-coded**: as mentioned in the example of the previous bullet, the designer needs to identify (over the entire AM) which queries will return pictures, and subsequently alter these queries. The adaptation specification is thus hard-coded and not re-usable. Furthermore, when extending the AM later on (for example, by adding songs or games to the Web site) and possibly introducing new pictures, these pictures would still be shown to the user, unless adaptation conditions are also (manually) added for these new parts of the AM.

- **Semantic information is ignored**: valuable semantic information, present in the Domain Model, is ignored. For instance, in the previous example of omitting pictures for small screen users, the semantic (type) information for media elements (present in the DM) could be exploited to automatically select all pictures. Instead, it is left to the designer to interpret which queries involve pictures.

- **Global (structural) properties are not usable**: because adaptation conditions are limited to one particular element (i.e. integrated in a particular query), they cannot express restrictions based on several elements or, more general, on global properties of the AM. For example, expressing that pictures can be shown to small screen users, but only on pages where no other pictures appear, is currently impossible.

The above problems leave room for human error, with possible inconsistencies in the adaptation behavior as a result. Additionally, adaptation engineering is also totally intertwined with the (classical) Web engineering (concerns), complicating the overall design.

A more systematic and high-level approach, treating adaptation as a design concern in its own right, is thus called for. We address this issue by presenting an aspect-oriented and semantic-based approach for adaptation specification. Our approach effectively separates adaptation engineering from (regular) Web engineering, and tackles the fact that adaptation concerns are typically spread over the entire Web application. In order to add strength, flexibility and robustness to the adaptation specification, we exploit the valuable semantic information typically present in the underlying domain, in addition to (global) structural properties of the Web application.

### 4.4.2 Related work

As mentioned, adaptation design is typically spread all over the Web application design. A similar observation was made in the programming community. When studying certain design concerns, it gradually became clear that some concerns cannot be localized to one
particular function or module. A clear example is logging, the code of which is typically spread over the entire application code. Such a concern is called cross-cutting. The answer of the programming community to address such a concern while maintaining good abstraction and modularization is aspect-orientation [Kiczales et al., 1997]: instead of duplicating the required logging code in different places in the application code, it is specified as an aspect. An aspect consists of a pointcut and an advice. The pointcut performs a query over the programming code, selecting exactly those locations where the cross-cutting concern comes into play. The advice consequently specifies which action should be taken whenever this cross-cutting concern is detected (i.e. which piece of code should be ‘injected’). Exactly the same paradigm can be applied for adaptation specification: some (adaptation) action(s), i.e. the advice, is typically required to be in multiple places in the Web application, i.e. the pointcut. The pointcut will thus consist of a query over the AM, selecting exactly those elements which require an action to be taken for adaptation. The action itself will typically consist of injecting adaptation-conditions to particular places selected by the pointcut. However, we will not limit ourselves to only adding adaptation-conditions. In fact, as we will see, an adaptive action will consist of an arbitrary transformation applied to the AM elements selected in the pointcut, and will thus also allow adding, deleting or replacing elements, based on a certain (context- or user-dependent) condition.

Some related work has also been done on aspect-orientation in other MDWE design methods. In the context of UWE (refer to Section 2.3.3), aspect-orientation has been used to specify some specific types of adaptive navigation [Baumeister et al., 2005], namely adaptive link hiding, adaptive link annotation, and adaptive link generation. However, our approach as will be described below, is on a different level of granularity. Instead of very specific types of adaptation like link hiding, we will focus on more flexible arbitrary transformations both influenced by design time and runtime information. Also, the approach in [Baumeister et al., 2005] uses manual pointcut specifications, where we will focus on an approach that is completely abstracted from the application model. Another approach of aspect-orientation in MDWE was found in WebML. [Schauerhuber et al., 2007] describes the extension of WebML with aspect-oriented techniques. That research was initiated and performed independently and in parallel to our work as detailed below. In order to extend WebML with aspect-orientation the original WebML language was re-modeled (with some changes) in UML, so classical aspect-oriented tools and techniques could be used. Much as in our approach adaptation specification was separated from the regular design using aspect-orientation. However, this approach does not combine semantic information with aspect-orientation, which, as we will show, provides additional strength for our approach. Also, it is not able to taken into account global application properties when selecting elements, which, as we will also show, can help to provide for more flexible, robust and reusable adaptation aspects.

4.4.3 Aspect-Oriented Adaptation Engineering

As part of a collaborating effort [Casteleyn et al., 2009] we devised own our aspect language named Semantics-based Aspect-Oriented Adaptation Language (SeAL), which is custom-made to provide adaptation support in the context of Hera-S. Such languages, specifically aimed at supporting certain tasks in a specific domain, are called domain-specific languages [van Deursen et al., 2000]. Their advantages are well-documented, and clearly motivate our choice for a newly designed language here, as opposed to using a general-purpose language. Most important benefits are reduced complexity (constructs take into account
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the peculiarities of Hera-S models, and thus allow easy and quick access and handling of these models) and ease of use (domain experts may readily understand and use our domain-specific language, and do not need to learn a more complex general-purpose language).

We will now describe the most important constructs in the SeAL language.

**Pointcuts**

Pointcut expressions select exactly those elements from the Application Model where adaptation needs to be inserted. The basic pointcut statement selects all AM elements. All subsequent language constructs restrict (condition) this selection in some way.

Using the *type* construct, selection of elements is restricted to those of a certain type. The type can refer to every element of the AM metamodel, e.g. “NavigationUnit”, “subUnit”, “Attribute”, “NavigationRelationship”, “Query”, etc. Elements of different types may be selected by specifying all desired types, separated by a “,”. Typical examples include:

- ; (selects all AM elements)
- *type NavigationUnit, subUnit*; (selects all units and sub-units)
- *type Attribute*; (selects all attributes)

Next to restricting the element selection according to type, it may also be restricted according to name, value (a property of an AM-element should have a certain value), aggregation (an element contains another element, or is contained in another element), or aggregate function (using a numerical condition on the amount of contained elements, specified using count). The navigational structure of the AM can also be exploited to restrict element selection: for relationships, restrictions on the target may be specified (using refersTo), while units can also be selected based on the navigational relations between them (besides refersTo and subUnit constructions also the inverse of these relationships). Where appropriate, string pattern-matching is allowed when conditioning values. Logical expressions may be negated or combined using logical conjunction or disjunction; parentheses are used to alter default logical operator precedence. Typical examples include:

- *type NavigationUnit or type subUnit*; (select all units and sub-units; this in fact is equivalent to a previous example, namely “type unit, subUnit”)
- *type NavigationUnit and hasAttribute “name” “movie*”; (selects all units that have a name that starts with “movie”)
- *type subUnit and contains (2 < count(type Attribute) < 5);* (selects all sub-units which have between 2 and 5 attributes specified)
- *type Attribute and containedIn (type NavigationUnit and contains (type Attribute and hasLabel “title”));* (selects all attributes contained in a unit, which has an attribute labeled “title”; note that ‘contains’ and ‘containedIn’ are special aggregation keywords)
- *type NavigationRelationship and from (type NavigationUnit and contains (count(type NavigationRelationship) > 3));* (select all relations which originate from a unit containing more than 3 relationships; note that ‘from’ is again a special keyword indicating reverse links)
• *type NavigationUnit and refereesTo* (*type NavigationUnit and contains* (*type tour*));
  (selects all units containing a relationship that navigates to a unit containing a
  guided tour)

• *type NavigationUnit and from* (*type NavigationUnit and hasName* "movie");
  (selects all units to which a(n) relation points to, navigating from a unit with a name
  containing “movie”)

SeAL also supports calls to the native underlying query language (SPARQL) to retrieve
AM elements. This support has been provided so that the expert user can still specify
intricate queries that exploit the full expressiveness of SPARQL (and of which the semantics
are not expressible in SeAL). Such queries can be specified by using the ‘< SPARQL’
keyword at the beginning of a pointcut specification. A trivial example includes:

  FILTER (?L = 'title')};
  (selects all attributes with a label “title”)

The < SPARQL > construct can also be used to query the DM. In this way semantic
information from the DM can be exploited to retrieve relevant elements from the AM,
using SPARQL as the native query language to access the DM. For example, to select
all subunits whose corresponding domain concept (e.g. person, movie) is connected via a
property to an age rating:

• *type subUnit and hasInput in* [< SPARQL > SELECT ?I WHERE {imdb:hasAgeRating
  rdfs:domain ?I}];

This condition selects subunits with an input variable type that appears in the domain
of the imdb:hasAgeRating property. The square bracket notation is used to indicate a DM
query.

Note that this pointcut effectively exploits domain knowledge, and alleviates the burden
of the adaptation engineer to (manually) find out which domain concepts have an age
rating specified. Such a pointcut cannot be specified using AM information alone, unless
the designer explicitly made sure the AM rigorously “marks” the places to be selected in
the pointcut. Naming conventions such as adding a label named “age-rating” could for
example do this. In that case, the following pointcut would achieve the desired result:

• *type subUnit and contains* (*type Attribute and hasLabel “age-rating”);

Advice
Advice specifies exactly what needs to be done to the element(s) selected in the pointcut.
SeAL supports adding conditions, as is commonly done in many approaches, yet also
allows arbitrary transformations of (elements of) the AM.

Conditioning elements is the common way of adapting. Conditions (condition expres-
sions) typically reference the context data to express a kind of context or user-dependency.
In analogy with Hera-S notational conventions (see chapter 3), referencing the user’s
context is done using the “cm:”-prefix; more specifically, the current user node is used as a
starting point to navigate through the context data. Analogously, referencing the domain
data is done using the namespace-prefix from the Domain Model (e.g. “imdb:”); in this
case, the domain resource(s) corresponding to the element(s) selected in the pointcut is
used as a starting point for navigation. Navigation through the data can be done using the
“.”-operator: for example, imdb:hasAgeRating.minAllowedAge returns the minimum age of a domain resource corresponding to an (AM) element that was selected in the pointcut. Note that by just providing the CM namespace prefix (e.g. “cm”), the user (node) can be referenced directly. Using “this” in the pointcut allows to explicitly reference the elements selected in the pointcut. Both are illustrated in the third example below.

As usual, condition expressions can be combined using logical conjunction, disjunction or negation, and can have parentheses altering the standard operator precedence. The semantics are such that depending on the truth value of the condition, the particular element is then shown or not. In adaptation engineering the most common practice is to include (add) conditions when a new adaptation concern is considered. Typical examples include:

- **ADD CONDITION cm:age >= 18**; (adds a condition to the elements selected in the pointcut denoting that the age of the user should be 18 or above, i.e. user is not a minor)
- **ADD CONDITION imdb:hasAgeRating.minAllowedAge <= cm:age**; (adds a condition to the elements selected in the pointcut which specifies that the age of the current user should be higher than the minimum allowed age for these elements).

Note that in the ‘ADD’-part of the above example, navigation starts from the elements selected in the pointcut, while the actual condition specifies navigation in the context data (denoted by the “cm:” prefix) for the current user. In some cases, this notation will be insufficient. For example, consider the following case where we do not want to show elements for which the current user has given a low rating. Using only the constructs introduced above, this would result in:

- **ADD CONDITION cm:givenRating.about != this or cm:givenRating.rating > 5**; (adds a condition to the elements selected in the pointcut, stating that either the user has not yet given a rating to this resource, or that the user gave a rating over 5)

It can be seen that the above condition is flawed, because it states that the user either never rated the resource or that a(ny) rating over five was given: the rating could belong to a completely different resource. Therefore, it has to be checked whether the rating that is being checked actually belongs to the resource in question (i.e. resource returned by the query). In order to combine several checks in one navigational path, we use the ";" notation:

- **ADD CONDITION not cm:givenRating.about = this; rating < 5**; (this condition states that in case the user has entered a rating for the resource, that rating should not be below 5)

(New) elements can be added to the elements selected in the pointcut if a certain condition is fulfilled, or existing elements selected in the pointcut can be deleted. When adding elements, plain RDF(S) elements can be added (the designer is responsible for validity), or it is possible to use ADD something statements where something is any of the AM elements. Typical examples include:

- **if (cm:age < 18) { DELETE }**; (simply deletes the elements selected in the pointcut if the current user is a minor, i.e. cm:age < 18)
• if (cm:bandwith >= 1000) \{ ADD Attribute containing rdfs:label "Trailer", hasQuery "SELECT ?T WHERE \{ \$var a imdb:Movie; imdb:movieTrailer ?T . \} \}; (adds, to the element(s) selected in the pointcut (movies), an AM-attribute showing the trailer, with the label “Trailer” and the corresponding query, if the user’s bandwidth is above 1000 Kbps)

(Parts of) existing elements selected in the pointcut can also be replaced, if a certain condition is fulfilled. Only the explicitly specified parts of the elements are replaced; parts which do not appear in the replace-statement are simply copied. As with the pointcut expressions, pattern matching symbols may be used to match (part of) the element to be replaced (see the first example below). Typical examples include:

• if (cm:userDevice = "mobile") { REPLACE refersTo :LargeUnit BY refersTo :SmallUnit; }; (if the user uses a mobile phone, let relationships/subunits refer to a smaller version of the unit)

• if (cm:userDevice = "mobile") { REPLACE subUnit BY NavigationRelationship; }; (replaces the subunit elements by navigational relationships, i.e. part of the content of a page is shown on a separate page)

An arbitrary number of adaptation actions and conditions can be combined in a single aspect advice, as to avoid having to specify multiple aspects with the same pointcut.

Some Examples

Given the description of pointcuts and advice in the previous sections we can now consider some examples for our movie application. For each example, we will first state the adaptation requirement, and subsequently formulate the adaptation aspect realizing this requirement, followed by a small explanation. We will gradually show the strength of our approach, and illustrate and motivate how we benefit from our aspect-oriented approach, and how we exploit semantic information and structural properties of the AM when specifying adaptation aspects.

We start off with a simple adaptation requirement, affecting only one particular element in the design: “For users who specified that they do not want any spoilers, don’t show the plot outline for a movie.”

POINTCUT: rdfs:label "Plot" and containedIn (type NavigationUnit and hasName :MovieUnit);
ADVICE: ADD CONDITION cm:spoilerInfo = true;

The pointcut selects the AM-element (in our case an attribute) which is labeled “Plot” and is contained in the “MovieUnit” unit. The advice adds the relevant condition to only show this “plot” attribute if the user doesn’t mind spoilers (i.e. cm:spoilerInfo = true). This first example is somewhat trivial, and corresponds to typical condition-based approaches: the desired adaptive behavior is specified on one particular attribute from a specific unit. If this is our only adaptation need we might as well integrate this in our original AM. However, imagine there is another movie unit present in the AM (e.g. an elaborated version), which also shows the plot. In this case, another aspect specification would be required to also restrict visibility of this plot information, similar to typical condition-based approaches which require manual specification of conditions on all affected elements. The only advantage we have gained here is the fact that our adaptation specification is separated...
from the (regular) Web design; for the rest, the same drawbacks as for condition-based approach exist.

The use of aspect-orientation becomes clearer if we look at more advanced examples. For example, consider that we want to restrict the navigation for non-registered users to top-level links.

**POINTCUT:** type NavigationRelationship
and from (type subUnit) and to (type NavigationUnit);
**ADVICE:** ADD CONDITION cm:isRegistered = true;

This pointcut selects all relationships, i.e. links, which originate from a subunit and target a unit. The advice indicates to add to these relationships the condition that the (current) user should be registered. Thus, the above adaptation aspect will present the non-registered user with a restricted view on the Web application: only top-level links (i.e. those appearing in units) will be shown, any link that originates from a sub-unit and targets a top-level unit, and thus typically presents an elaborated view on the particular concepts represented in the sub-unit, will be hidden. This adaptation concern is clearly cross-cutting: it is not localized, yet spread over the entire AM. In our movie application execution of the advice affected fifteen sub-units linking to top-level units. Note that this adaptation aspect exploits the structural (i.e. navigational) properties of the AM, yet is perfectly re-usable over (different) Web applications, as the adaptation is not specified in an application-specific way.

The previous example basically hides links according to a specific property of the user as stored in the Context Model. Many web applications use a slightly different pattern, namely showing the link but clicking it will lead to a registration page instead of the desired content. This adaptation requirement is depicted below.

**POINTCUT:** type NavigationRelationship and
from (type subUnit) and to (type NavigationUnit);
**ADVICE:** if (not cm:isRegistered) {
    REPLACE refersTo * BY refersTo :RegistrationUnit;
};

The pointcut remains unchanged, selecting all relationships originating from a subunit and targeting a unit. However, the advice doesn’t simply add a condition to the selected relationships. The actual adaptation that is performed is thus not filtering, as is typically done in condition-based approaches. Instead the advice replaces, if the user is not registered, the value of the ‘refersTo’ attribute (whatever it was) to the “:RegistrationUnit” unit, causing all selected relationships to be redirected to the registration unit. In this way, the elements of the AM are actually (conditionally) altered, completely changing their behavior.

The next example demonstrates exploitation of metadata present in the DM to perform cross-cutting adaptation. Here we try to make sure that we do not show any age-restricted information to minors.

**POINTCUT:** type subUnit and hasInput in
    [SELECT ?node1 WHERE {?node1 imdb:hasAgeRating ?node2}]
**ADVICE:** ADD CONDITION imdb:hasAgeRating.minAllowedAge <= cm:age;
The pointcut selects all sub-units that have as input a certain concept which has an “imdb:hasAgeRating” property specified in the DM (the latter part is represented by the native SPARQL expression). The advice adds a condition to these sub-units, denoting that they should only be shown if the age of the user (specified in the context data) is higher than the minimum allowed age (specified in the domain data) for that resource. Note that in this example, no specific AM elements are specified in the pointcut. In other words, at specification time, it is not known which elements will or will not have an ‘hasAgeRating’ property. Only at runtime it will be determined which elements correspond to concepts that have an ‘hasAgeRating’ property specified in the DM and subsequently the corresponding elements will be selected from the AM. This clearly illustrates that the burden of identifying the place(s) in the AM where a certain adaptation needs to be performed is alleviated from the application engineer. Instead, these places are specified in a declarative way, using semantic meta-data present in the DM. This adaptation aspect is rather robust. Even when new resources are added to the Web application (imagine for example that we also add games to our application), and therefore adding new units and/or sub-units describing these resources, the adaptation aspect will subsequently also identify these new resources and their corresponding sub-units, and restrict their access/visibility accordingly. This results in consistent adaptation throughout the application even when the application changes.

Finally, in the last example we will perform some adaptation based on a complex, global property of the AM and combine multiple advice actions and conditions in a single aspect. It models that for users who use a mobile device we move content from pages that are (too) large to dedicated pages and notify the user about this adaptation.

**POINTCUT:** type subUnit and contains (count (type Attribute) >= 10)

**ADVICE:** if (cm:userDevice.type = ‘mobile”) {
  REPLACE hasUnit BY hasNavigationRelationship;
  ADD attribute containing label "Adjusted to device!",
    query "SELECT ?L WHERE {?V a imdb:MobileImage;
        imdb:imageURL ?L}";
  if (cm:userDevice.screenSize < 250) {
    REPLACE refersTo :LargeUnit BY refersTo : VerySmallUnit;
  } else {
    REPLACE refersTo :LargeUnit BY refersTo : SmallUnit;
  }
};

The pointcut selects all subunits which have ten or more attributes (i.e. “large” sub-units). Firstly, the advice replaces these sub-units (actually their in-page occurrence) by relationships to the corresponding units, to avoid crowding small screens. In this way, users will only see information directly relevant for the current page, and be presented with links to related information instead of seeing it in-page. Secondly, the fact that adaptation to the user’s device has occurred is indicated by adding an attribute that displays an image of a mobile phone. Finally, the links of the relationships are replaced by links to smaller versions of the target page. If the screen is very small even smaller versions will be served.

Note that this adaptation aspect exploits characteristics of the entire AM, not just one single element, in this case the amount of attributes. We stress that this kind of behavior cannot be reached by current approaches which simply rely on specifying adaptation (conditions) to a single element. Furthermore note that the actual adaptation that is performed is not filtering (as is commonly done), but instead alters AM elements.
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The parser for the pointcut part of the SeAL language was constructed using the JavaCC parser generator\(^3\), while the Javacc JJTree tool was used to automatically generate AST (Abstract Syntax Tree) classes. This tool also provides support for the Visitor design pattern, which is used here to traverse the AST corresponding to a given pointcut expression. Each pointcut condition is translated into a SPARQL query that extract the elements from the AM that satisfy the pointcut conditions. The queries are sent to Sesame as Sesame is used in the Hydragen implementation to store all the models. Aggregate functions do not exist yet in the current SPARQL specification nor in Sesame’s current SPARQL implementation. This also holds for subqueries. Therefore, SeAL generates several SPARQL queries of which the result were post-processed in Java objects. This results in some possible performance penalties for pointcuts with big resultsets, which is not typical however. The result of this process is a set of RDF subgraphs stored in Java objects.

The implementation of the advice uses a similar approach: the JavaCC parser generator and the JJTree tool were used to generate AST classes. These classes allows us to rewrite the RDF graphs and the SPARQL queries (even though these are implemented as separate packages). The result of an advice is an RDF graph. This graph is used to update the pointcut result, i.e. the RDF subgraphs. This results in updated subgraphs that can be stored back into Sesame. Given that SPARQL nor Sesame natively support update queries, a proper update is done by first deleting the result subgraph and then storing the updated subgraph. Luckily Sesame has a rudimentary support for transactions, which allows for applying these updates atomically.

An important design decision had to be made concerning the execution time of the aspects. We finally decided to apply all aspects during runtime. This has some advantages and disadvantages. The advantage is that for aspects that use volatile information (e.g. from the CM or DM) always the most recent information is used. Especially for aspects that depend on the typically volatile CM, runtime evaluation is the only viable option. Another point of concern tackled by runtime execution is reversibility. Only applying aspects on runtime data and not the actual AM models allows to remove the aspects without the issue of reversing all AM data in Sesame. Disadvantages are however a performance penalty and the need to do some integration work to let Hydragen and SeAL work together. The advantages do outweigh the disadvantages, which is why we chose runtime evaluation. Some of the disadvantages could be alleviated by optimization techniques where aspects that influence only the AM are executed at compile time.

4.5 Presentation Generation

Hera-S’ main focus is on generating AMP’s (refer to Section 3.2). AMP’s contain a logical structure of the data that is to be presented to the users, but does not contain actual presentation details like ordering, style, etc. In Section 3.5 we presented a simple PM model which allows us to model presentation details for our Web application. However, Hera-S also allows other specialized components to take over this task. We chose to create an implementation using the AMACONT presentation engine [Fiala et al., 2003].

This approach aims at implementing personalized ubiquitous Web applications by aggregating and linking configurable document components. These are instances of an

\(^3\)http://javacc.java.net/
XML grammar representing adaptable content on different abstraction levels. As Figure 4.6 shows, components in AMACONT can be classified into three different layers, with an orthogonal fourth Hyperlink layer.

![Figure 4.6: AMACONT Component Model](image)

The most basic components stem from the bottom layer of Media Components. Examples of such elements are text fragments, images, CSS stylesheets and videos. Often there are fragments that are closely related and typically used in conjunction, like an image with a textual caption. By defining such semantic groups on the Content Unit layer of AMACONT, authors can structure their applications. Finally, there is the Document Component layer. It allows to structure a web application further by grouping Content Units into larger components and further into web pages. AMACONT allows arbitrarily complex subcomponents, so that authors have the freedom to organize their page structure in any way they want. Note that web pages in AMACONT can be either modeled by structuring one document accordingly or by splitting the definition up into a number of documents, similar to HTML files. Orthogonal to these three layers, the Hyperlink layer is spanned. Hyperlinks in AMACONT can reference components from all three levels. Thereby, it is easy to create a link starting from a composed page element. Links can target either an AMACONT file or an arbitrary component - or any custom URL. AMACONT also has an Eclipse-based authoring tool, the AmaArchitect, which is a graphical editor for creating presentation models.

Whereas the AMACONT document model provides different adaptation mechanisms, here we focus on its presentation support. For this purpose it allows to attach XML-based abstract layout descriptions (layout managers) to components. Document components with such abstract layout descriptions can be automatically transformed to a Web presentation in a given Web output format. The PM was specified by adopting AMACONT’s layout manager concept to the model level. This enables the automatic translation of AMP’s to a component-based Web presentation based on a PM specification. The corresponding presentation generation pipeline is illustrated in Figure 4.7.

In a first transformation step (AMP to Component) the AMP’s are translated to hierarchical AMACONT document component structures. Thereby, both the aggregation hierarchy and the layout attributes of the created AMACONT components are configured.
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Figure 4.7: The AMACONT Presentation Generation Pipeline

according to the PM configuration. Beginning at top-level document components and visiting their subcomponents recursively, the appropriate AMACONT layout descriptors (with adaptation variants) are added to each document component. This transformation can be performed in a straightforward way and was already described in detail in [Fiala et al., 2004]. The automatically created AMACONT documents are then processed by AMACONT’s document generation pipeline. In a first step, all adaptation variants are resolved according to the current state of the context model. Second, a Web presentation in a given Web output format, e.g. XHTML, XHTML Basic, cHTML or WML is created and delivered to the client. For example, Figure 4.8 is a screenshot of the movie Unit (example from Section 3.4.1) for the movie ‘The Matrix’.

Figure 4.8: AMACONT Presentation on a PC

The rules executed by AMACONT can also be parameterized by the adaptation context data containing up-to-date information on both the user and his browser device (client). AMACONT relies on CC/PP, an RDF grammar for describing device capabilities and user preferences [Klyne et al., 2004a], and its related specification UAProf [Wireless Application Protocol Forum, 2001]. Many devices send a URL containing a link to its CC/PP or UAProf profile. This profile contains some device capability characteristics that can be used for adaptation. Note that newer devices that have browsers that have extensive scripting capabilities typically do not send these profile links anymore. Instead a combination of Javascript and AJAX technologies could be used in the browser to obtain
the same information.

In this way, by setting up the right rules, AMACONT allows for adapting to the user context and associated preferences. For example, the following code depicts an excerpt from the adaptation context used in our example for a PDA. Figure 4.9 is the resulting generated presentation for a PDA.

![Figure 4.9: AMACONT Presentation on a PDA](image)

```xml
<AdaptationContextData>
  <Description ID="DeviceProfile">
    ...
    <Description ID="BrowserUA">
      ...
      <Description ID="Window">
        ...
        <InnerSizeX>1024</InnerSizeX>
        ...
        ...
      </Description ID="UnitVisited">
      <Unit.movie.imdb_ID1>true</Unit.movie.imdb_ID1>
      <Unit.movie.picture_ID3>true</Unit.movie.picture_ID3>
      ...
  </Description ID="DeviceProfile">
</AdaptationContextData>

4.5.1 Aspect-Orientation in AMACONT

AMACONT employs traditional AOP concepts: the base is a regular web application, that is, typically without adaptivity. On top of such existing web applications, authors can instantiate adaptation concerns (Figure 4.10) that group adaptation on a requirement-level. Typical examples of adaptation concerns are device independence, location awareness, internationalization or role-based access. Because concerns offer only a high level view, adaptation is further subdivided into adaptation aspects. These are medium-sized adaptation fragments that allow authors to impose an order on the weaving process, which is needed for a predictable result, as the weaving order generally plays a decisive role in AOP (e.g., see [Nagy et al., 2005]).
The smallest possible piece of adaptation is an advice. An advice describes how to transform a given component within an AMACONT document. To this end, they may instantiate adaptation patterns, i.e., reusable transformations that resemble typical adaptation techniques like the ones identified by the hypermedia community [Brusilovsky, 2007]. The adaptation patterns available to the author differ, depending on the adaptation concern he is working on. Several patterns have been implemented and are available for AMACONT users, e.g. first sentence elision, image rescaling or layout change for instant use. Still, authors are free to define their own patterns to achieve any adaptation effect they want. An advice also contains an adaptation precondition that specifies the circumstances under which to perform the transformation. Finally, an advice is connected to the web application via the pointcut. The pointcut, expressed in XPath, is a reference to one or more AMACONT components. Therefore, it is possible to easily apply one advice to an arbitrary number of components. An adaptation model based on aspects can be stored either for every AMACONT document or for the whole web application. The aspect weaver then has the task to merge this model with the base application.

For weaving aspects, AMACONT offers two general choices: weaving at design time and weaving at runtime. Design time weaving offers one obvious advantage: Because it is a one-time process of generating alternative variants, it creates only negligible overhead. Then, at run time the server only needs to decide which (pre-made) variant to choose for a user. However, the greatest disadvantage of design time weaving is the inability to cover dynamic adaptation. For example, it is not possible to insert a user’s name into the document, because that data is not known at design time. In contrast, run time weaving shows opposite characteristics: Working with dynamic data is no longer a problem, while the downside is that it requires weaving at every request, thus reducing performance. But weaving at run time offers some more advantages: depending on the server load, it becomes possible to “deactivate” costly aspects temporarily. Moreover, it is possible to create alternative aspect configurations that are chosen dynamically based on the context. For example, authors could model three different levels of location awareness and base the selection on whether the user is a paying customer. With aspect-oriented adaptation, web engineers are able to nicely separate adaptation from the rest of the web application.

For aspect-orientation, the document generation pipeline was extended by adding another transformation component before the adaptation transformer. This way adaptation aspects can be weaved at runtime, while still allowing authors to use the more generic static variants, which are then processed by the existing adaptation transformer. The aspect weaver takes as input an AMACONT document together with an adaptation description. It then tries to match the advice’s pointcuts as specified in the adaptation description with the components in the input document. The following code snippet shows an extract...
from the aspect-oriented adaptation definition, resizing all images in the navigation bar if the user accesses the application with his PDA.

<aspect id="RI1" concern="ResolutionIndependence">
  <advice>
    <pointcut>
      <condition>
        <adaptationclass>Device_PDA</adaptationclass>
      </condition>
      <target>
        <xpath>//*[@id="nav"]/aco:AmaImageComponent</xpath>
      </target>
    </pointcut>
    <pattern id="ReduceImageSizeByTranscoding">
      <parameter id="ratio">0.5</parameter>
    </pattern>
  </advice>
</aspect>

If a match is found, the advice’s transformation is executed, modifying the affected components. Every Advice is executed one after another, depending on the order specified by the author.

### 4.5.2 Semantics-Based Adaptation

One useful way for improving and making adaptation more sophisticated is to incorporate semantic web technology in AMACONT, allowing us to specify the meaning of the data by using meta-data and ontologies, and define their relationship. This enables applications to couple, exchange, and reuse data from different external data sources, including data resources on the Web. Consequently, this is useful to reduce the knowledge load for adaptation conditions, as well as to simplify queries, or even use knowledge that is not available at design time. The semantic web technology also makes reasoning about the data by applications possible, allowing the semantic gap between data to be bridged. Therefore, by exploiting the semantic web technology, AMACONT is able to provide adaptation in a richer and more flexible way (only somewhat related work we know of is [Krištofič and Bieliková, 2005]).

To illustrate the power of semantic-based adaptation consider the following example. Suppose we want to select the language in which we present pages in our application, based on where a user lives. In this way we could choose to give someone who lives in the Netherlands a Dutch version of the page, and other users the English version of the page. However, suppose we have a user model that contains the following location information about a user (in abbreviated Turtle syntax):

```
user:Kees :livesin _:cityX .
_:cityX a :city;
  :cityname "Eindhoven" .
```

In other words, we only know in this case that user “Kees” lives in a city called “Eindhoven”. The question is now where we get the knowledge from to understand that Eindhoven is in the Netherlands so that we should give user “Kees” the Dutch version of
the page. One possible solution would be of course to extend the user model so that it also contains the information that user “Kees” also lives in the country of Netherlands, and ask the user for this information. However, this would bother the user with additional questions while we could already deduce the country from the city if we would combine knowledge. Even though it might still be possible to ask the user in this concrete example, one can easily think of cases where this is not viable or even possible (e.g. if the information is not known at design time). Another possibility would be to extend the adaptation query with an enumeration of all Dutch cities, which obviously is also not really viable as it would be extremely laborious to write such queries and their performance would suffer dramatically. We take another approach by exploiting the knowledge of external ontologies to solve our granularity problem. Many of such ontologies are freely available on the Web and can be reused for our purposes. Consider the following aspect-oriented adaptation rule in AMACONT:

<aspect id="ML1" concern="Internationalization">
  <advice>
    <pointcut>
      <condition>
        <aada:Sparql>
          SELECT ?country
          WHERE { $CurrentUser :livesin ?country .
            ?country a :country ;
            :name "Netherlands" . }
        </aada:Sparql>
      </condition>
      <target>
        <xpath>//AmaTextComponent</xpath>
      </target>
    </pointcut>
    <pattern id="ReplaceComponentByName">
      <parameter id="replacePattern">nl/%name%</parameter>
    </pattern>
  </advice>
</aspect>

This aspect-oriented adaptation condition expresses that if the user is from the Netherlands (denoted by the SPARQL query to the user model), we want to replace all (English) text elements by their Dutch translation (with path nl/%text%). If the user is not from the Netherlands we just present the default English text (and thus do not adapt anything). Please note here that $CurrentUser is an AMACONT variable (denoted by the $-sign) that is substituted at run time with the actual identifier for the current user. We now have to deal with the fact that the {geo:livesin ?country} pattern is not in our user model. Therefore, we first select an appropriate ontology that allows making the semantic connection we need, in our case between a city and the country it resides in. A good candidate for this case is the GeoNames Ontology\textsuperscript{4}. This ontology simply provides us with additional knowledge:

\begin{verbatim}
geo:2756253 geo:Name "Eindhoven" ;
\end{verbatim}

\textsuperscript{4}\url{http://www.geonames.org/ontology/documentation.html}
In plain English this means that we have an object with id “2756253”, which apparently represents the city of Eindhoven and has a direct property which connects it to Netherlands (“NL”) via the geo:inCountry property. This is a very fortunate simple example, as every location within a country has this inCountry element. However, it could also be necessary to follow more complex paths. If we need more information about the country ‘the Netherlands’ (e.g. its population), we would have to follow the complete chain

Netherlands ← North Brabant ← Municipality Eindhoven ← Eindhoven

to find the Netherlands URL, namely geo:2750405.

Based on this ontology we can conclude that the user lives in Eindhoven, which is part of the Netherlands, and therefore also lives in the Netherlands. In order to automatically derive that fact, we of course need to do some configuration in AMACONT. We first need to align the location name in our local ontology (e.g., “Eindhoven”) with the location name in the geo ontology (e.g. also “Eindhoven” or “Municipality Eindhoven”). If these concepts are identical (as in our example), then no further configuration is needed in AMACONT. Otherwise, we can make a manual alignment for every user, or a (semi-) automatic alignment. The last can be configured by specifying two SPARQL queries. We then first specify the following construct in our AMACONT configuration to indicate an alignment step:

```
:align [ sourceConceptQuery "query1 details" ; targetConceptQuery "query2 details" ; ]
```

Now we fill in the query details. For the source concept we specify which concept in the user model we want to connect with a target concept of our specialized ontology. In simple cases we allow for simple declarations like for “query1” in this case:

```
?city a um:City
```

Here we specify that we want to select all concepts of type city of the user model vocabulary, i.e., the only variable. For “query2”, the target concepts, we specify a (somewhat simplified) SPARQL query of how to find the aligned city in the geo ontology. In this query we can align the result by reusing it in query1 and refer to it with the variable $city. The “query2” could then look like this:

```
PREFIX geo: <http://www.geonames.org/ontology#>
SELECT ?feature
WHERE {
  ?feature a geo:Feature ;
  geo:featureCode geo:P.PPL ;
  geo:name ?name ;
  geo:population ?population .
  FILTER (regex(?name, $city))
}
ORDER BY DESC(?population)
```

In this query we are looking for a “feature” (in GeoNames terminology) that has the featureCode geo:P.PPL (code for city) and the name should contain the original city name indicated by the AMACONT variable $city in the FILTER clause. Note that we assume that the target location here contains the city name of the source as a substring (i.e., this
might be a limitation for more complex searches that cannot be expressed like this). We also include “?population” in our search to solve ambiguity issues. Suppose that there are more cities in the world that are called Eindhoven (in this example there are none, but there are many examples of cities that have the same name), so we have to find a heuristic to determine the most probable target concept. For our example, we use the heuristic that the most populated city is the most probable one. We order the results by population and, in the case of more than one result, we use the first result as the target concept.

We have now aligned concepts in our user model to concepts in our helper ontology. After alignment we want to specify a reasoning rule that defines how knowledge in the helping ontology extends the knowledge in our user model. In our case, we define an entailment rule that specifies that if a user lives in a city, he also lives in the country in which that city is located. This rule is basically of the form:

\[
\langle ?X :\text{livesin } ?Y \rangle \\
\langle ?Y a :\text{city} \rangle \\
\langle ?Y geo:inCountry ?Z > \rangle
\Rightarrow \{ \langle ?X :\text{livesin } ?Z \rangle \\
\langle ?Z a :\text{country} \rangle \}
\]

This (syntactically simplified) inference rule specifies that if X lives in Y of type city, then X also lives in the country in which Y is located. By applying this entailment rule, we can deduce that user ‘Kees’ who lives in Eindhoven, also lives in the Netherlands and thus should get the Dutch welcome page. With configurations like this, AMACONT can now effectively use the external ontology to solve granularity issues in our user model.

4.6 Summary

In this chapter we discussed several extensions of the Hera-S toolset.

First, we investigated the issue of data integration. It was explained how well-suited RDF is for data integration, and that datasets can be coupled by a number of simple links. We showed that existing data sources can be integrated in a number of steps. First, they have to be transformed into RDF, e.g. using one of the existing approaches for that. Next, the overlapping knowledge needs to be linked together. This is a topic which we will discuss in the coming chapters. And finally they have to be presented to the user in an integrated way. Partially this can be achieved within Sesame, but for more robust performance custom solutions have to be created.

We also presented the Hera-S model builders. These builders provide designers (partial) graphical support to create the domain, context and application model. They also provide some model checking facilities to make the process of creating these models a bit less error prone.

Next we described an extension of Hera-S Web applications via aspect-orientation with a domain-specific language called SeAL. Aspect-orientation provides a better separation of concerns and better maintainability by plugging in functionality by querying and adapting the application model using pointcuts and advice. This method provides compact and better understandable AM code by separating the code for separate functionality, like adding device adaptation or shopping carts, which would otherwise would modify the entire AM model. This functionality can be easily turned off or on, without disturbing the rest of the application.

Finally we zoomed into presentation generation with AMACONT. AMACONT can be plugged in together with Hydragen and works as a separate functional component that offers specialised presentation generation functionality. Also AMACONT can be
extended with aspect-orientation similar to our AM aspect-orientation. Next to that we presented how to use semantic based adaptation by combining user model data with external knowledge sources.
Chapter 5
Data Integration Using Semantic Web-based Techniques

One of the most interesting aspects of Semantic Web techniques is the power to exploit connected data sources. Many existing data sources would get a lot richer if coupled to others. In this chapter we look into various aspects of coupling existing data sources. We look at creating links between similar concepts in different datasets, as well as merging data sets together into one data set. We also look at the process of transforming a data set which is an instance of a certain schema to a data set which is an instance of another schema, by using a transformation language. The expression for transforming data between schemas can be generated semi-automatically by using schema matching techniques. Therefore we apply schema matching techniques, as well as more semantical techniques, and techniques that exploit the knowledge of a user base. We also show that matching techniques can be applied in relating user-generated data to semantically well structured datasets. User-generated data is important to overcome cold start problems, i.e. the lack of metadata of some systems that contain multimedia objects. A common characteristic of user-generated data is that it is structureless which differs from structured data found in e.g. relational databases.

5.1 Introduction

The power of the Semantic Web might not be the novelty of techniques used for data modeling, but rather the most powerful feature of the World Wide Web applied to (semi-)structured datasets: linking data. Traditionally, links between web pages are created manually. A similar approach could be assumed for the Semantic Web for relationships between concepts. However, the manual approach is problematically laborious for the enormous amount of existing well-structured datasets that are currently available online. These existing structured data sources can be quite large which makes that finding and explicitly creating links between datasets is very laborious and in most cases unfeasible. Therefore an automated approach would be very helpful in these cases.

The Semantic Web provides a generic data structure, which was especially designed for expressing metadata. Many datasources however lack any (meaningful) metadata, like many multimedia collections. One way to bridge this gap is by obtaining this metadata from users who are interested in browsing through these collections. One cannot expect
well structured metadata from users though, nor even ask the lay users to use a graph-based data modeling paradigm like RDF. In many situations these users would prefer a mechanism like the well-known tagging facilities that are available in many web 2.0 applications to provide metadata. A characteristic of user tags is that they are structureless. As many of the interesting Semantic Web applications exploit the semantic structure of metadata it is interesting for this purpose to bring in (existing or specifically fabricated) ontologies. The challenge here is to find the relation between user tags and the concepts in these ontologies so that through these relations the underlying structure of the ontology can be exploited on behalf of the underlying Web application.

In this chapter we explore ways to integrate data sources. First we look at various integration strategies. In Section 5.2 we look at connecting two datasets by making relations between concepts in the ontologies. Then, in Section 5.3 we look at coupling datasets by using a standardized or common ontology between them. Finally, we look at a transformation strategy that directly maps data between two data schemas in Section 5.4. For this last strategy we define a data transformation language and in Section 5.5 we present ways for semi-automatically deriving transformations.

5.2 Data Coupling

In this thesis we are interested in building (Semantic) Web applications. In these application the main reason for using Semantic Web techniques to couple data sources is solving the data integration issue: how to couple two or more data sources so that we can exploit them as if they were one homogenous datasource. In this chapter we discuss three data integration strategies, namely: coupling (this section), merging (Section 5.3) and transformation.

The Semantic Web offers ways to connect concepts in different data sets via relationships by using RDF statements. Consider the following code fragments:

```xml
<rdf:Description rdf:ID="m13541">
  <movie:title>The Good, the Bad and the Ugly</movie:title>
</rdf:Description>
```

and

```xml
<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
  xmlns:films="http://films.nl/prog/film/
  xml:base="http://films.nl/prog/film">
  <rdf:Description rdf:ID="x234">
    <films:film_properties rdf:parseType='Resource'>
      <films:original_name>Il buono, il brutto, il cattivo</films:original_name>
      <films:aka_literal>The Good, the Ugly, the Bad</films:aka_literal>
      <films:aka_us>The Good, the Bad and the Ugly</films:aka_us>
    </films:film_properties>
  </rdf:Description>
</rdf:RDF>
```

Even though both fragments refer to the same movie both the RDF structure and the used syntax are completely different. The first source uses one simple title attribute only, while the second source has a more complex structure in which original titles and translated and international titles of movies are distinguished. If we want to exploit and
5.2 Data Coupling

combine the information from both data sources about this film we somehow have to know that these code fragments denote the same concept. The most straightforward way to do this reconciliation is using the mechanisms in the OWL language that support this. By using the OWL sameAs property one can denote equality of individuals. If we would alter the first code fragment as follows:

```xml
<rdf:Description rdf:ID="m13541">
  <movie:title>The Good, the Bad and the Ugly</movie:title>
  <owl:sameAs rdf:resource="&films;x234"/>
</rdf:Description>
```

we effectively coupled the two RDF movie fragments by claiming they are about the same movie.

The biggest advantage of this approach is its simplicity. By adding just one triple one can specify equality between concepts. A second advantage is that the triple can be written down independent of the two original sources. This coupling-statement can be written in a third RDF document independent from the first two sources, which might not be under our control nor locally present. This for example allow us to couple datasources which might not be under our control, similar as we are able to make our webpage in which we claim or review other web resources.

A disadvantage of this approach is illustrated by Figure 5.1. When we explore the three datasets (the two sources, plus the coupling statement) we find that there is one concept which has two identifiers and which has two different ways of expressing a “title” property, namely one direct datatype property, and a composite datastructure via the “Film Properties” property and a blank node. So even though we have now expressed that two concepts are identical, this still leaves graph structure differences in which similar properties are expressed. In simple datatype property cases this can be overcome by also specifying a ‘sameAs’ relationship between properties. However, this does not apply to our example as the structures are different and moreover the properties ‘title’ and ‘Original Name’ might even be semantically incompatible. This is a realistic issue that applies to many independently developed datasources.

![Figure 5.1: Integrated view over coupled dataset](image)

In practice the mentioned structure incompatibility is even worse as available reasoners will not perform inter related reasoning between datasets because of the distributed nature of the data, but only within datasets. So the mentioned sameAs relationship between movie:m13541 and films:x234 will only lead to the deducted node as shown 5.1 if all RDF
fragments are in one repository. In all other cases actual semantic integration of this data still needs to be done by manually storing the data in one datastore.

These issues have consequences for querying datasources that are coupled in this way. It means that in order to query for a certain property in our integrated dataset one needs to know the schema descriptions of all original datasources and enumerate every possible path to the property. Moreover, either the original datasources need to be queried separately where the results for those queries still need to be integrated, or one combined query expression needs to be written that searches and enumerates all possible structures and returns an integrated result.

A SPARQL query that queries for all possible titles of a movie in our example is:

```sparql
SELECT ?title
WHERE { { ?movie movie:title ?title } UNION
    _:propnode1 films:original_name ?title } UNION
    _:propnode2 films:aka Literal ?title } UNION
    _:propnode3 films:aka_us ?title }
}
```

This query enumerates all possible paths from a movie concept to its title and integrates the results. The answer to this query for our example RDF fragments is:

```
?title
"The Good, the Bad and the Ugly"
"Il buono, il brutto, il cattivo"
"The Good, the Ugly, the Bad"
"The Good, the Bad and the Ugly"
```

In the example the query is not overly complex and for simple examples and applications using OWL relationships for data integration this solution is fine. But given an integration of many sources the query can quickly get more complex and become inefficient both in terms of query design and its performance. Especially for user applications of considerable scale this will be unfeasible.

The biggest drawback of this approach is however that its lacks for ways of reconciling semantical differences of literals in different sources. Literals usually have implicit semantics, meaning and value ranges. Consider for example the following different RDF fragments for a name property:

```
<rdf:Description rdf:ID="personX1">
    <person:hasName>Kees van der Sluijs</person:hasName>
</rdf:Description>

and

<rdf:Description rdf:ID="personX1">
    <person:firstName>Kees</person:firstName>
    <person:lastName>van der Sluijs</person:lastName>
</rdf:Description>
```
Both examples express the name of a person. However, they do it on a different level of granularity. Where one source uses only the full name, the second distinguishes the first and last name. For mapping the first name and last name to full name we need a concatenation function. For the other way around we need a parsing function that can correctly divide the full name into first and last name. Even though SPARQL does have comparison operators in queries, both neither SPARQL nor OWL have operators for literal manipulation. For complete integration and harmonization we will need string based functions, number based operations, date operations, range mappings, and also data aggregation.

5.3 Vocabularies

One way to deal with data heterogeneity and semantic mismatch between applications is using a shared vocabulary. In some cases the application can directly use the shared ontology. However, in general it is difficult to decide on a common world view and many applications have their own specific needs. Another way to use a shared ontology is to use it as an intermediate ontology. This means that every application has its own internal way for representing and storing data, while for sharing data they use an intermediate ontology as a common vocabulary. In this way, for every application a two-way mapping needs to be created to and from the intermediate ontology (as depicted in Figure 5.2). In terms of complexity this means 2N mappings for N applications. As a consequence, a new application can be added to a swarm of n applications by adding two mappings, one to and one from the shared ontology.

![Figure 5.2: Shared-UM approach](image)

Using a standardized ontology is a good solution in many cases, but it is not always a viable possibility. There are actually not many domains for which everyone worldwide can agree on one single vocabulary. This is even more evident for application specific data structure, i.e. the structure that is maintained that represents the state of the application. As every independently developed web application is unique, with unique requirements, design and implementation, one cannot expect to find unique vocabularies that all these applications can agree on. However, the Semantic Web has a major advantage: by design it allows authors complete freedom when designing their own specific ontologies and offers constructs to relate and connect them together with other ontologies. However, in some cases consensus can be reached. There can be good reasons for that:
• Some vocabularies are generic and domain independent and are used to describe often used properties and concepts that are not application specific. In these cases it can be easier to use a standard vocabulary than to come up with one yourself.

• Standard vocabularies typically get developed by domain experts, which pretty much guarantees a well defined structure and semantics.

• There are tools and search engines that interpret and use the fixed semantics of these well-known vocabularies. If a developer chooses such a well-known vocabulary, this tool support comes for free.

• It is easier to interoperate with other parties that use the same standards. Also for domains that do not completely overlap.

• Semantic Web vocabularies are by definition easily extendible and can easily be mixed with application specific vocabularies, i.e. choosing a standard vocabulary is not a limitation for a designer.

Standardized vocabularies certainly offer benefits in terms of interoperability. Therefore a number of standardized RDF vocabularies have been developed or are under development. Commonly used vocabularies are e.g. SKOS, OWL Time, Dublin Core, FOAF and SIOC. Other frequently used sources are the thesaurus WordNet, and the Getty Thesaurus of Geographic Names.

**SKOS**

SKOS\(^1\) is a data model for knowledge organization systems. SKOS provides structural primitives that can help to structure, in addition to OWL, a thesaurus or other structure datasets. SKOS adds the notion of collections, but also properties like broader, narrower, related, membership, alternative and preferred label, change note and history, etc. SKOS is itself defined in an OWL Full ontology\(^2\). SKOS itself does not have a formal semantics of its constructs, in the form of formal axioms or facts, only OWL relationships that define their meaning partially. SKOS is currently a W3C Recommendation.

**OWL Time**

OWL Time\(^3\) is as its name implies a time vocabulary in OWL. It allows not only to express dates, time instants and more imprecise notions like day of the week or day of the year in RDF, but also intervals and duration of time. Besides, it also considers expressing timezone information and using (partial) temporal ordering constructs like ‘before’, ‘after’, ‘inside’. Together this allows time based reasoning and conflict detections. A typical example of OWL Time supported reasoning is given in the W3C OWL-time document, namely “Suppose someone has a telecon scheduled for 6:00pm EST on November 5, 2006. You would like to make an appointment with him for 2:00pm PST on the same day, and expect the meeting to last 45 minutes. Will there be an overlap?”. The OWL Time vocabulary is itself defined by a OWL DL specification\(^4\). OWL Time is a W3C Draft (and is not intended to become a W3C Recommendation).

**Dublin Core**

\(^1\)cf. [http://www.w3.org/TR/skos-reference](http://www.w3.org/TR/skos-reference)


\(^3\)http://www.w3.org/TR/owl-time/

\(^4\)http://www.w3.org/2006/time
Dublin Core is a metadata vocabulary developed by the Dublin Core Metadata Initiative (DCMI)\(^5\). It is targeted to provide an open set of vocabulary terms for which a consensus can be found. The vocabulary is extensible, but also contains a basic vocabulary set, also called the simple set. This contains basic constructs like ‘title’, ‘creator’, ‘subject’, ‘description’, ‘publisher’ and ‘date’.

**FOAF**

FOAF\(^6\) is an ontology that can be used for describing persons (e.g. name, title, age, email), the relationships between them (e.g. knows, group membership) and the things they create (document, images) and do (interest, projects, workplace). It allows people to structurally describe who they are, what they do, and via relationships with other people it results in a machine-interpretable web of people. This Web is created by people that place their FOAF profiles on their websites and link to FOAF profiles of their friends and colleagues. Exploiting the semantic structure of FOAF profiles enables queries like “find recent publications by people I’ve co-authored documents with.”

**SIOC**

SIOC\(^7\) is an ontology that can be used for describing online community websites like weblogs, message boards and wikis. It allows for the basic description of such a site and the relationships between that site and other online community sites. It describes concepts like ‘site’, ‘forum’, ‘post’, ‘user’, ‘role’, etc. The SIOC vocabulary can also be mixed with for example FOAF data for describing the persons on the online community website. SIOC exporters for many blogging and other frameworks exist.

**WordNet**

WordNet\(^8\) is an English lexical database. WordNet groups sets of synonym words in so called synsets that represent distinct concepts. These synsets are linked together via semantic relationships like hyponyms (subclass), holonyms (part of), antonyms (opposite meaning), polysemy (words with several senses), etc. WordNet is freely available, and is considered useful for natural language analysis applications. There is also an RDF version available of WordNet\(^9\). Besides the English variant, variants in other languages exist as well\(^10\).

**Getty Thesaurus of Geographic Names**

The Getty Thesaurus of Geographic Names (TGN) is a vocabulary and ontology that describes information about places and locations. For example, most cities in the world are in the thesaurus and contains descriptions like coordinates, number of inhabitants, a description, alternative names, etc. Moreover, it also contains hierarchical relationships like province, country, continent, etc. There are two different views on places, a physical and a political one. Politically, places are typed with concepts as capital, tourist center, trade center, river port, etc. Geographically it defines location types like ocean, seas, rivers, waterfalls, etc.

---

\(^5\)cf. http://dublincore.org  
\(^6\)cf. http://www.foaf-project.org  
\(^7\)http://sioc-project.org/  
\(^8\)cf. http://wordnet.princeton.edu/  
\(^9\)cf. http://www.w3.org/2006/03/wn/wn20/  
\(^10\)for an overview of available languages in WordNet structure refer to http://www.globalwordnet.org/gwa/wordnet_table.htm
5.4 Data Transformation

5.4.1 Data exchange

In many cases applications are specialistic and have unique data modeling needs that cannot be captured by a common vocabulary. In other cases applications with their own internal models already exist, need to cooperate with other applications and a complete remodeling of the original application is not feasible. Many times the data that needs to be exchanged is user related. Think for instance about hospital applications that want to exchange patient data to get a better understanding and more complete picture of a patient and his disease. Another example is the learning domain, in which students use several Web applications to understand the concepts of a course and in which the teacher wants to gather the information from these application to assess the knowledge of his students, e.g. so that he can adapt the lectures to focus on the student’s weak points. Also in general exchanging knowledge is interesting. Think for instance of a television guide application that wants to reuse the information of a movie database so that it can show data about movies on television. Or an application for booking plane tickets that also wants to show information about additional transportation to and from the airport from a public transport application. In other words, many scenarios exist for which exchanging data between applications is beneficial and data interoperability is a necessity.

When a common vocabulary for a group of applications is not feasible the scenario as depicted in Figure 5.3 presents itself. This means that every application needs to create a specific mapping for every other application it wants to share data with. This is more costly than the shared vocabulary approach as it now takes $n^2$ mapping steps for $n$ applications to share data. However, in most cases this solution will be used to solve a specific data exchange need, which means that $n$ is typically low.

![Figure 5.3: Direct connection approach](image)

The actual solution for specific scenarios is not necessarily a choice between either the solution in Figure 5.2 or the one in Figure 5.3, but the solutions can be mixed. A set of applications can find some common ground and develop a shared ontology for generic data, but develop specific mappings for specific data translation between specific applications. This means that for most cases in reality a custom implementation needs to be developed based on the circumstances.
5.4.2 Transformation scenario

In this scenario we look at applications that already have their own data models and for which remodeling is unfeasible. As a data exchange format we choose to use the Semantic Web languages RDF(S) and OWL. OWL allows a high expressivity, while also providing a semantic structure to exploit relationships between concepts. The fact that we have chosen to use such a language does not automatically mean a limitation for the data models of the existing (Web) applications. Already many Semantic Web wrappers are out there\(^\text{11}\), and for most data models such a wrapper can be produced rather easily.

Let’s look at the following two example OWL schemas between which we want to map the instances.

The first schema is:

```xml
<owl:Class rdf:ID="User">
<owl:Class rdf:ID="Name"/>
<owl:ObjectProperty rdf:ID="hasName">
  <rdf:type owl:FunctionalProperty"/>
  <rdfs:domain rdf:resource="#User"/>
  <rdfs:range rdf:resource="#Name"/>
</owl:ObjectProperty>
<owl:DatatypeProperty rdf:ID="firstName">
  <rdfs:domain rdf:resource="#Name"/>
  <rdfs:range rdf:resource="XMLSchema#string"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:ID="infix">
  <rdfs:domain rdf:resource="#Name"/>
  <rdfs:range rdf:resource="XMLSchema#string"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:ID="lastName">
  <rdfs:domain rdf:resource="#Name"/>
  <rdfs:range rdf:resource="XMLSchema#string"/>
</owl:DatatypeProperty>
</owl:Class>
```

In this schema a user’s name is built up from a first name, a middle name or name prefix and a last name.

Also consider the following schema:

```xml
<owl:Class rdf:ID="User">
<owl:DatatypeProperty rdf:ID="hasFullName">
  <rdfs:domain rdf:resource="#User"/>
  <rdfs:range rdf:resource="XMLSchema#string"/>
</owl:DatatypeProperty>
</owl:Class>
```

We are looking for a language that allows to express and run a mapping between the instances of these schemas. We will now look at several transformation languages that allow us to do that.

5.4.3 Transformation using SWRL

One language that gives us expressive power we need for instance transformation is SWRL [Horrocks et al., 2004b]. SWRL is a rule based proposed extension of OWL and RuleML\(^\text{12}\).

\(^{11}\)e.g. Refer for a collection of wrappers to [http://simile.mit.edu/wiki/RDFizers](http://simile.mit.edu/wiki/RDFizers).

\(^{12}\)[http://ruleml.org/](http://ruleml.org/)
that allow the expression of Horn-like rules. A SWRL rule consists of an antecedent and consequent, which both are OWL patterns with variables. If the antecedent holds this means that the consequent should also hold. We can use a SWRL engine in practice such that if the pattern expressed in the antecedent exists in the instance data set, the consequent pattern gets generated and added to the data set.

Consider the following abstract SWRL rule:

\[
\langle ?user : hasName \, \$n \rangle \land \\
\langle \$n : firstName \, \$fn \rangle \land \\
\langle \$n : infix \, \$in \rangle \land \\
\langle \$n : lastName \, \$ln \rangle \\
\longrightarrow \langle ?user : hasFullName \, \text{concat}(\$fn; ', \$in; ', \$ln) \rangle
\]

This abstract rule expresses that if there is a user who has a firstname, infix and lastname, this implies that the user also has a fullname which is a concatenation of the three elements.

In actual SWRL syntax\(^\text{13}\) this is written as\(^\text{14}\):

\[
\text{<ruleml:imp>}
\text{<ruleml:_rlab ruleml:href="#mapName"/>}
\text{<ruleml:_body>}
\text{<swrlx:individualPropertyAtom swrlx:property="hasName">}
\text{<ruleml:var>user</ruleml:var>}
\text{<ruleml:var>n</ruleml:var>}
\text{</swrlx:individualPropertyAtom>}
\text{<swrlx:individualPropertyAtom swrlx:property="firstName">}
\text{<ruleml:var>n</ruleml:var>}
\text{<ruleml:var>fn</ruleml:var>}
\text{</swrlx:individualPropertyAtom>}
\text{<swrlx:individualPropertyAtom swrlx:property="infix">}
\text{<ruleml:var>n</ruleml:var>}
\text{<ruleml:var>in</ruleml:var>}
\text{</swrlx:individualPropertyAtom>}
\text{<swrlx:individualPropertyAtom swrlx:property="lastName">}
\text{<ruleml:var>n</ruleml:var>}
\text{<ruleml:var>ln</ruleml:var>}
\text{</swrlx:individualPropertyAtom>}
\text{</ruleml:_body>}
\text{<ruleml:_head>}
\text{<swrlx:builtinAtom swrlx:builtin="&swrlb;#stringConcat">}
\text{<ruleml:var>fullName</ruleml:var>}
\text{<ruleml:var>fn</ruleml:var>}
\text{<ruleml:var>in</ruleml:var>}
\text{<ruleml:var>ln</ruleml:var>}
\text{</swrlx:builtinAtom>}
\text{<swrlx:individualPropertyAtom swrlx:property="hasFullName">}
\text{<ruleml:var>user</ruleml:var>}
\text{<ruleml:var>fullName</ruleml:var>}
\text{</swrlx:individualPropertyAtom>}
\text{</ruleml:_head>}
\text{</ruleml:imp>}
\]

\(^\text{13}\)refer to [http://www.w3.org/Submission/SWRL/](http://www.w3.org/Submission/SWRL/) for details on the SWRL syntax

\(^\text{14}\)Note that the SWRL-code is a bit simplified, as the concatenation of adding spaces between name elements is left out in this example, and the user identification is assumed to be the same in both applications.
This SWRL rule checks for the pattern first name, infix and last name in the source data. If this pattern occurs, a new full name is generated that is a concatenation of the three subparts, and an RDF triple is generated that has the user as a subject, has a hasFullName property which was computed as a result of the concatenation operation.

The other way around, i.e. mapping instance data from the second schema to the first is also possible, even though it is a bit more complex. Consider the following abstract SWRL rule:

\[
\{ \text{tokenize}([\$fn, \$in, \$ln], \$fulln, ’ ’) \land \\
\langle \text{?user : hasFullName } \_n \rangle \land \\
\langle \_n : firstName \$fn \rangle \land \\
\langle \_n : infix \$in \rangle \land \\
\langle \_n : lastName \$ln \rangle \}
\]

Here we look at users with the hasFullname property. This full name is tokenized in a first name, infix and lastname, using a space as the subelement separator. Note we used the (simplified) assumption that every name consists of these three subelements and that every subelement do not themselves contain spaces. Then a structure is built that is an instance of the first schema, where \_n denotes a newly created blank node for a name composite structure.

Typically in implementations of reasoning engines like SWRL newly computed triples are inserted into the source dataset as derived facts. However, for our purposes we typically want to communicate the mapped data to the target datasource. In our implementation we used the Bossam\textsuperscript{15} reasoning engine. Bossam uses the source data and SWRL rules as its input, and is then able to output all deduced facts. These facts are communicated with and stored in the datastorage of the target data source.

### 5.4.4 Transformation using customized SPARQL queries

Given that the SWRL rule language was readily available and gave us the basic expressivity we needed, it was our first approach for specifying mappings between schemas. However, using this approach also lead to some practical problems, namely:

- **Expressivity** Even though SWRL is quite expressive using its built-in data operators, more complex data operations cannot be performed. Consider our example for tokenizing a full name into a first name, infix, last name, where we do want to consider the possibility of a missing infix and multiple first or last names, based on heuristics. This is not possible in SWRL.

- **Syntax** Even though SWRL is expressive, its syntax is rather verbose and complex to understand. This makes developing these rules more time consuming and hard to maintain.

- **Implementation availability** Several SWRL implementations are available. However, as of this writing there is no SWRL implementation that supports its full

\textsuperscript{15}http://projects.semwebcentral.org/projects/bossam/
specification because of undecidability issues. Especially the data operations we are after where not available during our research, e.g. Bossam has partial support for textual and mathematical operators.

To overcome these issues, we constructed a new RDF transformation language based on SPARQL that we call SPARQL Transformation Language (STL).

Language description

SPARQL allows pattern matching of an RDF graph with triple templates, variables and filtering restrictions. It also allows ‘CONSTRUCT’ queries, meaning that the result of a SPARQL query itself is an RDF graph, based on a RDF template in which the variables have been substituted. Together, this forms a basis to map one RDF structure to another. However, as SPARQL is a query language and not a transformation language, we found that it lacks some functionality that we need for our goals, namely value transformation and aggregate functions.

Therefore we implemented STL such that it extends the SPARQL CONSTRUCT, FROM, WHERE syntax with the TRANSFORM operator. The TRANSFORM keyword is followed by a piece of arbitrary JAVA-code encapsulated by an opening ‘${’ and a closing ‘}’$. In the TRANSFORM one can refer to variables in the SPARQL WHERE clause by using the ‘?’ sign. These variables will automatically be transformed to strings. If one of the variable values is a URI this must be explicitly cast from String to URI in the TRANSFORM clause. The TRANSFORM clause can also generate variables by using the ‘$’ sign that can be referred to in the CONSTRUCT clause. In this way, value transformation can be performed, only limited by the Java programming language.

The following Query constructs a user fullname based on its first name, infix and last name parts.

```sparql
CONSTRUCT {?user app2:hasFullName ?fullname .}
WHERE {?user app1:hasName ?nameN .
  ?nameN app1:firstName ?fn ;
  app1:infix ?in ;
  app1:lastName ?ln .}
TRANSFORM ${
  if (?in.equals("") ) $fullname = (?fn + " " + ?ln);
  else $fullname (?fn + " " + ?in + " " + ?ln);
}$
```

This transformation differentiates between names that have an infix or not, and prevents the extra space in case no extra infix exists. Note that neither references to variables in the WHERE clause, nor the new variables that can be used in the CONSTRUCT clause need to be specifically initialized.

The following transformation works the other way around and decomposes the full name into its separate components.

```sparql
CONSTRUCT {?user app1:hasName _nameN .
  _nameN app1:firstName ?fn ;
  app1:infix ?in ;
  app1:lastName ?ln .}
WHERE {?user app2:hasFullName ?fullname .}
TRANSFORM ${
  String[] decomp = ?fullname.split(" ");
}$
```
if (decomp.length>0) $fn=decomp[0];
if (decomp.length>1) $ln=decomp[decomp.length-1];
if (decomp.length>2) {
    for (int i=1;i<decomp.length-2;i++){
        if (i>1)$in+=" ";
        $in+=decomp[i];
    }
}

In this illustrative example we assumed that if a full name contains no space it is only
the first name, if a full name has one space between components it contains a first name
and last name, and if a name has more components every component between the first
(first name) and the last (last name) is an infix. To cover more complex cases this can of
course be easily adapted.

Within the TRANSFORM JAVA code one can use the methods:

- **SparqlQuery**, which allows to query external datasources and use the results within
  the query.

- **CountSparqlQuery**, is an aggregation function that counts the number of results for
  some (sub)query

- **MaxSparqlQuery**, is an aggregation function that computes the maximum number of
  a set of elements of a (sub)query (default value: -maxint, non-numbers are ignored)

- **MinSparqlQuery**, is an aggregation function that computes the minimum number of
  a set of elements of a (sub)query (default: maxint, non-numbers are ignored)

- **SumSparqlQuery**, is an aggregation function that computes the numerical sum of a
  set of elements of a (sub)query (default: 0, non-numbers are ignored)

These methods allow to query external data sources, and also provide a rudimentary
way for data aggregation.

For external repository queries an optional repository location can be passed to the
methods. The default repository is the repository that is queried in the FROM-WHERE
clause. But the repository parameter can also be used to indicate an helper dataset. For
instance, there is a direct relationship between postal code and a city, but it requires an
external datasource to make this relationship explicit. Given that we have such an external
datasource we could convert postal codes to city names, and vice versa we could convert a
city name to a range of postal codes.

This could lead to the following query:

CONSTRUCT {?user app2:livesInCity ?cname .}
WHERE {?user app1:hasPostalCode ?pcode .}
TRANSFORM ${
    String Postalquery = "SELECT \?cityname 
        WHERE \?postalcode :stringRep ?pcode ; 
        :relatedTo \?city .
        \?city :hasname \?cityname";
    String[][] cityNames = SparqlQuery ("PostalRepos", Postalquery);
    $cname = cityNames[0][0];
}$
Note that ‘Postalquery’ has two types of variables: Variables that have a local scope, with respect to the query, are escaped with a \", where variables that refer to a variable in the WHERE clause are not escaped.

**Implementation**

STL is implemented and available as either a library or a Webservice. The Webservice is configured with a set of repository names and URLs of the SPARQL endpoints of those helper datasets. An incoming request contains a URL of the source SPARQL endpoint, which can be queried for the data that needs to be mapped. It also contains a URL of the target SPARQL endpoint, which will receive the transformed data. The request also contains the transformation query needed.

An incoming query is parsed and separated in three parts, namely the CONSTRUCT part, the FROM-WHERE part and the TRANSFORM part. First a SPARQL SELECT query is built from the FROM-WHERE part of the query. This query is sent to the SPARQL endpoint of the application for which we want to map its data. This query returns a set of variable bindings as result.

Using this set of variable bindings the TRANSFORM is parsed. All variables in the TRANSFORM section that refer to a variable in the WHERE section are substituted by the variable binding from the result set. Moreover, all variable references in the TRANSFORM section that refer to variables that need to be created for the CONSTRUCT part are explicitly initialized. The resulting expression is dynamically compiled and executed using the Apache Commons JCI\(^{16}\) component. This is repeated for every result in the initial result set. The result is an extended result set, i.e. the result of the first query to the SPARQL endpoint extended with the newly constructed variable bindings by the TRANSFORM section.

The CONSTRUCT section is interpreted next. Every variable in the construct section is substituted by its value in the extended result set. This is repeated for every row in the extended result set. The result of this process is a long CONSTRUCT query without the FROM-WHERE clause. This CONSTRUCT query is then interpreted by an internal Sesame SPARQL endpoint and converted into an RDF graph which contains the resulting translation that can be sent to the target SPARQL endpoint.

The transformation language based on the SPARQL query language is more powerful than its SWRL variant. It can use arbitrary Java code for value transformation. It is also less verbose than SWRL which improves on it syntax and readability. Moreover, it is portable to different implementations and underlying databases as it can be simply adapted to use every available SPARQL endpoint.

### 5.5 Automating Relation Discovery

Given that we now defined a query transformation language that we can use to construct mappings between a source and target RDF datastore, the next step is to actually find these mappings. As manually going through source and target ontologies and comparing concepts can be quite laborious for mapping designers, we decided to build tool support that helps the designer by finding possible relations between concepts in a source and target ontology. We call these possible relations matches. We were inspired by various ontology matching and mapping systems [Rahm and Bernstein, 2001; Euzenat and Shvaiko, \(^{16}\)refer to [http://commons.apache.org/jci/](http://commons.apache.org/jci/)]
which for instance use machine learning strategies [Doan et al., 2002], but also frameworks that use an interesting combinations of techniques like Coma [Algergawy et al., 2011]. However, during our research no usable working software could be found that we could use: either the software was not available at the time or the results of the software were practically unusable. Therefore, we decided to create our own toolset which uses and combines various effective techniques.

We implemented a component, which we call Relco, which offers a mapping-designer tool support for finding matches and constructing STL mappings. Relco uses techniques to find possible matches between an input concept and concepts in a target ontology. Figure 5.4 is an overview of Relco’s behavior.

![Figure 5.4: Relco information flow](image)

The ambition for Relco is to have a tool that brings together several existing techniques from different fields that allow designers to find matches between concepts (or tags) and target ontologies, which allows the designer to create mappings. Our ambition is not to automatically construct the mappings as the complete background knowledge needed for this is typically not made explicit in RDF ontologies, especially not on the datatype level. For example, the knowledge needed for constructing a query that converts a postal code to a city name is usually not explicitly specified in an application schema describing someone’s personal details. Concrete values typically have implicit semantics in applications, most of which is hidden in the application logic. Consider, for example, two learning applications about computer science that keep track of their learners’ knowledge of the concept ‘concurrency’ with a range between 0 and 100. These two applications might assess a knowledge level of 50 of this concept completely different, e.g. for one application it might be interpreted as knowing the basic idea behind concurrency, while the other application might assume that the user has practical knowledge of the use of semaphores, threads and threading pools. In other words, without complete explicit description on the meaning and interpretation of data it is impossible to do automatic (correct) mapping generation. Therefore, we instead chose for a solution in which we try to help the mapping designer by providing matches of concepts between schemas that could be related, but except for the trivial suggestions like value copying, it is up to the designer to make the actual mappings between concept instances.

Relco matches a concept from some source ontology to the concepts in a target ontology. Its result is an ordered list of matching concepts that might be related to the input. The result is ordered based on how good a match is. A concept is a good match if it is semantically related to the input concept. In order to compute matches, Relco compares input and target concepts syntactically, semantically and it uses user input for finetuning and sorting.

### 5.5.1 String Matching Techniques

The first step Relco takes is finding syntactic matches between concepts in the source and target datasource. This is based on the assumption that concept that are labeled (almost)
equally are more likely to be related than differently labeled concepts. This results in a promising set of target concepts. If we for example start with a concept that is labeled as “lastname”, and we have a concept in the target ontology that is also labeled with “lastname”, this seems to be a good candidate matching concept because of its syntactical equality.

In order to find syntactical matches between concepts, first the textual representations for our concepts in both the domain and target ontologies have to be determined. As identifying the appropriate textual representation for concepts is ontology-dependent and Relco is designed to be a generic tool, we made it possible for the tool to be configurable for most practical situations.

Usually concepts contain a property like rdfs:label to denote the label for a given concept. Sometimes, there are multiple candidate labels for a concept. For instance, the Simple Knowledge Organization System (SKOS) vocabulary uses the skos:prefLabel and skos:altLabel properties to distinguish preferred labels and alternative labels. Multilabels also occur often in ontological sources that support multilinguality. We also see sources that use a more complex naming schema with intermediate label nodes. Lastly, we also consider labels that are encoded in URIs, usually as part of the fragment identifier. In its configuration Relco supports each of these labeling scenarios via different constructs: for the simple cases only the appropriate properties have to be specified, for the more complex cases a modified SPARQL query can be used, and for URI-encoded labels the delimiter characters have to be specified.

An example configuration could be:

\[
\text{Source.0.GraphPattern} = \{x\text{rdfs:label}\{y\}} \\
\text{Source.0.ConceptVar} = x \\
\text{Source.0.LabelVar} = y
\]

The ‘Source’ keyword indicates we are specifying a source ontology, i.e. which will provide the input concepts that are to be matched to some target ontology. As more than one input source can be specified it is specified that this is the (in this case) 0th source specification. This configuration specifies that every concept ‘x’ in the ontology is textually represented by label ‘y’. This implies that if the string matching process matches the textual representation of concept ‘c’ with a label ‘y’, we than consider ‘x’ as a conceptual match with the concept represented by ‘c’.

After having thus obtained the labels for all the concepts in the source and target ontology, we can match the input concepts via their labels. To do that, we first stem both tags and labels\(^17\) to cater for morphological differences between words.

Given real world datasources, one encounters different spellings for the same words, and spelling errors. In English, for example, spelling differences exist between the US and British dictionary. Examples are “aeroplane” versus “airplane”, “centre” versus “center”, “colour” versus “color” and “moustache” versus “mustache”. Also consider composite words, i.e. sometimes words are written together as one word, or separate, for example “family name”, versus “family-name” or “familyname”. Also, the open Web-like of the Semantic Web implies that misspellings need to be taken into account, i.e. not all ontologies are carefully crafted by groups of domain experts. This is especially important when we use user tags as input instead of a source ontology, see Section 6.1.3.

Therefore, we use an algorithm for computing the similarity between strings. Many similarity metrics are available. In Relco we use the open source Simmetrics library\(^18\) for

\(^{17}\)using Snowball, cf. \url{http://snowball.tartarus.org/}  
\(^{18}\)cf. \url{http://sourceforge.net/projects/simmetrics/}
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our lexical matching needs, as it contains implementations for many of the well-known string similarity algorithms.

In practice there are three algorithms that we use most often, namely Levenshtein distance [Damerau, 1964], Jaro-Winkler distance [Jaro, 1989] and Soundex [Knuth, 1973]. Levenshtein is a well-known metric for calculating word distances. It calculates the minimum number of edits to transform one word into another (the fewer edits the more alike the words are). Jaro-Winkler is an alternative in which matching characters in two words are compared based on the position of the character in the words. Words that share many similar characters on similar positions in the word are considered more similar than words that do not. The Soundex algorithm is based on the phonetics of words. Words are considered more similar to each other the more they sound alike.

Relco can be configured to specify which matching algorithm to use. The algorithm derives that two concept match if the word distance for their textual representations calculated by the algorithm is equal or greater than a (configurable) threshold. The result of this string matching step is a set of concept candidates that textually relate to the input concept, each candidate with a certainty that reflects the calculated word distance between the labels. The result of this string matching step is then input for the next steps of the matching analysis.

5.5.2 Utilizing Helper Ontologies

The result of Relco’s first step is a set of conceptual matches based on syntactic relations between the textual representations of concepts in a source and target ontology. In our next step we want to exploit the semantic structure of the underlying ontologies as well as helper ontologies to extend our set of matches. We base this technique on the observation that an ontology connects semantically related concepts and that such related concepts might be semantically equivalent for the matches we computed after step 1. Semantically related suggestions might for example be convenient if the source and target ontologies define their concepts on different levels of granularity, or use different but semantically equivalent terms.

We can for instance think of exploiting the rdfs:subClassOf property. This property can be used to find more specific concepts, more generic concepts or sibling concepts. Suppose we have a source concept labeled “Java” that syntactically does not match with any concept of the target ontology. The target ontology could still have semantically related terms like ‘Object Oriented Programming Language’, which is semantically instead of syntactically related. By using a helper ontology about programming language, we could find this match. By following, for example, the rdfs:subClassOf relationship we can now extend this initial result with the semantically related concepts in the target ontology like “programming language” (more general) or “Standard Edition 6” (more specific). We could even consider to follow a longer path in the graph instead of a single property, e.g. by also considering the subclasses of “programming language” we would find “C++” or “Python”, i.e. sibling concepts of “Java”. If these related concepts can be found in the target ontology they might be good semantic related matches with the concept in the source ontology.

Which property or path of properties will be generally considered in the target or helper ontology must be specified in the configuration for every ontology. In Relco we allow two ways to define which path of properties to consider. One way, for path length 1, is to simply specify the property. Good examples being the often used properties “rdfs:subClassOf” and “skos:related”. It is also possible to specify in which direction the property should be inspected, i.e. as they are directed edges on the RDF graph. For example, to find the
more general concept in an ontology that uses the rdfs:subClassOf property we need to inspect it inversely. Sometimes this simple schema is too simple however, i.e. if we want to take into account specific paths of properties (e.g. the sibling example we used earlier). In case of our previous sibling example inspect two subsequent properties (the inverse rdfs:subClassOf and then the regular rdfs:subClassOf). In reality, paths may also be longer and more complex or require additional conditions. In those cases we specify semantic expansion by an explicit query (using SPARQL), for example:

```
PREFIX ws: <http://www.w3.org/2006/03/wn/wn20/schema>
SELECT DISTINCT ?wordForm
  ?aWord ws:lexicalForm "%inputTerm%@en-us" .
  ?bWord ws:lexicalForm ?wordForm .
  FILTER {?wordForm != "%inputTerm%@en-us"}
}
```

It is a SPARQL query that searches for all the synonyms of a given input term (%inputTerm%) by using the WordNet lexicon as a helper ontology. The query defines the search for the Synset that contains the input term from our source ontology. It then returns all wordforms of that ‘Synset’ (i.e. the synonyms), except for the original input term. The %inputTerm% variable is not a SPARQL construct, but something we introduced to denote the substitution of the lexical forms of the output of the step we detailed in Section 5.5.1. Relco extracts the results, denoted by the bounded variables from the SELECT clause, as semantic matches for the input terms.

The second, semantic expansion step thus moves from a set of concept matches to an extended set of concept matches (each with a certainty value and a set of associated concepts). This certainty value of the extended matches is lower than the original matches. How much lower is configurable by a decreasing factor based on how relevant a specific property path is judged to be semantically relevant. For our “Java” example the designer could for instance specify a decrease value of 0.2 for the sibling query, meaning that if the concept for “Java” was originally matched in Section 5.5.1 with a certainty of 0.9, the certainty for sibling concept “Python” would be (1-0.2)*0.9=0.72.

### 5.5.3 Using Context for Disambiguation

In the third step in Relco we go for context disambiguation. There we exploit the structure of both ontologies in Relco. The underlying assumption is that for a certain concept in the ontology, the surrounding concepts in the graph can provide insights in what concepts mean. The idea is, as illustrated by Figure 5.5, that if two or more concepts of a source ontology have a match in the same neighborhood of a target ontology (defined by a maximum distance in the length of the property path between concepts) then the chance is higher that the matches are better. For example, suppose that in our example source ontology there is a property “skos:related” between “java” and “programming”. This allows us to consider matches for “java” like “Python” and “SE 6” more relevant than matches like “island” or “coffee”, i.e. because we know that “Python” and “Se 6” are also related to the “programming” concept and “island” and “coffee” are not.

We use the path length between the input concept and other input concepts in the source ontology as a neighborhood indication. In our example, we have a path length of
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2 between java and c++ (both have a connection with ‘programming’) and therefore we increase the certainty of “programming” being a good matching concept for “java”.

Figure 5.5: Two matches in one region of an ontology

Determining the path length between all concepts that are matched with a set of input tags is very costly if this is determined during runtime only. To do this efficiently we pre-compute the neighborhood of every concept in the target ontology once, i.e. we compute for every concept all the concepts that are within the maximum path distance. The path distance is the minimum number of properties that connect two concepts. The chosen maximum for path distance is typically rather small, especially for well-connected graphs as otherwise almost any concept in an ontology will be in the neighborhood of every other concept, but a good value depends on the connectedness of the ontology.

The certainty-increase for tag suggestions that are found in the same region (in function of the path length) is configurable, as is the maximum path length. We could for instance configure to decrease uncertainty with a maximum factor of 0.8. If the matching concepts have distance 1, as with our “java” and “programming” example, where “C++” has a path distance of 2 from “java” and “programming” has an initial certainty of 0.7, then the new certainty for “programming” would be $((1-0.7)*(0.8/2))+0.7=0.82$. Initial matches “island” (e.g. also initial certainty of 0.7) and “coffee” in this example would not get improved certainties, as they are not in the same neighborhood as other input concepts.

How good the chosen value is for influencing the certainty value needs to be evaluated and depends on the structure and language of the target ontology.

5.5.4 Using User Feedback

After the first three steps we have for an input concept obtained a set of matching concept-certainty value pairs. We can now consider what to use these matches.

One scenario is to now automatically use the set of matches and assume relationships between the input concept of the source ontology and matching concepts in the target ontology, provided that the certainty is above a threshold, and generate mappings on that basis. However, in most cases things are not that simple. Usually the underlying datatypes of the RDF literals differ and need to be mapped. For example, different datasets might store distances in different units and granularity, e.g. miles, kilometers, meter, etc. So ontologies that define the size of objects cannot be automatically mapped to each other without regarding this possible type mismatch. Another example is that datasets can have relative views, e.g. of user models. If two applications both model the knowledge of a user of the same particular subject, that doesn’t mean they can have very different views on it. In one application one is labeled as a Linux-expert if one can use the command prompt without problems, while another application might only label programmers that contribute to the
Linux kernel to be Linux-experts. These granularity issues and viewpoint differences can hardly be solved by automatic mapping mechanisms, as the information needed for this is usually not part of the ontology and depends on the mapping context and designer.

To reduce this problem we involve users in the mapping process as well and we try to make their mental view on the mapping explicit by validating our matches. We present the user with our suggested matches and use their feedback to improve the matching certainties.

To present these concept matches to the user in a user interface, we first need to choose a good textual representation for the concepts, especially in the case a concept has more than one textual representation. The issue is illustrated by Figure 5.6, where we see a concept that has several textual representations.

![Figure 5.6: Example of concept with multiple labels](image)

Suppose we have a concept with several labels where we can discern between labels, e.g. preferred labels and alternative labels. If the input of the source ontology matches with an alternative label we might want to show the preferred label instead of the alternative one. For instance suppose we have a concept with a preferred label “application” and an alternative label “program”. Now if the textual representation of an input concept matches with “program”, we might want to give the preferred label “application” anyway, instead of the actual label “software” that lead to the match.

Relco provides three configuration options for choosing the best textual representation of a concept for an ontology. One can choose to define a preferred label and present that to the user. Another possibility is to present only the labels that were matched during the string matching process in step 1. The third option is presenting the user all string representations of a concept.

The user can now be presented with the best matching concepts for his input concept. The former processes for finding concept matches for tags were user-independent. By utilizing user feedback we want to improve the process of computing concept matches by storing their choices and use that information to adapt the certainty values.

Relco has a feedback channel for both simple and extensive feedback input. In the simple case, the user is presented with textual representation of matches and is asked if one of them is a good alternative description for the input concept. If the user does select one of the concept matches we consider this as implicit feedback that indicates that the selected concept is a good match to the input concept. We then store this information and use this information to increase the certainty of the chosen match, the next time the same input is encountered. We also provide a more explicit feedback channel by allowing the user to explicitly evaluate concept matches for the given input concepts.

We store the feedback using an RDF data format. Figure 5.7 represents the (simplified)
schema for the feedback instances that we store in our datastore. We store the input concept and the concept match that we computed. For every match we compute for an inputtag we maintain the total number of users that gave a positive or negative rating for that match. This results in a certainty which we store (such that we don’t have to recompute). If the user is logged in, we record the individual judgements and with which users they belong.

![Figure 5.7: Feedback Data Model](image)

The feedback information that we keep in the store is in the first place used to change the certainty value, and make it more fitting with the user’s opinion. The first thing Relco checks (before the start of string matching) is to see if the concept is already in the feedback store. If so, we adapt the certainty of matches based on previous input of the user.

Consider for instance the input concept “programming language”. Concept matches for programming language might include “java”, “c++” and “python”. From previous user feedback we might have recorded that “java” is chosen much more often as final concept for the textual representation “programming language” than the other programming languages (e.g. caused by the relative popularity of Java). The certainty of the “java” concept is then promoted based on this user behavior as we find it more likely that “java” will be again be chosen instead of the other alternative concepts. We use both personal information for users and general aggregated information from all users. For example, if Java is most popular it will increase the certainty of Java for programming language for all users. However, if a specific user repeatedly chooses C++ this will lead to a higher certainty for that specific user for C++.

### 5.5.5 Implementation and Performance

During implementation of Relco we found that a straightforward use of one of these similarity metrics algorithms has one big drawback: it does not scale well. Every concept in the source ontology has to be compared with every label in the ontology, and every comparison operation is relatively expensive. Tests on a reasonably large representative target ontology with about 3800 concepts showed us that it would take about 7 seconds on standard hardware to match one input concept of some source ontology with the string representations of those concepts. To avoid this and improve on this performance, Relco
uses Apache Lucene\textsuperscript{19} to build a ‘fuzzy’ index. The principle behind this index is to compute n-grams of words, meaning that strings are broken up into all subsequences of length n. These subsequences are put in an inverted index. Using the heuristic that two only slightly differing strings share many common subsequences, the n-grams of an input term can be quickly compared with the labels in the ontology. The result of this process is a set of matching labels with a similarity measure that represents the number of matching n-grams between the input tag and the matching label. However, experiments showed that the accuracy of this similarity measure is in general worse than that of the previously discussed algorithms. Therefore, in our case Lucene is used with a relatively low accuracy setting in order to quickly pre-select all candidate strings that might match; then the string similarity algorithms from the Simmetrics library are used for higher-quality string comparisons. With this method using the same test ontology with 3800 concepts we were able to reduce computation time to less than a second. Table 5.1 illustrates these performance differences for the Dutch GTAA ontology (see Section 6.3.1) and some arbitrary input textual labels we produced just for testing.

Another possible performance bottleneck in Relco was during the disambiguation process. The disambiguation process means that Relco has to compute the relation of all neighboring concepts of the input concept and then compute the distance between the target concepts. To speed up this last process we built an initial \(|C|x|C|\) distance matrix. We then store that part of the matrix with distances smaller or equal to a constant \(n\). This \(n\) represent the longest path between that may exist between concepts that are still in each other’s neighborhood. This \(n\) is typically rather small, especially for well-connected graphs, but a good value depends on the structure of the ontology. So, when the input concept and its neighboring concepts have target concepts in the same neighborhood this is immediately retrievable from our matrix.

Relco is implemented in the Java programming language. It depends on the Sesame RDF store library, the Simmetrics library (for string matching purposes) and as explained in the previous paragraph: the Apache Lucene library. Relco can be deployed in two ways. It can be deployed as a library. In this mode external applications can easily embed Relco. This has the disadvantage that Relco has to initialize its datastores for every concept matching process, which will give it a slight but perceivable slowdown. Relco can also be deployed as a Web service. It then has to be deployed in a Java servlet container like Apache Tomcat and can then be called by SOAP messages. Relco then only has to be initialized once to be ready for operation. Its setup is slightly more complex, but it is faster (especially when using the in-memory store) and can be used by more Web applications at once.

Figure 5.8 is a simplified class diagram of Relco. The class RelcoProperties is used

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Input Label & Default Performance & Lucene Performance \\
\hline
 & #results & Performance(s) & #results & Performance(s) \\
\hline
Restaureer & 9 & 7.344 & 9 & 0.688 \\
Platteland & 8 & 7.187 & 8 & 0.672 \\
Emancipatie & 13 & 7.766 & 11 & 0.688 \\
Amsterdam & 13 & 8.150 & 0 & 0.516 \\
Zang & 25 & 5.969 & 24 & 0.657 \\
Koningshuis & 6 & 7.453 & 4 & 0.676 \\
\hline
\end{tabular}
\caption{Relco Performance Using the GTAA ontology}
\end{table}
by other classes to retrieve configuration elements. It can return individual properties or a list of properties, for example all source files for a specific repository. The properties are read from the configuration file. The classes Lucene and Sesame support the storage of information. In this case Sesame stores ontologies in repositories and Lucene creates indexes of labels, their related concepts and n-grams of the labels. An index is always based on a repository. The class RelcoManager contains the method Execute(). This method instantiates the models, invokes the algorithms and keeps track of the intermediate tag and concept suggestions and eventually returns the suggestions. A StringTable and ConceptTable object are instantiated to store the intermediate results and are updated after the execution of each step in the process.

5.6 Summary

In this chapter we investigated various aspects of data integration for RDF data sources. We investigated using different integration approaches. One approach was data coupling, by connecting concepts in different sources with a relationship, e.g. owl:sameAs for identical concepts. This is a simple approach, but not always usable, for example queries over coupled datasources become more complex because they have to incorporate all possible schema structure for their answer.

Another approach is to reach a common ground by defining a standard vocabulary that all applications decide to use, or that is used as an exchange format. This solution has some favorable characteristics as new applications can be easily connected and exchange information with a set of other applications. However, this approach depends on the possibility that a common vocabulary can be agreed on that incorporates all information that is to be exchanged between all parties.

As in many cases this is not feasible we also considered the scenario in which every
pair of applications develop pair-wise mapping for their data. This scenario is necessary for applications that are either very specific and only need to exchange that data with few other applications or are in a domain in which there is no common ground.

Both the case of an intermediate ontology and the application-to-application scenario require mapping data from one schema to another. This requires a formalism for expressing the mapping of instance data between schemas. We investigated two methods for expressing these mappings. One mapping is based on the SWRL rule language. It is based on rule antecedents and consequents, i.e. when some condition holds ‘new facts’ are derived. These ‘new facts’ is the actual translated instance data which in our implementation is transported to the target datastore. Because of expressivity limitations in the SWRL rule language as well as readability and verbosity issues, we decided to create another solution based on the SPARQL language. SPARQL was in our implementation extended with a ‘TRANSFORM’ operator, which provides additional value transformations as well as some additional aggregation operators and operators to use background information. The resulting extension, called STL, is more expressive, versatile and expressive than the SWRL rule language.

We also introduced the Relco framework which can be used to automate relation discovery, which is used as basis for mappings. Relco was designed to find candidate relationships between an input concept and a target ontology. We used an approach based on string matching, the utilization of helper ontologies, context disambiguation and user feedback for finding a set of candidate concepts and a certainty value that expresses the probability that the candidate concept is a good candidate for the input concept. The Relco approach for relating concepts is inspired by work on ontology matching. It follows the frequently used method in ontology matching [Aleksovski et al., 2006; Rahm and Bernstein, 2001] of finding a set of concepts with the highest syntactic and semantic certainty between the input and the target ontologies. However, Relco is targeted on more flexible situations that are slightly different than with those systems, e.g. in Section 6.1.3 we deploy Relco for relating tags to concepts. Therefore, we focused on extending regular techniques with techniques that exploit the data structures that we use and the users of the system.
Chapter 6

Applications of Data Integration

We will now look at a number of Web applications that have data integration requirements. Data integration in these Web application was based on the techniques that were described in the previous chapter. Every application has unique characteristics and challenges that asked for specific attention. Every application also has unique opportunities in terms of capabilities derived from data integration, which we will explore. In this chapter we will look at three applications that (next to data integration issues) share that they disclose multimedia datasets. However, the applications are in very different domains and have very different purposes. First we will look at χ Explorer, a Web application that was built for navigating cultural heritage collections. Its purpose is to disclose cultural heritage collections to the general public, while at the same time providing valuable metadata for professional archivists. Next we look at SenSee, a television recommender system that exploits semantic relations. Important for SenSee was providing efficient access to large RDF datasets and adapting to a multi-device scenario. The third application we discuss is ViTa, a video tagging application for tagging and searching educational videos via user tags.

6.1 χ Explorer

We first look at the Web application called χ Explorer, which we built for Regionaal Historisch Centrum Eindhoven (RHCe). RHCe is appointed by the region of Eindhoven to govern all official city archives and the cultural historic information related to Eindhoven and its surrounding municipalities. The archives contain millions of objects, including official documents, pictures, videos, maps, newspapers, etc. These objects are organized in collections based on their function and type.

One of RHCe’s missions is to disclose their collections to the general public. The current practice is to physically retrieve the objects for interested visitors, based on handcrafted metadata indices constructed by RHCe’s professional annotators. This is time-consuming for visitors and RHCe staff. Many objects are also fragile and physical contact could be damaging. So, RHCe has started a process of creating high-quality digital copies of their source data as basis for information disclosure. They also envisioned Web disclosure of their archives to reach a larger public and thus get a better idea of the evolving interests and wishes of their visitors/users. An important element in this process is metadata: RHCe employs professionals to correctly annotate objects. However, the amount of new
objects grows much faster than the annotators can keep up with, so the huge current archives are only annotated for a small part at the moment. If one could get the users to help in annotation, this burden could be greatly lessened.

In Section 6.1.1 we describe an overall metadata structure that intelligently defines a semantically linked heterogeneous dataset. Based on this dataset we have been able to offer a navigation structure over the archive objects, and study how to exploit the metadata in the navigation, e.g. through presenting specialized user interfaces for various facets of the data (Section 6.1.2). Since the involvement of the user groups was an important goal in this process of obtaining structured metadata, we describe in Section 6.1.3 how we used Relco (as described in chapter 5.5) to convert unstructured user-generated metadata to well-structured ontology-based metadata ready for the professional annotators. Thus we illustrate how intelligent techniques for metadata integration and user-participation can be applied in the practice of small/medium cultural heritage institutions. These techniques allow to reduce overhead costs of the metadata creation process and allow for the continuous integration and expansion of collections.

### 6.1.1 Semantic Integration

A first challenge was integration. Previously, all metadata information was stored in separate proprietary database applications. This had legacy reasons, e.g. mergers of historic institutes, but RHCE also consciously chose for having separate applications for different types of objects because of their different metadata. Photos for example typically have properties like camera type and color capabilities, while birth certificates have properties like person name and birth date. Most of these database applications are closed in the sense that the data is only accessible via an application form or in some cases an XML or SQL export.

The desire was to have one web application that allows the user to browse the RHCE datasets as if it was one integrated homogeneous dataset. We therefore first needed to create one integrated data model that describes all metadata fields of all metadata databases. We were especially keen on identifying those metadata fields that the separate collections have in common as RHCE saw great value in connecting objects in different collections. For example consider the scenario that someone is interested in a marriage certificate (e.g. of his grandparents) and then wants to see photos of the church of the marriage from the time of the marriage.

It is important to point out that considerations like these were inspired on the added value that the new interface could provide. That is also why we have presented these aspects as part of the complete study. An advantage of the integrated dataset approach is that it would allow us to create specialized visualization primitives for navigation (see Section 6.1.2). Furthermore, it also allows us to use it as a format for user-generated metadata (see Section 6.1.3).

In Section 6.1.2 we propose specialized faceted browsing visualizations. In order to make this possible we utilize the structure of a specialized ontology for each of them: a location ontology, a domain ontology and a time ontology. These ontologies are also important in the user-generated metadata phase (Section 6.1.3). There we exploit the labels and semantic structure of these ontologies.

When we constructed the overall metadata structure we chose RDF as its formalism (see Section 2.2.3). Basic requirements were that it should be easily extendible and that it should be possible to easily integrate or connect new data sources (more legacy sources from mergers, but also connecting to data sources from other institutions). As we planned
the navigation primitives for \( \chi \) we also concluded we required a connection with external knowledge sources. RDF fits all these requirements. Before making the translation from the various databases to RDF we first designed a schema for our combined dataset. We needed to combine here the given structure of the available sources (a heterogenous set of relational databases) and the desired properties of the solution (a homogeneous integrated dataset that is easily navigated).

We wanted to base our schema on open standards (i.e., vocabularies) where possible, as this improves extendibility and reuse (as chances are higher that the standards are used in other sources as well). When we created our schema we didn’t find a single open metadata standard that allows describing all cultural objects in RHCe’s collection. We did however identify a Dutch standard called GABOS for describing topographic historic information (developed by VTHA, a collective of many local archives and local cultural centers in the Netherlands\(^1\)), which we could use as a basis. GABOS however only provided a flat list of ‘descriptors’ with proper names to describe objects. We mapped these content descriptor structure to RDF.

Both the location and domain ontology are based on data structures developed internally in RHCe. The location ontology relies on a hierarchy of locations and their coordinates (based on information provided by the city administration). Locations in the location ontology have also been extended with time properties were appropriate, that can be used in the historical perspective to support evolution in locations, e.g., with city restructurings. The domain ontology was based on a classification hierarchy developed for structured annotation in the various RHCe database applications. In both ontologies we reused standardized relationships where possible, e.g., for hierarchical relationships the “broader” and “narrower” relationships from the SKOS vocabulary [Miles and Bechhofer, 2009].

![Figure 6.1: \( \chi \) metadata structure](image)

For the time dimension RHCe didn’t have a structured ontology yet, even though different time notions are often used in their metadata databases. As time is an important notion in cultural heritage applications we standardized its notation so that we can access

\(^1\)http://www.vtha.nl/
homogenously time instances later on. We reused the OWL Time ontology and mapped all time notations used in the metadata databases to instances of that ontology.

The next step was to make wrappers that can translate the metadata information from the database applications in RHCe (that remain in use) into instances of our RDF schema. We created unique URIs for objects based on their database-ID and translated all metadata in the databases into terms of our metadata structure with relations to the relevant ontologies. Mapping the actual data items to instances of our schema was a relatively straightforward process, besides some restructuring issues. The time notations could be easily translated to OWL Time notations. The link to the domain ontology was also rather straightforward as long as the annotators correctly used the classification hierarchy. We only considered the classifications that exactly matched the classification hierarchy. For the location hierarchy we had to do some more elaborate matching and mapping, for which we used the Relco framework that was described in Section 5.5.

Figure 6.1 gives an example of an instance (simplified) in our metadata structure. The data describes the picture in Figure 6.2 of the Catharina church after its bombardment on September 19, 1944. Note the links with the ontologies that we created.

![Figure 6.2: Example picture from the RHCe dataset](image)

6.1.2 Navigation and Visualization

Based on the integrated dataset we built the user interface of $\chi$ Explorer. We focused on navigation and search.

The RHCe user base is typically interested in objects related to specific areas (Section 6.1.4 describes the user base in more detail). Consider our previous example in which a user is interested in the location of his (grand)parents’ marriage. Therefore we added a Map view, which should simplify navigating objects over their spatial relationships. We used the Google Maps API (cf. http://code.google.com/apis/maps/) to visualize locations of objects. See Figure 6.3 for a screenshot from the $\chi$ Explorer Map view. Here we exploited the transformation of location annotations into links to our location ontology in our integrated dataset. This ontology contains location coordinates which are translated to Google Maps coordinates.

A search or browsing action can lead to the need to visualize a large set of objects on a relatively small part of the map (most are within the city of Eindhoven). Our user
study (see Section 6.1.4) showed that users struggled with large unordered set of objects. Therefore, we incorporated a clustering algorithm which is based on the Hierarchical Agglomerative Clustering Algorithm [Jain et al., 1999]. However, instead of just finding a clustering for a group of points, we reduce the number of visualization points by clustering until we have reached the maximum. The algorithm is as follows:

1. Define the maximum number of clusters that will be visualized on the map.

2. Compute the proximity matrix containing the distance between each pair of search results. Treat each search result as a cluster.

3. Find the closest pair of clusters using the proximity matrix. Merge these two clusters into one cluster. Update the proximity matrix to reflect this merge operation.

4. Stop when the number of clusters equals the maximum.

The clustered sets of objects are afterwards visualized in the Map view. When the user selects a cluster the set of objects associated with that location is visualized. For every object a thumbnail representation is shown together with a description. Within a cluster of objects, the objects can optionally be grouped by creating subsets that have similar properties in one of the other dimensions (i.e. time and domain concepts). In this way, objects in an object set can be grouped either on the time periods or on the concepts for a certain location, which makes browsing an object set more orderly.

Similarly, the user base is typically interested in objects from a specific time period. Consider for example the scenario of a user who is interested in objects from the time his (grand)parents married. Therefore we added a Timeline view in which objects can be related by the time periods in which they have been created. See Figure 6.4 for a
screenshot of the timeline. We used the Simile Timeline component\(^2\) for that. Here we exploited the fact that all date notations in our integrated dataset were translated into OWL time instances. Thus we could generate dates and intervals as elements on the timeline. Dates at different granularity levels can be recognized in the view by the different sizes of the elements.

Figure 6.4: Timeline view χ Explorer

For objects on the timeline a similar problem of cluttering the timeline with too many objects had to be faced (as with locations). Objects on the timeline with overlap in the time period are arranged vertically. We had to make sure that the number of vertically placed events fits the screen size. For this we use a slightly adapted version of the clustering algorithm:

1. Determine the candidate timeframes with more results than the maximum.

2. Create a proximity matrix containing the time-distance between each pair of search results in a candidate timeframe. Treat each search result as a cluster.

   a. The distance between timeframes is measured by adding the amount of time necessary to add to both timeframes to come to a union of those timeframes. For instance, given timeframes “1940-1945” and “May 5, 1943”, the union of those timeframes is “1940-1945” and 0 time needs to be added to the first timeframe and 5 years minus a day to the second: the total distance between the two is 5 years minus a day.

3. Find the closest pair of clusters using the proximity matrix. Merge these two clusters into one. Update the matrix to reflect this merge.

4. Stop when the number of clusters equals the maximum.

5. Repeat steps 3-5 for each candidate timeframe.

Like in the map facet, a visualization of the objects in an object set can be grouped in the other dimensions (location and domain concepts).

\(^2\)http://code.google.com/p/simile-widgets/
The last visualization we considered was based on the desire of many users to quickly navigate objects that relate to a specific theme or concept. In our example, the user could be interested in objects that relate to the concept of church or marriage. The domain ontology was in fact specifically designed to facilitate this thematic classification of objects, which allows the user to navigate semantically related objects. To visualize the domain ontology we used graph-based visualization, based on the GraphViz graph library\(^3\). Figure 6.5 is a screenshot of the graph-view in χ Explorer.

![Graph view χ Explorer](image)

Figure 6.5: Graph view χ Explorer

We visualize the domain ontology, and use that our integrated dataset links data objects to the concept in this ontology. To keep the Graph view simple, the user is shown one central concept and all its related concepts. Different types of relationships have different color codings, as can be seen for the example in Figure 6.5. The central concept there is labeled with “De Wildeman & Gouden Leeuw”. This is the name of a business that both contains a “restaurant” and a “hotel”, both denoted by the “omvat” relationship (‘omvat’ is the Dutch word for ‘contains’). The other visual relationship is “wasVroeger”, which is Dutch for ‘was formerly’. This relationship illustrates that this business was formerly called “Gouden Leeuw” and “De Wildeman”, i.e. the business merged and retained both names at first. However, eventually the business was again renamed to just “De Wildeman”, which is denoted by the top “wasVroeger” relationship.

If a user selects one of the related concepts, that concept becomes the central concept and its related concepts are then shown in the view. The user can also view the set of objects that are annotated with the current concept. Like with the other visualizations, objects can be further grouped in the other dimensions as well.

The χ Framework was built to facilitate the user interface we just described. Figure 6.6 contains an overview of the framework. At the bottom there are the RHCe back ends (the proprietary databases) and the wrapper that transforms that data to instances of our integrated structure. The χ Engine is the application back end that allows storing and querying the data. Furthermore, it maintains a user model where user information can be stored as well as user-generated input (see Section 6.1.3). Querying and storing RDF data in the χ Engine is based on Sesame\(^4\). The χ Engine also uses Relco (as discussed in 5.5). Relco is used to provides suggestions for mappings between user tags and concepts in the ontologies. The top part of the Figure contains the presentation logic, χ Explorer. χ Explorer provides the specialized user interface (we described earlier) over the data from χ Engine.

\(^3\)http://www.graphviz.org/
\(^4\)http://www.openrdf.org/
6.1.3 User-generated Metadata

The faceted navigation depends on the relations between our integrated dataset and the ontologies. Given the lack of metadata for many objects we use the Relco component to allow user-generated metadata, including links to the ontologies, which makes the navigation via our visualizations possible.

RHCe has obtained with $\chi$ Explorer a web-based application that allows its visitors to efficiently browse the archives based on structured annotations. However, the center has currently only rich annotations available for a relatively small part of its continuously growing archive. Therefore, as part of their new process for creating the metadata, it was decided to attempt using the knowledge and involvement of the visitors to augment the level of well-structured annotations.

Connecting Tags to Concepts

As is typical with this kind of user-participation, RHCe has to cope with the fact that the targeted user group is not used to do professional annotation nor has explicit knowledge of the given annotation data structures. To accommodate lay users, the annotation process is kept simple by extending the system with a tag-based interface [Mika, 2005; Choy and Lui, 2006; Specia and Motta, 2007]. Users can simply enter keywords or short strings of text to give their description of the content, location or date of an object. To warrant the quality of the metadata in the system, it was decided to maintain the current data structures based on RHCe’s internal ontologies as the basis for navigating the archives, also because of the known difficulties reported for using a tag-only approach [Choy and
6.1 $\chi$ Explorer

Therefore we use Relco for relating user tags to the concepts in the ontologies. We had to extend the original Relco with additional input capabilities for using it to relate tags to concepts instead of concepts to concepts. Next to input concepts of an ontology (refer to Figure 5.4), Relco now also accepts input tags. The input for the component consists of an input tag and a set of contextual tags. In the $\chi$ Framework these contextual tags are already existing tags for the object that is tagged - which is possibly an empty set for newly tagged objects. For the rest, the Relco process is exactly the same as described in Section 5.5.

$\chi$ Explorer uses Relco in two ways. First, when users enter a tag they get a list of tag suggestions, based on string representation of concepts in the used ontologies. If the users select one of the tag suggestions by the system this not only stored as a tag, but also a relationship with the concerning concept in the ontology. This relationship between concept and object is weighted. If the relationship is added by one user this weight is low. The more people recommend this relationship the higher this weight gets. Maximum weight is assigned by assessment by RHCe professionals. This weight is used for ordering objects during ontology based navigation and search.

Secondly, when the RHCe professionals visit an object page, they will see the user tags and the set of recommended concepts based on those tags. This is used as a tool to assist the professional annotators.

Figure 6.7: $\chi$ Explorer Feedback GUI

Figure 6.7 shows the $\chi$ Explorer front-end user interface for the Relco feedback mechanism (refer to Section 5.5.4). Both users and professionals can assess the quality of concept recommendations of tags. For every tag suggestion they can indicate if the suggestion is good, neutral or bad. These indications are fed back into Relco for improving future tag suggestions.

Tag quality assessment

Important in a use case like RHCe’s is quality control. Besides preserving the objects themselves as good as possible, they have to guard the quality of the metadata describing the objects (and used to enable the wide access). This is the main reason for professional expert annotators. Annotation by end-users (tagging) is a great additional opportunity
to easily gather metadata and especially offers the possibility that specific information is known within the laymen user group that the professional experts do not know (yet). However, obtaining metadata from outsiders is also a vulnerability: despite all good intentions the provided information might be sub-par, not relevant content wise, personal bookmarks or even spam. RHCe considers ways to ensure the quality of user annotations while at the same time not increasing the overhead and costs for the professional annotators.

In χ Explorer the users can either reinforce an already existing tag or vote for or against tags of other users (screenshot figure 6.8), to express whether they think that a tag accurately describes the content of an object. The assumption is obviously that if more people favor a tag for an object, it is more likely to be correct. Additionally, χ aggregates tagging and rating activity and presents this data to the RHCe administrators. They get a ranked list of objects, ranked by the number of tagging and rating activity. In this way they can quickly assess which objects are popular and which metadata is debated. This allows professional metadata experts to provide these objects with the best annotations.

As a measure against abuse of the Chi Explorer facilities there is a report button for all user-generated data that allows other users to report abuse quickly: this allows the RHCe administrators to quickly remove abusive metadata entries and ban the respective users if necessary.

User Reputation

Votes for tags are also used to compute the reputation of users. A vote for a tag is interpreted as an indirect vote for the user that suggested that tag. A positive or negative vote will increase or decrease the user reputation weighted by the voter’s reputation. So a user’s reputation gets higher the more users with high reputation (indirectly) vote for that user.

The users’ reputation value is also used during the tag quality assessment, as votes are weighed by the user reputation. In a next version of the system it is planned to assign additional rights to users with high reputation values. These trusted “power users” could then be used to cost-effectively maintain the quality of the metadata content. Showing leader boards of the most valuable users could even provide competition and in this way motivation to voluntarily do this work for RHCe.

6.1.4 Evaluation

We did a small-scale user study for χ Explorer. We will first describe the distinct RHCe user groups.
User Groups

To understand the impact of user tagging and preparing the evaluation of using tags, we consider RHCe’s typical user groups more closely. The user base is divided into three main groups, each with their own characteristics:

1. RHCe’s largest user group are senior citizens. They are generally very interested in genealogy (usually their own family) and everything they relate to their childhood. They are usually very enthusiastic and are even invited sometimes to supply their stories on certain objects to help the professional annotators with their work. RHCe suspects that this particular user group might form a core of enthusiastic users of the Web application and thus become a great source of metadata (under the condition that the application is kept simple). Browsing through the Map and Time views can help them significantly to find material important to them. They can also be shown new uncharted data.

2. Another substantial user group, and one that RHCe would like to grow, are students. RHCe has contacts with different schools in the neighborhood. These students sometimes get assignments that include finding interesting objects in the archives. RHCe expects less from this group in the sense of new metadata, but they do assume that using the user-generated metadata from the elderly helps the students in finding objects that are interesting for them.

3. The historians form a third group, smaller in size, but important for RHCe. They use the archives to study Eindhoven’s history and need metadata to search through the data. They can provide a wealth of metadata, however they are better capable of using a native ontology-based approach instead of a tagging approach as they are already accustomed to ontologies. They probably will not use the $\chi$ Explorer directly, but the $\chi$ Engine can be invaluable to them for their research.

The current $\chi$ Explorer version was made available under experimental conditions (with selected user groups and conditions). Before being released to the general public, the application will go through a number of evaluation steps and user studies to validate the ideas and refine the application based on the specifics of the community. At the same time these explorative steps help RHCe to get a better understanding of the entire metadata creation process that envelops the system.

Focus Group

We did a focus group [Morgan, 1997] to qualitatively review if users appreciate the semantic navigation interfaces in $\chi$ Explorer. 15 users participated equally divided in 3 types (i.e. groups of 5 users): external young users (in the range of 15-25 years of age), external senior users (in the range of 55-65 years of age), and RHCe internal users (representing historians). These groups represent the three current main user groups of RHCe.

The participants were given a list with 12 assignments to find and browse objects that were available in the system. An example of such a task was “Try to find photos of the center of Eindhoven that feature buildings damaged in the Second World War”. We also advised them to try using all the available facet visualizations. During these tasks we let the users think aloud and filmed their reactions; at the end they also filled out a questionnaire. The users got a list of statements and used scores on a scale between 1 and
Table 6.1: User Study Results for navigation (condensed)

<table>
<thead>
<tr>
<th>Feature</th>
<th>Seniors</th>
<th>Students</th>
<th>Historians</th>
</tr>
</thead>
<tbody>
<tr>
<td>The map view is clear</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Searching within locations is easy and clear</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>The time view is clear</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Searching through the time view is clear</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>The graph view is clear</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Searching through the graph is easy and clear</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

5, where 5 means ‘definitely agree’ and 1 ‘definitely disagree’. An ‘X’ means that there was no agreement within the user group, i.e. the users in those group had opposite reactions.

Table 6.1 is a condensed overview of the most interesting responses from the test group on the navigational facets that were provided to them.

From our observations we found that it took all the users time to get used to the visualization interfaces, especially for the graph visualization. Even for RHCE internal users that recognized the concept descriptor structure. This is also clear from the responses on how easy the search facilities were learnable.

We also saw differences between the groups: the younger users accommodated to the new visualizations more easily than the other groups, e.g. the maps visualization most of them used before, while some senior users overlooked the zoom functionality. All the users however got enthusiastic about the possibilities of the new interfaces after they used those interfaces for some time. The responses in the questionnaire also reflect this attitude towards the χ Framework.

Table 6.2: User Study Results for extensions (condensed)

<table>
<thead>
<tr>
<th>Feature</th>
<th>Seniors</th>
<th>Students</th>
<th>Historians</th>
</tr>
</thead>
<tbody>
<tr>
<td>The graph view should include longer paths</td>
<td>X</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>The graph view provides enough relations between concepts</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>There should be more relationship types</td>
<td>4</td>
<td>X</td>
<td>2</td>
</tr>
<tr>
<td>The differences between relationship types are clear</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Search capabilities in χ Explorer are sufficient</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Using the search facilities was easy to learn</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Search history should be stored in the profile</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

We also probed the users about possible extensions for χ Explorer, for which the most interesting results are displayed in Table 6.2. Different user groups seem to have contrasting opinions in this matter. For example, the historians preferred so see a larger part of the concept graph in the Graph view, as they were familiar with the graph already and wanted to navigate faster and combine concepts in searches. The other two groups however strongly preferred the existing graph view as they preferred its simplicity and feared that it might become too complex if extended. Here we see an opportunity for personalization.

One result of the study was that the users struggled with large result sets within a specific facet. During the study we did not have the clustering feature yet: based on the feedback we introduced the clustering described in Section 6.1.2. Another issue that we are currently looking into is combining facets for searching: users would like to select a region with objects in the map view and then for these objects navigate through the timeline.

Please note that a focus group, in this case with three groups of five persons each does not lead to any hard conclusions. The results of the focus group should only be seen as
indicative, which can be used to make improvements. Future user studies on a larger scale are necessary for definite conclusions.

**Evaluation of Relco Suggestions**

For an insight into how the Relco component performs in the RHCe case we did some evaluation tests with Relco. Table 6.3 contains two examples of input tags and the suggestions that are provided by Relco that are typical for the RHCe use case (in Dutch). In the first example “christendom” (Christianity) is related to Christian concepts (except maybe the less obvious connection with “koning” (king)). In the second example “zang” (singing) is related to music concepts, but also to “zand” (sand) because of the close syntactical resemblance between “zang” and “zand”.

<table>
<thead>
<tr>
<th>Input</th>
<th>Suggestions</th>
<th>Input</th>
<th>Suggestions</th>
</tr>
</thead>
<tbody>
<tr>
<td>christendom</td>
<td>christenen</td>
<td>zang</td>
<td>muziek</td>
</tr>
<tr>
<td></td>
<td>religie</td>
<td></td>
<td>liederen</td>
</tr>
<tr>
<td></td>
<td>katholicisme</td>
<td></td>
<td>karaoke</td>
</tr>
<tr>
<td></td>
<td>oosterse kerken</td>
<td></td>
<td>koor</td>
</tr>
<tr>
<td></td>
<td>protestantisme</td>
<td></td>
<td>musical</td>
</tr>
<tr>
<td></td>
<td>aartsbisschop</td>
<td></td>
<td>opera</td>
</tr>
<tr>
<td></td>
<td>bisschop</td>
<td></td>
<td>operette</td>
</tr>
<tr>
<td></td>
<td>christelijk onderwijs</td>
<td></td>
<td>songfestival</td>
</tr>
<tr>
<td></td>
<td>kerk</td>
<td></td>
<td>zand</td>
</tr>
<tr>
<td></td>
<td>priester</td>
<td></td>
<td>geologie</td>
</tr>
<tr>
<td></td>
<td>zonde</td>
<td></td>
<td>grondsoorten</td>
</tr>
<tr>
<td></td>
<td>koning</td>
<td></td>
<td>strand</td>
</tr>
</tbody>
</table>

Table 6.3: Example tag suggestions Relco (Dutch)

Table 6.4 is a summary of our findings of applying Relco in the RHCe use case. The RHCe domain ontology contains 1387 concepts. We had photos from the collection tagged with single word tags to describe the content of the photo (without having knowledge of the ontology). In approximately 58% of the cases Relco gave at least one suggestion. In 8% no result was given, while there was a synonym for that term in the dataset. To improve this recall issue a chaining of two Relco components is possible, by first using it to match on a semantic lexicon (e.g. Wordnet for English) and then passing the result to a second Relco version with the actual (domain) ontology. However, this decreases precision. The precision of the suggestions (when at least one suggestion was given) averaged on 73% with a standard deviation of 8%. These results can be naturally explained with the underlying structure of the domain ontology. For instance, as a significant part of RHCe’s object archives is dedicated to the Second World War, the ontology contains relationships between bombardments and the buildings that were damaged by the bombardments. Therefore a term like “church” is related to “bombardments” in the ontology, while in general users will not consider “bombardment” to be closely related to “church”.

Context disambiguation does not influence the precision of the results, only their ordering. When using relevant context, we found in the dataset that in 27% of the cases the ordering of the suggestions improved compared to the case without context disambiguation. Moreover, it never worsened the ordering.

Using user feedback can improve the precision of the suggestion process. The importance of the feedback is configurable, but in the experiment we used a configuration where it
took on average 4.2 consistent and correct user feedbacks for a tag to get a 100% precision ordering for that tag. Note that in reality user feedback might not be consistent or correct at all: user tests under those conditions need to show whether we need additional mechanisms to determine which feedback is most probable correct.

### Relco Configuration

The quality of the suggestions from Relco depends in general on many factors, such as the richness and accuracy of the concepts and relationships in the underlying ontology. Relco’s configuration also has an important impact on its performance. We earlier found that the best way to configure Relco was with help of both users and experts. Given the user’s input we asked the domain expert to evaluate (based on his knowledge of the domain ontology) the concepts he found to be relevant for the user and we compared this with suggestions actual provided with the given configuration. In this way, we iteratively fine-tuned the system to an optimal configuration for the current datasets.

<table>
<thead>
<tr>
<th>#concepts</th>
<th>#results&gt;0 avg</th>
<th>missed synonyms</th>
</tr>
</thead>
<tbody>
<tr>
<td>1387</td>
<td>58%</td>
<td>8%</td>
</tr>
</tbody>
</table>

Table 6.4: Data about Relco applied in RHCe domain

To illustrate the influence of configuration on the results consider the number of results for different Relco configurations in table 6.5. We used a number of actual user-generated tags in \( \chi \) Explorer and looked at the influence of different string matching algorithms. The figures in the table represent the number of final results that were computed using the concerning start algorithm. The N-gram technique is used for speeding up computation and can be combined with the other techniques, which combinations are shown in the three bottom rows.

In our application precision is more important than recall. The Soundex algorithm for instance finds most matches of all algorithms, but most matches are not relevant for the

<table>
<thead>
<tr>
<th>Substring matching</th>
<th>restaurer</th>
<th>plateau</th>
<th>emancipatie</th>
<th>amsterdam</th>
<th>rembrandt</th>
<th>christendom</th>
<th>zang</th>
<th>koningin beatrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>8</td>
<td>4</td>
<td>160</td>
<td>0</td>
<td>2</td>
<td>31</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Levenshtein</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>9</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>JaroWinkler</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Soundex</td>
<td>1506</td>
<td>682</td>
<td>1266</td>
<td>3369</td>
<td>1196</td>
<td>3080</td>
<td>1042</td>
<td>1753</td>
</tr>
<tr>
<td>N-gram matching</td>
<td>23</td>
<td>24</td>
<td>24</td>
<td>16</td>
<td>22</td>
<td>20</td>
<td>25</td>
<td>7</td>
</tr>
<tr>
<td>N-gram Levenshtein</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>N-gram JaroWinkler</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>N-gram Soundex</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>1</td>
<td>13</td>
<td>9</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 6.5: The effect of applying different string matching algorithms in Relco
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input tag. We think that the problem with Soundex in our case was that it was optimized towards the English language while at RHCe we target Dutch and therefore is not very useful. The substring method found more matches than alternative algorithm because our vocabulary frequently uses some terms as prefix for other terms. For example “Amsterdam” is often used in more specific names, like “Amsterdamse Effectenbeurs” (Amsterdam Stock Exchange). It is debatable if the Amsterdam Stock Exchange is a relevant suggestion for the input tag Amsterdam, but if it is substring matching might be a good candidate in some circumstances.

By looking together with the RHCe domain experts at these results we found that both N-gram Levenshtein and N-gram JaroWinkler are generally good trade-offs in speed, precision and recall for the RHCe domain.

6.1.5 Related Work

Interest and research in using Semantic Web techniques in the cultural heritage domain has been flourishing lately [Hardman et al., 2009]. This research shows that Semantic Web techniques can be used in several additional ways besides the one that we discussed in this section. For example, there is progress in extracting metadata from natural language descriptions [Ruotsalo et al., 2009], using encyclopedias for creating ontological knowledge sources[Witte et al., 2009] and using analysis of materials and techniques in artworks for disseminating the collection to different types of users [Karagiannis et al., 2009]. And these are only some of the subjects which are explored.

The navigation from χ Explorer builds upon related work. For instance, mSpace [Schraefel et al., 2005] and /facet [Hildebrand et al., 2006a] present faceted browsers. These are more general and more flexible than χ Explorer, as they are able to use any RDF-property as basis for a facet. Their approach supports a powerful but easy query paradigm, which is something we could incorporate in χ Explorer as well. Choosing some well-defined facets obviously has the advantage that one can build very specialized visualizations for them, like we did with Google Maps, Simile Timeline and Graphviz. /facet actually has support for specialized facet visualizations as well and also MuseumFinland did something similar in the recent CultureSampo semantic web 2.0 portal for cultural heritage [Hyvönen et al., 2008]. CultureSampo is a much more extensive Web application than χ Explorer. For visualization it actually uses the same visualizations as χ Explorer (however in more versatile ways), even though it does not incorporate a clustering algorithm. The main difference with our work is that we focused a lot on user-based input for not yet well-annotated collections, where they used already well-structured datasets.

While the χ Explorer project is smaller than the ones in literature, the results show, and that was one of the research challenges at the start of this project, that the semantic techniques we use are applicable and useable for small/medium parties like the regional historic centers in the Netherlands. The discussed techniques solve issues that organizations of the type of RHCe have been struggling with for a long time.

6.2 The SenSee TV-Recommender

The second Web application that we examine in this chapter is called SenSee. SenSee is a personalized Web-based recommender for digital television content. It was developed in the context of the Passepartout [Passepartout, 2007] project, which investigates the future of digital television. SenSee collects information about TV programs as well as related data from various sources on the Web. Furthermore, the user can access his personalized
TV guide from various devices at any time, so not only on the TV itself. To provide high-quality personalization SenSee collects data on the user. It provides the user with direct feedback options to provide his information manually, but also observes the user’s behavior and with help of sensor information like GPS determines the user context.

Figure 6.9: SenSee Architecture

6.2.1 SenSee Architecture

The SenSee architecture, as depicted in Figure 6.9, is a layered one. At the bottom part of the figure, we find the various heterogeneous content sources. This can include regular TV broadcasts, but also movie clips from the Web, media stored on the local computer or physical media like DVD and Blu-ray discs. Metadata about the content originates from the bottom, propagates up while at each layer gaining semantics and context, and is finally used by an application at the top. In this process first information about the content is collected, and then converted to our internally used vocabulary and aggregated into packages. In order to do so we use two external services that are specified by the TV-Anytime specification\(^5\), namely the CRID Authority for uniquely identifying multimedia objects and the Metadata Service that maintains metadata on these objects. Since typically there are numerous content packages available, we use personalization and recommendation based on the context and the user model with the aim to prevent that the user gets lost in the information abundance. Furthermore, we offer the user a user-guided search to assist the user in finding what he or she is looking for by refining a user query (keywords) with help of ontological domain knowledge. Both for personalization and user-guided search we use supporting services, each with their own responsibility and functionality. The User Model Service (UMS) maintains and retrieves data from the

\(^5\)http://www.tv-anytime.org/
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user model (including the current user context), the Filter Service (FS) provides filters needed to eliminate content unsuitable for the current user, and the Ontology Service (OS) maintains and manages all vocabularies and ontologies defining the semantics of concepts and properties. Finally, the metadata is shown to the user in a hierarchically structured way: the user can browse through the data and select the desired multimedia object. The object can then be retrieved via its unique CRID identifier [Earnshaw, 2005] for consumption (viewing).

Figure 6.10: SenSee Connection Architecture

Figure 6.10 shows how the different parts of the SenSee framework are connected. The user can access SenSee via a client application. Several client applications exist. In this section we focus on the SenSee Web application, which we built as a proof of concept. The SenSee Web applications allows users to search and browse program and movie information, based on semantic relationships between both interests of the user and between the programs and movies themselves. Next to the academic proof of concept, a commercial front end application called iFanzy\(^6\) has been built by our commercial partner Stoneroos. iFanzy is a set of front end applications including a Web application, a set-top box front end that is controlled by the television remote control and an IPhone app for mobile tv recommendations.

The SenSee Web application connects to the SenSee server, which besides the SenSee Service (which contains the main application logic) also contains the three supporting services: UMS, FS and OS. The TV-Anytime services, CRID Authority Service and Metadata Service, as well as the content metadata that is not stored locally, are accessible via the Internet. Sensors and device information are accessed via external applications.

\(^6\)http://www.ifanzy.nl
which are responsible to reading the sensor values and adding or updating them in the user model. Having SenSee running as a service enables these various applications to quickly make a connection and push their readings to the system. SenSee on its turn processes these readings and can immediately take them into account in upcoming actions.

6.2.2 Semantic Integration

SenSee offers users an integrated view over several heterogenous datasets. Achieving data integration was a similar effort as we did for χ Explorer, i.e. we used RDF as our underlying data representation and modeling format and harmonized metadata that is important for navigation in our application. We will mainly focus on the specifics for SenSee.

When a user sends a request, SenSee responds with an integrated set of content containing pieces from various sources. As previously mentioned, SenSee retrieves content and metadata descriptions from these various sources which comply with different data schemes. However, since SenSee is completely built around the TV-Anytime scheme, we chose to transform all incoming content to TV-Anytime. The TV-Anytime specification consists of two parts, “phases” in TV-Anytime speak. The first phase consists of a synchronized set of specification documents for metadata, content referencing, rights management, and content protection. The second phase defines open standards that build on the foundations of the first phase and includes areas such as targeting, redistribution and new content types. A central concept in the second phase is packaging. A package is a structure which contains a set of unambiguous identifiers referring to content-elements which are somehow related. An example would be a ‘Lord of The Rings’ package containing all the movies, Making-Ofs, the text of the books, images, the soundtracks, etc. To be able to reuse this generated content we add a sense of context to each package from which we can benefit in future requests.

Figure 6.11: SenSee data integration scheme

In Figure 6.11 we see the complete SenSee data integration scheme. In this figure we see that there are two layers visible, namely XML/HTML at the top and RDF/OWL at the bottom of the figure, depicting a clear separation between the two. On the right hand side we see our various sources located on the Web, these sources are typically retrieved in HTML (Wikipedia, IMDB, ...) or XML (XML-TV and BBC Backstage content) formats. This content is then transformed to TV-Anytime Phase I (XML). However, in order to apply our semantics available in the OS which are typically modelled in RDF/OWL, we
need to transform the TV-Anytime XML (Phase I). This second transformation crosses the dashed line bringing the TV-Anytime Phase I content set into the RDF/OWL layer. All content here is stored in a Sesame RDF store which serves as a temporal cache to augment and work with the retrieved data.

In order to integrate the content data in SenSee we in general followed an extendible three step alignment procedure:

1. **Making TV metadata available in RDF.** Adding a new TV metadata source to the system requires it to be in RDF format making sure that it fits and can connect to already available data sources. In SenSee we use three live data sources: online TV guides in XMLTV format\(^7\) (e.g. 1.2M triples for the daily updated programs), online movie databases such as IMDB (83M triples, representing 1M movies and trailers from Videodetective.com), and metadata available from BBCbackstage (e.g. 92K triples, daily updated). All three sources were parsed and converted to our TV-Anytime domain model in RDF.

2. **Making relevant vocabularies available in RDF.** Having the metadata available, it is also necessary to make relevant vocabularies available in RDF. In SenSee we did this in a SKOS-based manner for the genre vocabularies (resulting in 5K triples). All these genres play a role in the classification of the TV content and the user’s likings (in order to support the recommendation). We also used the locations hierarchy used in IMDB (60K triples), Word-Net\(^8\) (2M triples) and the OWL Time Ontology\(^9\) both as published by W3C.

3. **Aligning and enriching vocabularies/metadata.** Here we did (1) alignment of Genre vocabularies (e.g. aligning imdb:sci-fi and tva:science fiction), (2) semantic enrichment of the Genre vocabulary in TV-Anytime (e.g. relating TVAGenres:Sport and TVAGenres:Sport News), and (3) semantic enrichment of TV metadata with IMDB movie metadata (e.g. connecting the broadcasted movie “Il Buono, il brutto, il cattivo” to the IMDB movie “The Good, the Bad and the Ugly”).

The advantage of our approach of using RDF is that the resulting integrated datamodel can be easily adapted for plugging in and removing data sources and relating those to supporting ontologies because of the open world nature of RDF. Relating datasource to the supporting ontologies can be done by using the Relco framework as described in chapter 5.5.1. For the online sources this results in STL mapping rules that are applied whenever an incremental update is done.

Let us look at the following typical example. Imagine we retrieve metadata of two separate TV programs broadcasted on different channels retrieved from different sources (with some syntax simplification for brevity reasons):

```
<program channel="NED1">
  <source>http://foo.bar/</source>
  <title>Sportjournaal</title>
  <start>20120309184500</start>
  <end>20120309190000</end>
  <genre>sport nieuws</genre>
</program>
```

\(^7\)xmltv.org
\(^8\)http://www.w3.org/2006/03/wn/wn20/
\(^9\)http://www.w3.org/TR/owl-time/
Both programs are sport programs broadcasted on the same day. However, since the data is coming from different sources, the syntax and semantics differ. As mentioned we transform all instances from our different sources to the central TV-Anytime domain in RDF using STL mappings. After this transformation the generated RDF looks (for the first program) like:

```xml
<TVA:ProgramInformation ID="crid://foo.bar/0001">
  <hasTitle>Sportjournaal</hasTitle>
  <hasGenre rdf:resource="TVAGenres:Sport_News"/>
</TVA:ProgramInformation>
<TVA:Schedule ID="TVA:Schedule_0001">
  <serviceIDRef>NED1</serviceIDRef>
  <hasProgram crid="crid://foo.bar/0001"/>
  <startTime rdf:resource="TIME:TimeDescription_0001"/>
</TVA:Schedule>
```

RDF also allows to use inference techniques (e.g. subsumption) to get more useful data for the user and we can utilize mechanisms like the context feature in Sesame 2.0\(^\text{10}\) to track the origin of information. Once here, we can apply the semantics stored in the OS to enrich the current content set. For example, every TV-Anytime Phase I content set always has a set of keywords to describe this content in its metadata. The TV-Anytime (TVA) field for this is:

```xml
<element name="Keyword" type="tva:KeywordType"
  minOccurs="0" maxOccurs="unbounded"/>
```

We can make a simple enrichment by searching for synonyms of these keywords, in the WordNet dictionary, and expand the existing set. Similarly, we can also add semantics to time specifications. In TVA every time-related field is modeled by an MPEG-7 ‘timePointType’, where a time point is expressed with the regular expression:

```
'-'?yyyy'-'mm'-'dd'T'hh':'mm':'ss('.'s+)?(zzzzzz)?
```

The date ‘2012-01-01T12:30:05’ is an example. By mapping this string to a time description in our Time ontology we can obtain the following time specification (do note the abbreviated syntax):

```xml
<CalendarClockDescription rdf:ID="example">
  <second>05</second>
  <hour>12</hour>
</CalendarClockDescription>
```

\(^{10}\)http://www.openrdf.org/doc/sesame2/users/ch08.html#d0e1238
This richer time description enables us for example to easily cluster all content produced in a particular year or all content being broadcasted before or after a certain point in time.

6.2.3 Inference, Query Expansion and Recommendation

In the previous sections we demonstrated solutions for the data integration issues. However, the described techniques could also be used to improve the core personalization functionality of the application. Besides offering ‘passive’ recommendations, the user can also actively search through the available content.

Our approach is based on semantic faceted browsing techniques (e.g. similar to Section 6.1.2 and [Yee et al., 2003; Hildebrand et al., 2006b]). The idea is to go beyond a pure keyword-based search. Instead the user is assisted to search through different facets of the data. To accomplish this, additional metadata fields as defined in TV-Anytime specification were used. Moreover, as previously mentioned, ontological sources to make a further semantical connection between the terms in TV-Anytime play a important role. Consider for instance the time facet, TV-Anytime uses the XML datetime datatype to express the time when a program is broadcasted. To semantically enrich time information we use the W3C OWL-Time ontology, adding for instance that the concept ‘afternoon’ ranges from 1400h-1800h. In this way we can easily search for programs in the afternoon by looking for all programs broadcast within this 1400h-1800h interval.

By incorporating all these results, as is shown in the screenshot in Figure 6.12, we try to close the gap between the keywords the user types in and what the user intends to search for. As an example, consider a user making the following keyword request: “sports Scotland ‘Friday evening’” when he looks for Scottish sports games to watch during Friday evening when his friends come over. The system reacts by trying to find any ontological matches for these keywords, through the use of the OS. In Figure 6.12 the results are shown. Under the tab ‘Genres’ we see that the system found some matches for the keyword ‘sport’ in the genre classification and in the Geo ontology a match was found for ‘Scotland’. In the time ontology a match was found for ‘Friday evening’ and automatically translated to an interval from 18pm until 23pm as shown in the calender under the ‘Time’ tab. With this system-assistance the user is able to manually refine the original request. With the genre hierarchy it is possible now to specify a more particular sport type the user might be looking for, or just select the broad term ‘sports’. In the geographical hierarchy either a narrower term, like a region in Scotland, or a broader term like ‘United Kingdom’ can be chosen. Via the calender the user can revise his time interval.

After the system-assistance, the newly refined query is taken as input for the retrieval process which tries to find relevant content made available by the various sources. When the sources start responding with multimedia content, the retrieved content needs to be filtered and personalized by leaving out items deemed unsuited, and ranking important item higher up the results list. This process, which forms the heart of the personalization process, uses mainly the UMS to find the user’s preferences, the FS to provide the appropriate filter, and the OS to give correct semantics throughout the complete sequence. The filter
provided by the FS basically acts as the glue between values in the user model and fields in the content’s metadata. It decides for every content-element whether or not it should be discarded after comparing its metadata to the interests and preferences of the user. Lastly, the resulting content set needs to be presented to the user, by means of the TV-Anytime packaging concept. Packages allow us to create for example a ‘Marlon Brando’ package were everything known from this person can be bundled and browsed. Packages can contain all kinds of content-elements ranging from pure text to full HD (High Definition) movie clips. Like this, the results are clustered and hierarchically structured to obtain an easy-to-browse content-container where the user finds what he or she was looking for or at least is interested in.

SenSee also allows recommendation of programs. Recommendations are computed based on the user model. Users can rate programs, which are stored in the user model. Using these ratings SenSee can compute semantically related programs based on the underlying ontology. The recommendation algorithm can for example recommend programs of the same or a related genre, programs with the same or related presenters or actors, filmed on the same or neighboring location, etcetera. For a more extensive treatment of several recommendation strategies refer to [Bellekens, 2010].

The SenSee framework is in general hard to evaluate as most of it are underlying services that allow the system to ‘just’ work. However, user recommendation is something that can be tested. Table 6.6 contains figures of a user recommendation evaluation study. In this study 60 participants used the SenSee recommender system. In order to overcome the cold start problem historic television watching statistics were used from Stichting Kijk-Onderzoek\textsuperscript{11}. For every program since 2008 this information includes watching statistics for the Dutch people, including a breakdown in demographics like age, gender and education. As these demographics vary greatly for different programs these seem good first general indicators of program likings. Therefore, during registration to the recommendation system uses were asked to give these three personal characteristics which were then mapped on programs that correspond to those characteristics.

Using this mapping a first set of recommendations could be made and the users were asked to provide feedback about the quality of these recommendations via a questionnaire, which correspond to the rows of table 6.6. Then the users could start rating specific programs and based on those ratings and the underlying ontology more personal user

\textsuperscript{11}http://www.kijkonderzoek.nl/
recommendations could be made. After two weeks the users were questioned again with a questionnaire, which figures can be found in the columns of table 6.6. The figures show that semantic recommendation improved the recommendations for 55.8% of the users. However, 26.3% of the users claimed that the recommendation remained roughly of equal quality, while 17.9% of the users indicated that the recommendations decreased in quality. It is hard to specifically determine why recommendations for 44.2% of the users did not improve, but probably the main reason was that some semantic links might be less important for the liking of a program than we thought for these users.

### 6.2.4 Related Work

Several related TV recommender systems can be found in literature [Ardissono et al., 2004; Blanco Fernández et al., 2006; van Setten, 2005]. However, those systems mainly focus on the recommendation part. In AVATAR [Blanco Fernández et al., 2006], for example, the authors make use of a combination of TV-Anytime [TV-Anytime, 2003] metadata fields and a custom-made genre hierarchy. Their recommendation algorithm is an effective hybrid combination of content-based and collaborative filtering, although there is no inclusion of any kind of user context. To get an overview of the various kinds of recommendation strategies and combinations that exist both for selection, structuring and presentation of content refer to [van Setten, 2005].

In SenSee, however, we focused on the framework which serves as the backbone of the SenSee recommender. This included a data integration issue that we solved using RDF and standards like XMLTV and TV-Anytime to incorporate one extendible graph-structure. We also focused on a multi-device implementation, which recognizes the growing number of devices available to connect to a television, e.g. PC, mobile devices and set-top boxes. In the end, the main objective of our SenSee framework is to provide techniques to improve personalization in the world of multi-device access to interactive Web applications connected via semantic-based integration.

More extensive description of the SenSee framework and related systems and its evaluation can be found in [Bellekens, 2010].
6.3 The ViTa Educational Videos

The ViTa project was meant to research and review techniques that allow to find more relevant information by its users. As part of the project the ViTa framework was built, which is a Video Tagging system for educational videos. The system provides access to a collection of video clips that are supplied with professional metadata such as keywords, title and description. The metadata were provided by Teleblik\(^\text{12}\), a Dutch organization that provides access to multimedia sources for students in secondary education. Two other stakeholders in this project were SURFnet\(^\text{13}\) and Kennisnet\(^\text{14}\). SURFnet is a Dutch national non-profit organization that provides internet access and internet-related services to most higher education institutes (like universities) and research centers. Kennisnet is a Dutch public organization dedicated to providing IT-services for primary, secondary education and vocational training. Both have a videoportal\(^\text{15}\) with many educational videos, but with also very little known metadata about most videos.

6.3.1 Semantic Integration of User Tags

The goal of the ViTa project was to study and review the number of relevant videos that students can find via keyword search by using various types of metadata. The video collection that is used in ViTa has professional metadata. However, as many videos in the collections of Teleblik, Kennisnet and SURFnet do not have this professional metadata (yet) other alternatives were considered as well. The idea was to experiment with different metadata sets on the same video collection and to compare the different types of metadata in a user test with students to see how the different metadata approaches help the user to find the videos they are looking for.

One way to acquire this metadata is user tagging. In this setup we first let a group of students watch the videos and asked them to provide tags. We wanted to evaluate if semantic integration, in this case by relating tags to a semantic structure or other tags, helps students providing those tags so that efficiency in finding the right videos later on improves. We tried different scenarios in extending the tags. The typical scenario in which Relco is used is depicted in Figure 6.13.

The user provides a tag for a video and Relco is used to match the tag with concepts in an ontology. The user then gets a list of textual representations of concepts as suggestions. If such a suggestion is used, the video is effectively annotated with a concept from the ontology and a link is established between the particular tag and the chosen concept. This approach is based on the assumption that using the structured ontology provides an effective way to browse and search the ontology. That using ontologies in browsing and searching can be effective has been demonstrated in various faceted browser solutions, e.g. [Schraefel et al., 2005; Hildebrand et al., 2006b].

Another approach that we tried in this study is depicted in Figure 6.14. Users provide tags and Relco is configured to use the existing set of user tags to come up with suggestions from amongst previous user tags. In order to use Relco effectively in this domain we configured it to use the Dutch Common Thesaurus for Audiovisual Archives (GTAA) ontology [Brugman et al., 2006], to find semantic relations between tags. GTAA is intended to describe TV program metadata. The GTAA contains approximately 160,000 terms:

\(^{12}\)http://www.teleblik.nl/
\(^{13}\)http://www.surfnet.nl/
\(^{14}\)http://www.kennisnet.nl/
\(^{15}\)http://www.surfmedia.nl/ and http://video.kennisnet.nl/
6.3 The ViTa Educational Videos

This approach helps us in two ways. First, we can find relations between tags and thus build a structured ontology based on the user tags (which also has been tried in [Specia and Motta, 2007]). Second, it allows consolidating the tag set where only the most popular tags are shown and the less frequently related tags will be hidden as alternative for the more popular ones, i.e. we hide unpopular tags and show the more popular related tags as alternative.

A third way to acquire metadata that has been used in ViTa was automatic extraction of relevant tags based on documents that described a video. The videos in the ViTa dataset were described in short documents that contained a natural language description of the video (between half a page and a page long). With a keyword clustering technique the keywords that best describe the topic are detected; the technique is described in [Wartena and Brussee, 2008]. Next, Relco was used to automatically extend this set of keywords with semantically related terms. We used again the GTAA ontology for this. Together these keywords and their semantic extension provide a sufficient description for the video over which the user can search.
### 6.3.2 Evaluation

These various scenarios have been evaluated in an elaborate user study that studied the effects of user tagging on searching educational videos. The evaluation is described in detail in [Melenhorst et al., 2008]. The concise evaluation overview in this section focuses on the comparison of semantic techniques based on Relco with other approaches.

The study was performed with students of a Dutch high school. The user study consisted of two phases. The tag phase and the search phase. The domain of the study was the art domain, for which a collection of 115 educational videos were available, all between 1 and 2.5 minutes of duration and initially without a five line description provided by professionals.

During the tag phase the students were asked to provide all tags they could think of that would help finding the videos. A total of 194 students participated, of which 97 male and 97 female. Their mean age was 15.5 years old with a 1.1 year standard deviation. Of the 194 students, 135 students were studying on the VWO (higher) level and the other 59 students studied on the HAVO (intermediate) level.

The students were blindly and uniformly divided over three different tagging applications. The **BasicTagger** provided the students no tag suggestion. The **SocialTagger** provided tag suggestions based on the most popular tags used by other students who tagged that video. The **SmartTagger** provided tag suggestions by using Relco, which used the GTAA ontology for providing suggestions on basis of the user input.

The results of the tagging phase are summarized in table 6.7. It is remarkable that the social tagger leads to significantly less tags than the other two tag applications. Even though not exactly clear why this is, one can hypothesize that the social taggers allow students to converge and agree on their vocabulary. This might give less incentive to use semantically equivalent terms. Also remarkable is that the SmartTagger resulted in most tags overall but has fewer unique tags than the BasicTagger. This is probably due to the (relatively) limited GTAA ontology that the tag suggestion algorithm can choose from, even though the effect is significantly less than with the social tagger.

During the search phase the students were asked to answer (the same) eight questions each, by searching for the right video clips. Experts determined the right answer beforehand. When students found the right video clip this was made clear in the interface with a ‘right-answer-button’. A total of 140 students participated, of which 68 male and 72 female. Their mean age was 15.6 years old with a 0.8 year standard deviation. Of the 140 students, 61 students were studying on the VWO (higher) level and the other 79 students studied on the HAVO (intermediate) level. The interface was restricted to searching only, i.e. no general browsing. The questions and accompanying answers were chosen such that the terms used in formulation of the questions alone were not too obviously related to the keywords related to the answer.

The students were blindly and uniformly divided over five different searching applications. The BasicSearcher could search in professional metadata based on keyword extraction of the approximately five-line video description that was available for every

<table>
<thead>
<tr>
<th>Tag Application</th>
<th>Total # tags</th>
<th>Total # unique tags</th>
</tr>
</thead>
<tbody>
<tr>
<td>BasicTagger</td>
<td>3742</td>
<td>2635</td>
</tr>
<tr>
<td>SocialTagger</td>
<td>3513</td>
<td>2091</td>
</tr>
<tr>
<td>SmartTagger</td>
<td>3880</td>
<td>2401</td>
</tr>
</tbody>
</table>

Table 6.7: Normalized total number of tags per tagging application
### Table 6.8: Evaluation figures on the ViTa Search Applications

<table>
<thead>
<tr>
<th>Search Applications</th>
<th>Participants</th>
<th># Tags</th>
<th>Answers (mean)</th>
<th>Correct (mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BasicSearcher</td>
<td>25</td>
<td>1932</td>
<td>6.4 (s.d. 2.3)</td>
<td>4.5 (s.d. 2.2)</td>
</tr>
<tr>
<td>BasicSocial</td>
<td>22</td>
<td>6305</td>
<td>6.7 (s.d. 1.6)</td>
<td>5.0 (s.d. 1.6)</td>
</tr>
<tr>
<td>DocumentSearcher</td>
<td>31</td>
<td>4022</td>
<td>5.3 (s.d. 2.2)</td>
<td>3.5 (s.d. 2.1)</td>
</tr>
<tr>
<td>SmartSearcher</td>
<td>31</td>
<td>1528</td>
<td>6.2 (s.d. 2.2)</td>
<td>4.8 (s.d. 2.0)</td>
</tr>
<tr>
<td>SocialSearcher</td>
<td>22</td>
<td>4373</td>
<td>6.7 (s.d. 1.4)</td>
<td>5.5 (s.d. 1.6)</td>
</tr>
</tbody>
</table>

The SocialSearcher allowed to search in user tags as were captured in the tagging phase, i.e. this were the direct user tags for the video excluding the smart tags that resulted by confirming a tag from the SmartTagger that originated from the GTAA ontology. The BasicSocial searcher combined the tags from the first, to see the delta of user tags over professional tags. The Document searcher used tags based on natural language processing of documents that were related to the videos. And finally, the SmartSearcher used only those tags that were suggested by the SmartTagger based on the GTAA ontology and taken over by the users tagging the videos.

Table 6.8 contains the results of the search phase. The only significant underperforming search application is the document searcher. This seems to indicate that automatic keyword extraction leads to keywords that are not suitable enough to always lead to the right answers. The SocialSearcher outperforms all other search method. Notably, extending the social tags with professional tags does not improve the search quality. On the contrary, it seems to degrade the search results somewhat. But please note that this difference is not statistically significant and no solid conclusions can be drawn from this difference. Also the difference between the SmartSearcher based on the underlying GTAA ontology and the Social and BasicSearcher is not statistically significant. Surprisingly the SmartSearcher leads to similar results with a significant smaller search space than the other search engines. Also, the search space is limited to concepts in the GTAA ontology that is specifically tailored to the tv domain not the art domain.

This shows that using semantically structured metadata is a promising way of tagging and searching multimedia videos. Much depends on the used background ontology, however. The better the underlying ontology contains concept suitable for describing the content of videos, the better it will perform. Not many domain specific ontologies are available in the Dutch language, which makes the application of Relco less obvious in this specific case. However, we have shown that even with an ontology that is not precisely tailored to this domain the results are potentially on par with general collaborative techniques.

### 6.4 Summary

In this chapter we looked at three applications in three different domains that are only related in that they have some need for data integration. We have looked at the specific data integration need of these applications and how we solved, partly by using the Relco framework which was introduced in chapter 5. For all of these applications we saw how these applications benefit from data integration. Next to that we have also looked at some of the explicit needs and consequences which were the result of these added capabilities.

For χ Explorer we have seen an integration of several legacy databases. Data integration was done by translating these various databases into an RDF representation that was then mapped to a common metadata schema developed by RHCe experts that captured
almost everything available in the various database. Most importantly were three data integration processes, namely harmonizing the location and time data into one common format and syntax and mapping between metadata descriptors and concepts in an ontology (developed by RHCe). These three ‘facets’ were used as basis for navigation within the Web application via specialized views, i.e. a map view, timeline and a graph view. Furthermore, we introduced a social tagging functionality that allows users to provide tags for existing, but especially for objects without metadata in hope that the users can provide the necessary metadata. Here we chose tagging because of its simplicity; but we extended it with Relco to give suggestions from the expert ontology in the hope we could connect user tags to the concepts from this ontology.

SenSee is a TV-recommendation system. At first glance SenSee is a TV guide application. However, besides the normal program information which can be found on the Web, this data was extended with movie information from IMDb and Wikipedia information for shows, presenters, etc. These datasets were coupled by both transforming the data into RDF and couple the related data items via the data coupling techniques as provided by Relco. The result of this process is a large program graph. It allows to navigate in several ways, for example by searching programs of the same genre, or that share the lead actor or director, etc. This could also be used for recommendation, e.g. whenever someone rates a program, this rating is propagated and implicitly used to rate semantically related programs. This information can be used to recommend users semantically related programs to the programs they like.

ViTa was a tagging evaluation framework that was built to evaluate several ways of collecting metadata about educational videos for improving finding data within these videos. The results favored using collaborative techniques, but semantic search was still significantly better than using professional metadata while the background ontology was not even specifically tailored for this task. Based on these results, it might be interesting to try and combine these kinds of techniques in this application domain.
Chapter 7

Exchanging User Models

In this chapter we investigate how we can apply data coupling techniques to the specific domain of user modeling. Many applications use user models for personalization and benefit from knowing as much as possible about a user. One way for applications to increase the knowledge about a user is by exchanging user model data between applications. We discuss how data coupling in the user model field presents some unique challenges that need to be dealt with. We illustrate user model data exchange in two project, namely the MobiLife project and the GRAPPLE project. MobiLife is a project that looks at mobile technology, and especially how by using user model exchange the mobile phone can act as a personal assistance that allows context-based personalization. The GRAPPLE project looks at integration of adaptive hypermedia frameworks and learning management systems. By exchanging user model data these systems can achieve tight integration which allows students to combine the strengths of these systems and for example allows students to simultaneously study at several institutions. Based on our work within GRAPPLE, we also found use for defining an engine-independent adaptation language. This language, called GAL, could be used to exchange adaptive applications between different adaptive hypermedia systems. This can improve reusability of these applications, e.g. if different institutions use different adaptive systems. GAL is based on the Hera-S application model we presented earlier, and is for the propose of GRAPPLE extended to deal with all relevant types of adaptation. Also a formalization of GAL is presented as a first possible step towards standardization.

7.1 Introduction

Web applications must because of their nature be able to adapt to a wide and heterogenous audience. In many cases this means that personalization is needed for adapting to the many possible different circumstances or knowledge levels of the users. In order to do so, many Web applications maintain user models. The more they know about the user, the better they are able to adapt to them.

However, most Web applications only have a limited view of the user. Most Web users only spend a limited amount of time per application. This leads to a fragmented perception of the knowledge of the user of several applications. It also gives an additional burden for the users as for a new application they may have to reenter user information that they already have entered in several other systems. One strategy to overcome this
issue is exchanging user information between applications.

However, exchanging user information is not trivial. First there are obvious highly needed privacy and security issues that need to be taken into account. However, because of the depth and broadness of these topics we will leave those issues out of consideration and only focus on the technical challenge of exchanging data. Technically there are plenty of challenges to overcome. For instance, not all applications will be interested in the same user information, so the first challenge is in finding the parts of information that are interesting for the applications to exchange. If these model parts are identified two important issues remain, namely user and context identification and semantic heterogeneity of the underlying data models.

These issues are discussed in more detail below. Afterwards we will illustrate how we solved different combinations of these issues in two different projects, namely MobiLife and GRAPPLE.

7.1.1 User Model Context

User model data inherently belongs to a specific person and these persons might be known differently to different systems. Some applications identify users by an application specific user identifier (e.g. “userAB34”), others use a user’s name (e.g. “Kees van der Sluijs”), others use a general identifier like a university wide identifier (e.g. “s441340”) and yet others use a national identification number (e.g. “123456782”). Knowing which user the system is dealing with is crucial because of the possibility of pollution of user models with false data, but also because of privacy considerations. Therefore, establishing and mapping the user identity between systems is a precondition before data can be exchanged.

Next to identification also the user context can be an important factor to take into account. The user context can be defined as any information that can be used to characterize the situation of a user [Dey, 2000]. The context of a user is interesting because users can have different roles, different preferences and different goals in different contexts. Figure 7.1 depicts in which context typical people might interact. Some applications use contextual information to determine the right subset of the user model that is appropriate for the given situation. Consider for example a news application that tries to find relevant news articles for a user. At work this user might be only interested in news that relates to his work, e.g. economic news for an economist. After work the user might be interested in

![Figure 7.1: Different Social Contexts Users](image-url)
sports and entertainment news and much less economic news. In this case the relevant context ‘being at work’ changes the user preferences.

Selecting the proper context and mapping this context between context aware application can be seen as a separate step in the user model exchange process. Also the user context should lead to changes in the user interface, as for example in UsiXML [Stanciulescu et al., 2005]. This process deals more with selecting and comparing similar contexts in different applications than actually mapping data.

7.1.2 Semantic Heterogeneity

The most important step in the user model exchange process is dealing with semantic heterogeneity. This issue is illustrated in Figure 7.2. This figure contains a screenshot of the registration screen of two large Dutch web applications, one is a Web store called Bol.com while the other is a Dutch computer enthusiasts community called Tweakers.net. It is clear that in this case the two information needs have similarities, but also contain unique items for the specific Web applications. Note that this is a simplified example. With an eye on semantic web systems we will not assume user models to be lists of attribute-value pairs, but rather allow for any graph-based structure.

An example of a similar information need is related to a user’s name. What we see is that even though the user name might be a simple piece of information, there is still a variety of ways to separate it into different elements. Bol.com separates name elements into ‘title’, ‘first name’, ‘infix’ (common in Dutch names) and ‘last name’, while Tweakers.net only discerns ‘first name’ and ‘last name’. If we consider the name “ir. Kees van der Sluijs”, this will be separated as is depicted in table 7.1. As can be seen, the Tweakers.net application is not interested in titles and doesn’t discern infixes from last names.

Mapping the user name between these two applications is still rather straightforward with string based concatenation and split operations. However, other data can be more complex to map. For example, the relationship between postal codes (‘postcode’ in Dutch) and city (‘woonplaats’ in Dutch) cannot be mapped by mere string based operations. Figure 7.3 illustrates the relationship between postal code and city. To map between these entities one will first need to have an external source that relates postal codes and cities.
Also, one needs to take into account the difference in granularity. A postal code relates uniquely to a city, but not the other way around. A city can only be related to a range of postal codes. This means that the mapping process between applications might not be equivalent in terms of reusability in the sense that application ‘A’ might have more relevant information for application ‘B’ than the other way around.

Some information might be semantically equivalent in different application schemas but nevertheless cannot be exchanged. An example of that in Figure 7.2 is the password field. Even though both applications might have this password field, this does not mean that the content of this field can be transferred between applications (next to privacy and security issues) as users might use different passwords for different applications. Another example of such an element would be the choice for an ‘optional newsletter’ for which it might not hold that if a user agrees to that for one application, he is also interested in that option for another application.

Table 7.1: Example of two different schemas to store a user name

<table>
<thead>
<tr>
<th>Bol.com</th>
<th>Tweakers.net</th>
</tr>
</thead>
<tbody>
<tr>
<td>title</td>
<td>ir.</td>
</tr>
<tr>
<td>first name</td>
<td>Kees</td>
</tr>
<tr>
<td>infix</td>
<td>first name</td>
</tr>
<tr>
<td>last name</td>
<td>last name</td>
</tr>
<tr>
<td>van der</td>
<td>Kees</td>
</tr>
<tr>
<td>Sluijs</td>
<td>van der Sluijs</td>
</tr>
</tbody>
</table>

Figure 7.3: London postal code illustration

Both examples imply that determining mapping schemes between application will generally contain some manual decision making and labor. This is because the schemas generally have implicit meaning assigned to them by applications (and their designers) that is not externalized and therefore cannot be used.

When one is looking at a scenario in which several applications are expected to exchange user model data between them, e.g. in some integrated framework of (possibly existing) applications, one also need to look at which general exchange approach one could take. We
can use several strategies to support this, for example, the strategy depicted in Figure 7.4 by making mappings to and from every application. The advantage of this approach is that the application is not required to use a specific vocabulary and structure to be interoperable with other applications, and specific custom-made mappings between applications can be built. The disadvantage is the complexity involved in the obligation to have $2N^2$ mapping for $N$ applications. This means that for adding one application to the system $2N$ mappings need to be created before being able to fully utilize the exchange of data between all the applications.

![Figure 7.4: Direct mapping strategy](image)

Another strategy is depicted in Figure 7.5. The principle is to create a Shared User Model (S-UM), which contains the most used concepts within the domain. Typically this S-UM could be based on one of the available standard ontologies for UM (like [Heckmann et al., 2005]). By creating a mapping to and from every application and S-UM, S-UM can be used as a mediator for the exchange of user data between the applications. The advantage of this approach is that new applications can be easily added to the system through only two mappings. The complexity is here $2N$ mappings for $N$ applications. Disadvantage is that mapping in two steps, via S-UM, might result in loss of information. Moreover, one cannot make specific mappings between applications that take into account subtle details of the two applications that are not reflected in S-UM.

![Figure 7.5: Shared UM mapping strategy](image)
The most interesting strategy in most cases is using a hybrid mix between the previous two strategies. Once can use a S-UM for exchanging the most common UM information between the applications, allowing to easily add new applications to the system with a low design complexity. Next to that we allow for direct mappings between applications, such that the need for more custom-made exchange of application-specific information can be fulfilled.

7.2 MobiLife

MobiLife was a European IST-project from 2004 to 2006 targeted on bringing advances in mobile applications and services within the reach of users in their everyday life. The MobiLife consortium consisted of 22 partners throughout Europe and included industrial partners like Nokia, HP, Motorola, Alcatel, Siemens, Suunto and TELIN (Novay\(^1\)). The research area within the project that we focus on was creating a personalization framework that allowed applications running on the phone to do context aware adaptation.

The main idea of this part of the project was that users will use their mobile phones for a growing range of applications. Because of limited ways of user interaction with mobile devices, personalization should help to make mobile application a frustrating experience. As users will have their mobile phones with them all day this will expose them to different situations and different social contexts. This allows the phone to gather and exploit context dependent information. As context and personalization services will be used system wide by mobile phone applications, the MobiLife personalization framework intends to offer a user modeling and context awareness API to all applications running on mobile phones.

Because of the size of the project we will only focus on the part of the project that was done in relation to this thesis. For more information please refer to the deliverables on the MobiLife website\(^2\) or refer to the MobiLife book [Boda et al., 2007].

7.2.1 General architecture

Figure 7.6 shows the overall MobiLife architecture. This architecture consists of several building blocks, namely the User Interface Adaptation Function, Context Awareness Function, Privacy & Trust Function, Personalization Function, Group Awareness Function, Service Usage Function, Service Provisioning Function and Operational Management Function. The names of most of these blocks are rather self-descriptive, but we will give a short explanation for every block below.

**The User Interface Adaptation Function** Users may use different devices to access mobile applications, even concurrently. Each device supports different input and output modality services, different connectivity, and with different capabilities. To face this problem without creating a specific user interface representation for each device, mobile service developers are supported with user interface adaptation through the User Interface Adaptation Function. The Gateway Function deals with device discovery and capability management, while the Modality Function specifies the actual service adaptation functionalities.

**Context Awareness Function** This function takes care of raw, interpreted and aggregated context data. It handles context data related to individual users and to groups

\(^1\)http://www.novay.nl/
\(^2\)www.ist-mobilife.org
of users. This module takes care of context descriptors together form a unique context for which separate adaptation actions are needed by using learning techniques. It supports the application developer by providing users’ and groups’ current context information through well-defined interfaces.

**Privacy & Trust Function** Mobile services and applications deal with data related to the user, which raises the fundamental issue of trust and privacy of the personal user data. Therefore, the Privacy & Trust Function has been introduced to the Mobile Services Reference Model, ensuring privacy and trust through specifying a Trust Engine and defining privacy policies in Privacy Policies Storage/Management.

**Personalization Function** This function enables adaptation of mobile services and applications according to personal and group needs and interests. It offers a Profile Manager to manage user and group-related profiles and preferences.

**Group Awareness Function** The Group Awareness Function is the entrance point for all mobile application services and framework services related to group state information provisioning and to group lifecycle aspects. It provides means for the management of group lifecycle aspects through the Group Management Function as well as the automatic creation and deletion of groups through the Group Evolution System.

**Service Usage Function** This function covers all aspects related to the service usage. In particular it covers every step in the ‘timeframe’ between service discovery and
service offering. The Service Provisioning Function covers the components Service Discovery, Service Composition and Service Execution.

**Service Provisioning Function** This function deals with how services can be proactively offered to a user. It provides information about available mobile applications and application services in the Service Catalogue Provisioning. It enables the advertisement of applications automatically or proactively to users/groups, without any user/group request or interaction, defined in the Proactive Service Provisioning components. Furthermore, it offers functionality to keep track of a user's service usage behavior and to automatically recommend services to users based on this history data through Self Provisioning functionality. Finally, service configurations can be pushed through Configurations Provisioning.

**Operational Management Function** This function performs operational management of mobile applications, application services, and related configuration of resources. The Service Management focuses on the knowledge of services (access, connectivity, content, etc.). The Resource Management maintains knowledge of resources (application, computing and network infrastructures) and is responsible for managing all the resources (e.g., networks, IT systems, servers, routers, etc.) utilized to deliver and support services required by or proposed to customers. Data Collection processes interact with the resources to collect administrative, network and information technology events and performance information for distribution to other processes within the enterprise.

MobiLife was envisioned to run on a client-server architecture, i.e. all processor heavy processes would be maintained on dedicated servers while the mobile phone because of limited processing power would only show the user interface. However since enormous advances in mobile processing power have been made, the whole MobiLife infrastructures could nowadays be easily placed on the mobile phone itself. This would reduce security issues involved in transferring personal data and do away with the requirement to maintain internet connection with the mobile phone at all times in order to maintain the full service function.

**7.2.2 User Model Context**

User identification was done by identifying the user by his phone. It was assumed that mobile phones are only used by one user and that users generally use one phone, so that all user model gathered on a mobile phone could be assumed to be a single user. As every mobile phone has a unique International Mobile Equipment Identifier (IMEI) associated with it, this number can be used as identification of the user as well - or so was assumed for simplification reasons.

Figure 7.7 depicts the general architecture of the MobiLife personalization framework. This framework consists of two parts, the contextualization part called Personal Context Function (PCF) and the personalization part called Personal Profiling Function (PPF). The user exchange strategy in MobiLife was the direct mapping strategy as depicted in Figure 7.4. The reason for choosing this strategy was because it is beforehand unclear what the domain is of the applications developed for the mobile phones. Because these applications can be diverse it will be very hard to come to a common ontology. Also, we did not expect tight integration of most mobile applications, so the number of direct mappings might be reasonably low.
Context awareness was an important factor in the project. The context awareness module was to process the various phone sensors to determine the current context. These sensors typically are time and location, but could also include heart rate, altitude and depth if the software was for example running on one of Suunto’s wrist computers for diving or outdoor training. PCF receives the raw sensor data, data about available services, devices and modalities, and application requests from the Device and Modality Function and other services and applications. The Context Gathering and Interpretation block transforms and grounds all the sensory data streams in context representations and transforms it into instances of the MobiLife context ontology. This is implemented by a rule engine which allows to produce low-level and high-level interpretations of the user’s context and situation. One can define rules and labels for high-layer interpretations. For example, one could define ‘being in the car’ as being in close enough proximity of the bluetooth network of the carkit and ‘driving’ could be defined as ‘being in the car’ plus having a speed higher than 20 kilometers per hour calculated from the GPS input stream.

Another function of the PCF is monitoring user behavior in applications. Applications can send user actions to the MobiLife framework using an API. This data can be interpreted by using various machine learning approaches. The structure of this learning mechanism is highly modular and eases the reuse and evaluation of different machine learning methods. Furthermore, the modularity makes it easier to evaluate how well different algorithms perform in different domains. Currently, the system supports rule based reasoning (the same one as for interpreting context data) and tree augmented naive Bayesian classifiers (TAN), by calculating the maximum weight spanning tree using the Chow and Liu algorithm [Chow and Liu, 1968]. The result of this process is an inferred set of user preferences which is stored in the user model.

Another part of the user model is inserted via the PPF. These are the explicit user data and user preferences as provided by the user in the different mobile applications. The application can use the PPF to store this information so that every application doesn’t need to build a separate facility for that.

User can see and edit all their data in the different applications using the Mobilife Profile Editor. This includes both the explicit user data and user preferences and the inferred user data, except for data for which this is explicitly prohibited in the schema via a special property. This might be useful for too fine grained data that is useful for the
user, but unintelligible for the user. Figure 7.8 is a screenshot of the pc-version of this profile editor. Given the limitations in screensize and screen capabilities of mobile phones during the MobiLife project we opted not to build a mobile version of the profile editor as the total amount of information stored by the applications and the possible complex structure of the data would be too complex to easily browse on the mobile phone. Instead, the users can still access their data directly in the applications on their phone and use the Mobilife Profile Editor on their pc to review and modify their information if needed. Providing the users the means for exerting the control on the user model data is intended for transparency reasons and might help to improve the understanding of the user about which data is collected and how this can improve the applications.

The Mobilife Profile Editor visualizes the user models instances as trees. The RDF format is however intrinsically graph based. Trees are obviously no problem, but the Mobilife Profile Editor is restricted in the sense that cyclic nodes in graphs will not be visualized. Instead every node in the tree that is already visualized elsewhere in the tree is shown in italics to indicate that it is a double and its subnodes will not be visualized. For every phone application we encountered during the Mobilife project this sufficed as these applications typically only stored user data in attribute-value pairs, so typically this is not an issue.

The MobiLife user model is structured as depicted in Figure 7.9. Every user has an associated profile with possibly some personal details. Next to that every profile is associated with zero or more so called profile subsets. Every profile subset is related to a specific application and has a context and schema associated with it. The context is a set of descriptors which describe for which context the profile subset is valid. The empty context is the default profile subset for the user for that application. The schema is an RDF schema of which the user profile data is an instance. The schema information can be used both for validating the user model instance data, but can also be used as basis for schema matching so that applications can exchange user model information e.g. using
the Relco framework (refer to Section 5.5). The actual data is stored in RDF statements under ‘UserData’. The ‘UserData’ can hold any RDF document which the applications might want to store, i.e. it is not necessary to adhere to the schema stored in the Qualifiers. However, if the applications want to check the validity of the ‘UserData’ as instance of the schema this can be checked. It is upon the application to deal with any errors resulting from this check.

Enabling contextual personalization of future services includes a variety of aspects that has been covered by related work. As an example, [Tafazolli, 2006] describes high-level requirements for personalization and profiling enablers. There are also several specifications, which deal with more detailed requirements for user profiles and user profile management such as the 3GPP Generic User Profile (GUP) [Koza, 2004] and the ETSI User Profile Management specification [Petersen et al., 2005]. However, these specifications basically provide high-level requirements but no concrete solutions or implementations. Furthermore, there is also existing work on profile describing schemas like CC/PP [Klyne et al., 2004b] and user model ontologies like GUMO [Heckmann et al., 2005]. However, these approaches lack considering context-dependent user preferences.

### 7.2.3 Applications

The whole purpose of the MobiLife framework is to support the creation of rich mobile applications. To prove that the context and profile framework is able to support such applications eight of these applications have been developed within the project. As these applications themselves are not themselves part of the work for these thesis, but only give an idea of the possibilities, we will only give a short description of every application:

- **ContextWatcher** is an application that makes it easy and unobtrusive for people to share information about their whereabouts, or any other piece of context information they might want to share, ranging from body data to pictures, local weather information, and even subjective data such as moods and experiences. The goal of the application is to offer people new ways to keep (and stay) in touch without the need for direct interaction. The ContextWatcher can be used to generate and publish personal blogs (screenshot Figure 7.10).

- **Personal Context Monitor** has been designed as a solution to monitor and process in real time essential physiological parameters such as electrocardiogram (ECG) and heartbeat using mobile body measuring devices. This application supports wireless
real-time transmission of the data stream via Bluetooth all types of listening devices e.g. for reviewing, storage, or e.g. interpretation by a doctor.

- **Proactive Service Portal** provides a simple, but personalized and dynamic service portal. The basic idea of the portal is to relieve the user from browsing through endless index lists to finally find a desired service; or to avoid having the user to type in lengthy URLs with the restricted keyboard capabilities of a mobile device. This functionality is realized by situation-based service recommendation and identification, and proximity-based self-promotion of services.

- **Multimodal Infotainer** is a multi-functional client-server system for use on mobile devices or personal computers. It is able to discover surrounding environment parameters and enables users to watch information from configurable resources through manageable content feeds (news services, blogs and other sources of data). It can also play multimedia content, through multiple devices or modalities, from remote streams or from local files utilizing gathered environment configuration data with the built-in discovery engine.

- **Wellness-Aware Multimodal Gaming System** is a personalized wellness monitoring system that allows monitoring a user’s fitness situation and that creates personal training plans according to the current wellness situation of the user (screenshot Figure 7.11). The recommended training plans take into account the user’s training habits derived from past trainings, the user’s preferences (e.g. the preferred training devices), general user data that might influence the training (such as user’s age and weight), as well as expert knowledge from professional gym coaches.

- **FamilyMap** is a location-sensitive messaging system implemented into a map user interface. The main focus of the FamilyMap application is to assist families with small children in their everyday life, especially when on the move. Dealing with location-based, logistical and baby-care related issues came from the realization of difficulties present when one tries to find necessary information from sporadically available information sources while in the city.

- **TimeGems** is a group-centric application that highlights groups as social interaction and communication spaces. The application is designed to provide users with extended interaction possibilities within the various groups they belong to
(e.g., work, family and friends). The application primarily aims to facilitate group activity planning within the users’ unused occasional and free-time slots for which a spontaneous organization of group activities is usually very difficult.

- **MobiCar** allows users to plan and set up a group with the objective of sharing a ride in a car that belongs to one of the members, i.e. carpooling.

Every application uses the MobiLife framework and uses and exchanges information with sensory applications and exchange information with other applications. Next to that, some of these applications are social and communicate with nearby machines or people, i.e. the MobiLife context and personalization functions are heavily used.

### 7.3 Grapple

**GRAPPLE**\(^3\) was a European FP7\(^4\) STREP\(^5\) Project between 2008 and 2011 [De Bra et al., 2010b]. GRAPPLE involved 15 academic and industrial partners from all over Europe. GRAPPLE stands for “Generic Responsive Adaptive Personalized Learning Environment”. The project’s goal was to extend technology-enhanced learning environments like Learning Management System (LMS)s with a beyond the state of the art Adaptive Learning Environment (ALE), in order to provide students with a technology-enhanced learning environment for life-long learning. The following steps were taken within GRAPPLE to reach this goal:

- Extend the state of the art of ALE and build a renewed adaptation framework
- Integrate this new ALE in the main existing LMSs
- Provide interoperability between ALE applications, LMSs and possible interesting external knowledge via an integration framework, including an engine for exchanging user model information

---

\(^3\)http://grapple-project.org/

\(^4\)http://ec.europa.eu/research/participants/portal/page/fp7_calls

\(^5\)Specific Targeted Research Projects
• Provide additional tooling for laymen course designers (e.g. teachers) like an authoring framework, additional visualization components and prototype extensions of the ALE with a Simulation and Virtual Reality framework

• Evaluate the ALE environment and authoring environment with user studies to study user acceptance and ideas for improvement for future work

The whole project is way too large too completely discuss here, so we will not describe all of these aforementioned points. Instead, we will focus on the work done in relation with this thesis and provide summarizations were necessary. For more detailed information please refer to the GRAPPLE deliverables on the GRAPPLE website.

7.3.1 GALE

First goal was to extend the state of the art of ALE. The seminal papers on adaptive hypermedia by Brusilovsky [Brusilovsky, 1996, 2001] have been an inspiration for a lot of research on personalized information access and resulted many adaptive systems as summarized in [Knutov et al., 2009]. The project included authors of many such systems, but the main inspiration for the GRAPPLE ALE was AHA! [De Bra et al., 2006]. For GRAPPLE this resulted in the GRAPPLE adaptive learning environment (GALE). GALE is the spiritual successor of the AHA! system, but it is not just an evolution as the system has been completely redesigned and reprogrammed.

Creating adaptive applications in GALE is at first glance rather similar to creating adaptive applications in Hera-S (chapter 3). GALE needs several input models, including a domain model, a user model and an adaptation model.

The domain model describes concepts that are modeled using an URI that can have properties and relations with other concepts. In essence there are numerous similarities between the GALE domain model and RDF.

A user model in GALE contains domain dependent and domain independent variables. Domain dependent variables are typically extensions of the concept URIs in the domain model (e.g. the user knowledge attribute of a domain concept), while independent variables are modeled via different URIs that do not refer to concepts in the domain model.

The adaptation model describes user model updates based on events, so called event-condition-action (ECA) rules. ECAs are coupled to concepts in the domain. Whenever some concept is requested or viewed or some custom event is specified, this triggers an user model action based on some condition. These conditions and actions may contain arbitrary Java code, making them rather expressive. When some event code is executed this will typically result in user model updates. User models updates can trigger other user model updates, e.g. when an event is set on a user model update, which is called forward reasoning.

The actual content are called resources. Resources are related to concepts in the domain model. A concept can have several resources. Within GALE users navigate to concepts and the GALE engine will then select the appropriate resource to show to the user, typically based on the user model. Resources are referred to using URLs and can be either stored on the server running GALE but can also refer to external pages. Users can embed adaptive behavior inside a resource by embedding GALE code that expresses conditional inclusion of objects and fragments like images but also other DM resources. The conditions typically refer to the user model. An example of such conditional inclusion object is:

\[\text{http://grapple-project.org/deliverables}\]
If the “isVerbaliser” attribute is true (the user has the Verbaliser learning style), a small image will be included and a long explanation, whereas users without the Visualiser learning style (“isVerbaliser” is false) will see a large image and only a short description.

Presentation specifics are typically specified in the resources themselves. Resources are (x)html documents that contain markup information or associated CSS files like any other webresource. GALE does provide some additional presentation features through variable processors. These processors can be custom made and can contain directives to create specific views, e.g. defining a layout schema that uses frames. Several views are predefined in GALE. An often used example is the static-tree-view. The static-tree-view creates a hierarchical view of the domain model based on ‘parent’ relationships. Optionally an integer ‘order’ attribute can be used to order elements in the tree and a boolean ‘hierarchy’ attribute can be used to omit elements in the tree. Other examples of views include the next-view for presenting a link to the best suitable next concept for the user and a file-view that displays content e.g. in the domain model.

**GALE versus Hera-S**

GALE and Hera-S might seem rather similar at first glance. However, there are some large and some more subtler differences. The main difference between the two are its different starting points. Hera-S, as an MDWE design approach, is a data driven approach which means that the content is assumed to be in some RDF or relational datasource. It then provides the means to build the pages of the web applications by refering to the elements in that datasource. GALE, like many adaptive hypermedia approaches, typically allows to remodel an existing non-adaptive Web application into an adaptive one. In other words, given an existing Web application GALE allows to easily extend it and/or transform it with minimal effort.

An example of such a transformed Web application is the business English course shown in the screenshot in Figure 7.12. The business English course is an existing non-adaptive course offered by the BBC\(^7\) which was made adaptive using GALE. It uses the static-tree-view to indicate the available topics and does not only allows adaptivity, but also more freely browsing through the course (i.e. not only linear) based on learning conditions. For more information on this application refer to [van der Sluijs and Höver, 2009a].

There are many other differences between GALE and Hera-S, but more interesting are the striking similarities. Both approaches allow defining full-fledged adaptive and personalized applications for the user. For example, note that both approaches allow designers to design their application from scratch and in that respect it is a matter of taste which approach one could take best. Besides the different approaches, one could say that GALE might be more powerful (e.g in using custom Java code in expressions) while Hera-S might be more flexible in using external and existing domain models and externalizing all data including the application and user models.

---

7\[http://www.bbc.co.uk/worldservice/learningenglish/business/tendays/index.shtml\]
One of the consequences of the similarity between GALE and Hera-S is that as part of the interoperability and standards focus within the project it was decided to look into interoperability between the many existing adaptive frameworks. Part of the project was to enable exchange of information between LMSs, e.g. for the scenario of cooperating universities or universities that use different LMSs. Exchanging user model data for example allows students to seamlessly follow courses at several institutions, while keeping track of their global progress. A similar case could be serving the same course at different institutions that might use different adaptive frameworks. By defining a standard format for all models necessary to define an adaptive course we envisioned we could enable this interoperability between adaptive systems.

We conceived the information flow for GRAPPLE as visualized in Figure 7.13. The output of the authoring process is the so-called Conceptual Adaptation Model (CAM). The CAM contains all models necessary to define an application, but also includes information like canvas shapes, position, size, and other tool specific information, and it does not contain the actual resources. The CAM is sent to the Engine Specific Compiler via the communication channel called GRAPPLE Event Bus (GEB) which compiles this into the GALE models which allows the GALE engine to run the course. The GALE engine then can communicate via the GEB with a Engine Independent Compiler and send the entire course (i.e. all models and adapted content). This compiler then should be capable to transform this data into an engine-independent language that can be communicated between engines. The engine-independent language was called Generic Adaptation Language (GAL). This Engine Independent Compiler should also be able to retranslate from the GAL language to GALE specific models.

Our foremost goal therefore was to come up with an engine-independent language. We chose to base GAL on the Hera-S models. This effort is further detailed in Section 7.3.1.
7.3 Grapple

7.3.2 Overall Architecture

The GRAPPLE architecture (shown in Figure 7.14) consists of the following functional blocks:

- Integration with existing LMSs that manage the learning process, progress and support. The actual LMSs with which GRAPPLE integrated were well-known open source systems like Moodle\(^8\), Claroline\(^9\) and Sakai\(^10\), but also proprietary systems aimed at corporate learning applications that were realized by GRAPPLE’s industry partners.

- GEB, a generic Event Bus that facilitates an asynchronous information exchange between all GRAPPLE components, but can also be used for external communication.

- GALE for the adaptive delivery of learning material, as described in Section 7.3.1.

- Generic User Model Framework (GUMF) that maintains information about each learner as he uses different LMSs, GALE instances or other software.

- A single sign-on facility (based on Shibboleth\(^11\)) for user authentication that ensures user identification within all components connected to the GRAPPLE framework.

- The GRAPPLE authoring tools (GAT), which provides authors and course designers (e.g. teachers) to visually create adaptive courses that can be deployed in GALE.

---

\(^8\)http://moodle.org/
\(^9\)http://www.claroline.net/
\(^10\)http://sakaiproject.org/
\(^11\)shibboleth.internet2.edu/
GVIS, a visualization framework that can aggregate and visualize information from GUMF. GVIS is also integrated with every LMS.

Figure 7.14: GRAPPLE Architecture

Most interesting in terms of interoperability are the GEB and GUMF. GEB facilitates communication within the GRAPPLE framework. Applications (every internal GRAPPLE component or GRAPPLE external applications) that connect with the Grapple Framework subscribe via the Event Bus webservice. Every application can set a list of event types in which it is interested and every application can post events of a specified type to the Event Bus. If an application posts an event to the Event Bus it will send this to all listening applications that specified interest in that type of event. Every event contains the following components:

- **eventId**, a unique identifier of events of type int. The eventId is generated by GEB. The functionality of this ID, is to provide the possibility to identify the messages exchanged between the components through the GRAPPLE Event Bus.

- **previousIdEvent**, a unique identifier of type int. It is an optional attribute. In this case, this ID is provided by the component which made the request. This ID is the identification, if the request has any relation with other event.

- **methodName**, the type of event. It is used by the Event Bus to decide to which listening components an event should be sent.

- **body**, contains the actual event message that is interpreted by the components that receive the event. The content of the body is not processed by GEB but only passed on to the listeners.

For example, if the LMSs Moodle and Sakai both have an interest in course updates from their students they can both subscribe to the “umChanged” event. When a user model update then takes place in GUMF, GUMF can then send a “umChanged” event to GEB, reporting for which students UM updates have taken place. GEB takes care of
sending around the “umChanged” events to all listening applications. In this way, GUMF does not need to keep track nor hardcode which applications might be listening and might need notifications. The listening application can then process the event and if needed send an event-reply.

The GRAPPLE event bus abstracts from the need that every GRAPPLE component needs to be exactly aware about which LMS or other application accesses it. The Event Bus also simplifies the process of adding new components to the framework and facilitates distribution of components as the components might have instances running at several locations. The connecting applications only need to provide an event listener interface to GUMF that GEB can send the messages to.

GEB is an asynchronous service, meaning that components that send messages do not have the facility to wait for an answer or know for certain if any more answers might come or not. For some applications this might be an issue, especially for components that run in the client browser as these cannot run web service listeners. Therefore, for these applications (e.g. GAT) a proxy webservice was created that can be used to access the GEB through and which can temporary store replies, which allows the (browser) client applications to periodically check for replies.

GEB is an open platform that allows any component to subscribe and listen to events. This can of course be a privacy concern. And even though security measures have not been implemented it would not be to hard to extend with authentication measures and encryption to increase security.

7.3.3 GUMF

The GUMF facilitates exchange of user data between GALE, LMS and any other application that wants to exchange user data. Examples of what might be exchanged between GALE and LMS are for instance a measure of progress with the adaptive course from GALE to the LMS and the results for a specific test in the LMS to GALE, which allows blending LMS capabilities like taking tests with GALE’s adaptive course. Exchange between GALE applications allows reuse of data between similar domains, e.g. we could estimate from a regular English course what a users level is when starting the business English course.

To be an effective framework for exchanging user data between applications, GUMF has to somehow deal with user identification, context and semantic heterogeneity as detailed in sections 7.1.1 and 7.1.2.

In GUMF users are identified by a unique URI, i.e. a URI uniquely identifies a user. Users can have different URIs in different applications, though. GUMF explicitly does not solve this issue, but leaves this to the applications that use GUMF. This means that applications that wants to use the information of one of their users in another application somehow need to know the URI used by that other applications to identify the user in question. Within the GRAPPLE framework this is covered by using the Shibboleth authentication mechanism. In this way, GALE and every LMS connected within the GRAPPLE framework will use the same user identifier. In other scenarios applications will need to find other ways to establish the user identity, e.g. by once requesting users to provide the login details of the target application. In this scenario user involvement is typically also desired because of privacy and scrutiny reasons. Leaving this issue to the applications on one hand burdens the application with solving this issue, on the other hand it also allows applications to use specialized user authentication mechanisms that typically are already used in most institutions and companies anyway. The choice in this
case is for flexibility instead of additional (possibly redundant) service.

Contexts in GUMF can be covered by so-called data spaces. A data space is specified as a logical bundle of data (instances) as well as ontologies and rules (schema). Data spaces thus go beyond the notion of namespaces as they explicitly allow us to specify a set of things that span a certain data space, on which an operation (e.g. query operation or reasoning operation) should be executed. In more detail, such data spaces represent the part of GUMF that a certain client application is managing and responsible for, i.e., its own workspace. However, in typical use an application has only one dataspace in GRAPPLE. This is because in the educational domain is a bit different from typical consumer applications, as it is not the user preferences in relation to the context that is the most important, but the actual knowledge and progress of the user as a student is. In this case context seem to be less important. This does not mean that contexts cannot separate user model data context, technically data spaces could perfectly cover this, but in practice this is typically less important in the educational domain.

Semantic heterogeneity is dealt with in several ways within GRAPPLE and in GUMF in particular. First of all as the existing LMSs are rather similar in nature it was decided to come to standardize input and output communication via the existing IMS-LIP standard [IMS Global Learning Consortium, 2001]. The user information currently interesting for the LMS could be encoded using this standards. GALE supports arbitrary complex user models and also can embed ECAs which cannot be captured by IMS-LIP. So GALE user model data is not translated into IMS-LIP.

GUMF internally models UM data by means of Grapple statements. A Grapple statement is basically a packaged RDF statement with some fixed additional metadata. Some of this data should be provided by the applications that use GUMF, e.g. the target data space, the user whom the information is about, the time of observation of the information and the application that is the source of the statement. Some other elements are added by the GUMF framework itself like id, storage date, originating URL, etc. This user model metadata allows richer queries over the data.

As IMS-LIP has a different syntax and structure than Grapple statements, the IMS-LIP data needs to be converted from and to Grapple statements when stored in GUMF. This process is detailed in Figure 7.15. The IMS-LIP is sent to GUMF via the GEB and arrives at the GUMF listener. This listener recognizes the IMS-LIP datastructure and it calls the converter which maps the IMS-LIP data to Grapple statements. Then it can be stored in GUMF. In order to exchange user data between LMSs, these LMSs only have communicate the data space address that stores the user information from the other LMS to retrieve their user model data (i.e. by configuration).

GALE transforms its data directly into Grapple statements, i.e. by one of its processors. As domain and user model data resemble RDF in structure this is a straightforward processor.

The most interesting transformation within the GUMF engine is between the differently modeled data, like between GALE and the LMSs, or other possible applications. To deal with this, GUMF has so-called Grapple Derivation Rules (GDR), which is a rule-based mapping language that is inspired by both the SWRL based mapping system which was described in Section 5.4.3 and the SPARQL based mapping system which was described in Section 5.4.4. GDR allow to map and aggregate values from the data stored in one data space into the structure of another data space.

GDR have premises and consequents. For example, the following GDR rule instructs the multiply operator to increase the knowledge level of a student for the concept “gale://../HotelCheckin” if the student completes a quiz (with ID 118316) that tests the
student’s knowledge in conversing in English when checking into hotels. The rule simply multiplies the current knowledge level for these concepts by 1.5, i.e. new knowledge level of ‘HotelCheckin’ is equal to the previous knowledge level multiplied by 1.5:

```xml
<gdr:rule name="Quiz Level to External Knowledge (CLIX)"
  description="Maps quiz result of a CLIX quiz to gale attribute"
  creator="http://pcwin530:8080/gumf/client/1">
  <gdr:premise dataspace="1">
    <gc:subject>?user</gc:subject>
    <gc:object>118316</gc:object>
    <gc:level>?level</gc:level>
  </gdr:premise>
  <gdr:consequent dataspace="1">
    <gc:subject>?user</gc:subject>
    <gc:predicate rdf:resource="http://gale/predicate/knowledge"/>
    <gc:object>gale://gale/BusinessEnglishCAM/HotelCheckin</gc:object>
    <gc:level>op:multiply(?level,1.5)</gc:level>
  </gdr:consequent>
</gdr:rule>
```

This rule shows how properties between an LMS and GALE can be exchanged and how actual values can be manipulated using data operators. For this purpose several operators are available (e.g. multiply, divide, add, subtract). These can be easily extended with more. The GDRs are executed via a custom built rule engine within GUMF, which internally uses sesame and SPARQL queries and custom transformation code.

Obviously there is a learning curve involved in creating these mapping rules. However, these rules need to be created only once by a specialist between two applications. Currently, there is some basic tool support for creating these rules in GAT. However, this tool support can be easily extended using Relco to find matching elements between user models and a basic facility which should be able to point and click these relations between user models to generate a GDR copy rule. This would only necessitate more specialized knowledge of these rules for more complex situations.
7.4 GAL

As noted in Section 7.3.1, we are interested in an engine-independent adaptation language. We named this language GAL and based it on the Hera-S AM (refer to Section 3.4). This is because the Hera-S models seems to be a fine grained way to model both the content and adaptation. Our hypothesis is that if we are able to show that GAL is able to perform all types of adaptation as defined by Brusilovsky [Brusilovsky, 1996], it should be able to define adaptation as can be expressed by most existing adaptive hypermedia systems. Furthermore, we reasoned that a formal definition of the GAL language is an important requirement if it is to be used an engine-independent standard language for adaptation that can be used to exchange applications between e.g. AHA!, GALE and others.

7.4.1 Extending GAL

GAL is basically defined as the Hera-S AM model. However, first we will extend the AM with two language constructs that in Hera-S are more typically considered to be part of presentation considerations, but are deemed important in terms of adaptation - as some important types of adaptation include presentation adaptation.

These two constructs are ‘Emphasis’ and ‘Order’.

GAL Components can be emphasized by giving them the property

\[
:hasEmphasis \ "high"
\]

We discern four types of emphasis:

- **low emphasis** means under-emphasis. A component with low emphasis should get less emphasis than normal objects.

- **default emphasis** is as if no hasEmphasis property has been defined, i.e. the default for all GAL Components.

- **emphasis** means more emphasis than normal (no emphasis). This level allows the adaptive engine to differentiate between more important objects (“normal” emphasis) and most important objects (“high” emphasis).

- **high emphasis** is the most emphasis a GAL Component can have.

Emphasis is a construct that directly influences the presentation. Even though we mainly target adaptive navigation, emphasizing components (especially links) on a page can strongly influence the navigation behavior of the user and it is a regular adaptive construction. Therefore, it was chosen to include this construct in GAL. It is up to the engine to decide how to present an emphasized GAL Component, e.g. by highlighting. Emphasis for a NavigationUnit means emphasis for every element in that unit.

Order is also an important aspect of adaptive navigation. Moreover, it might be important for the internal logical structure of a page. GAL Components can have an order element that specifies an ordering. The value of an ordering element is either an integer, or a (conditional) query resulting in an integer. For example we can give an attribute “Conversation” an order element with value 1 as follows:

\[
:CheckingIn :hasAttribute [ :name Conversation; :order 1 ]
\]
The order element dictates a partial order in GAL Components within the scope of a particular NavigationUnit. This means that if two or more GAL Components have an order attribute with an integer value, the subcomponent with the lowest value is guaranteed to be displayed before the subcomponent with a higher ordering value. Subcomponents with the same ordering value are considered relatively unordered, meaning that there is no guarantee which of these subcomponent is displayed before the other. The ordering of GAL components that have non-integral values or missing ordering properties are undefined. In general we do not assume any particular order based on the order of GAL code. However, we do allow specifying to strictly follow the GAL code order within a GAL Component by defining a default-ordering property for that unit by simple declaring:

```
:default-ordering true
```

Note that using an explicit order attribute takes precedence over the default ordering. For set results (e.g. for the SetUnit construct) we automatically assume the default-ordering to be true, unless specified otherwise.

### 7.4.2 Types of Adaptation

Our basic GAL constructs thus far expressed adaptation on a very basic level. This allows for very generic types of adaptation. However, we also consider more specific adaptation technologies as proposed in Brusilovsky’s adaptation taxonomy [Brusilovsky, 1996], which gives us the following adaptation techniques:

- Adaptive multimedia presentation
- Adaptive text presentation
- Direct guidance
- Link sorting
- Link hiding
- Link annotation
- Map adaptation

We review these techniques and present how GAL can be used to apply these techniques and we also provide some constructs that help to apply some of the techniques and we explain how these additional constructs can be translated into basic GAL constructs. In this way we show that GAL supports the basic types of adaptation as recognized in the field of adaptive systems. Along the way, we will introduce shorthand GAL constructs that can directly express the different adaptation types. We will also provide how these shorthand constructs can be modeled with basic GAL constructs.

**Adaptive Multimedia Presentation**

Usually in adaptive systems Adaptive Multimedia Presentations means personalized media selection, i.e. given that there is a choice of a number of multimedia clips the system chooses the one that fits best for the user.

A selection would look like this:
The semantics of this statement is that the first case that matches its corresponding condition will be shown and otherwise the default case will be shown. One way of translating this in terms of GAL if-statements of one attribute with different values is as follows:

```
:hasAttribute [  
  ..some general details of the attribute..  
  :if [Query1] ;  
  :then [..query of multimedia attribute 1..] ;  
  :else[  ..if [QueryN];  
             :then [..query of multimedia attribute N..] ;  
       :else [..query of default multimedia attribute..] .  
    ] .  
] .
```

Direct adaptation of multimedia objects cannot be done directly in GAL (except if they can be expressed in RDF). However, if a Web Service exists that allows adaptation of a multimedia object this can be supported in GAL via the Web Service construct. Personalization can than be done. GAL can send variable parameters to the Web Service call. However, the Web Service should send a result that can be handled within the GAL language, e.g. text or an URL.

**Adaptive Text Presentation**

In GAL an attribute can be a piece of text as well as any other type of media (identified by a URL). So the choice of construction in the previous paragraph also applies to text. This means that alternative page fragments can be selected. Moreover, general text adaptation can be done using the (conditional) query mechanism in GAL that can refer to both domain concepts and the UM. We offer a specific construct to weave different versions of a document together. This allows to quickly select a group of items to be shown based on a condition.

At the start of a Unit for which we want to define different versions together we declare something like
Based on this selection criterion we now define in the rest of the unit which GAL sub-Components belong to which selection id by adding the :selectid property with the appropriate name, for example:

```text
:has Attribute [
    :label "Conversation Option: ";
    :value [query];
    :selectid "alternativeN"
]
```

In this way all GAL Components with selected “alternative” will be initialized, while all attributes that belong to one of the other alternatives are not initialized. This can be done for all GAL Components that accept queries. This alternative construction can be used to prevent repeating selection queries and to get a better overview for which page-alternative a construct is used. The semantics of this construction is that all GAL Components with a specific selectid will be shown only if it’s the first case in the alternative statement for which the condition is satisfied.

The translation into GAL constructs (internally) is done by repeating the conditions for every GAL component to check if the condition for the specific GAL component is the first that satisfies the condition of the case statement.

**Direct Guidance**

Direct Guidance means that the system decides what the best next link for a user is. In order to support this we use a slightly adapted version of the ‘alternative’ construction above, namely

```text
:emphasize [
    :case [ :casenumber "1";
        :condition [Query1];
        :emphasisid "emphasis1";
        :hasEmphasis "high"
    ];
    ...
    :
    :case [ :casenumber "N";
```
So instead of a selectid property we use an emphasisid, where the id points to GAL Components. Typically for Direct Guidance we would only point to links, but this construct can also be used to emphasize other GAL Components other than links.

Translation in GAL terms is slightly different here, because conditions cannot be attached to hasEmphasis properties, but only to query elements. Instead we generate two versions of the same GAL Component that is referred in the emphasisid clause, an emphasized and a non-emphasized one, and based on conditions we choose one of them.

Link Sorting

Adaptive link sorting is already directly supported in GAL via the SetUnit in combination with ordering. This assumes that the query language supports ordering. By referring in the query to the user model (as well as the DM) allows to retrieve a set of links that depend on the user model.

Link Hiding

Link hiding (as well as hiding of other GAL Components) is also directly supported in GAL via conditions. By not specifying a then or else part in the condition means that a link (or other component) is not initiated and thus effectively hidden.

If the GAL Component should not be really hidden but just displayed differently (e.g. grayed out) the emphasis level “low” can be used.

Link Annotation

Link annotation means that there is some form of adaptive comment or presentational makeup, to give visual cues to the user. We do not specify direct presentational aspects of link annotation in GAL, as this is an engine specific presentation detail. However, what is necessary from GAL perspective is that user information can be updated and used to adapt different aspects of a link. This is possible in GAL because the value of the properties in a link can be determined via queries in combination with adaptive conditions. For example, given GALE, we could adaptively determine the class of an attribute or a link. GALE then is responsible for the concrete different forms of annotation of links.

Map Adaptation

Map adaptation is used to for instance generate menu structures. One typical type of map adaptation is a hierarchical structure of links. This can be defined in a hierarchical construction as follows:

```plaintext
:hasHierarchy [
  :item [ :itemid "ch1";
    :subitem :root;
  ]
];
```
This can be translated in GAL terms by using the hierarchical structures of Units in combination with the Order attribute. For example consider the following (partial) translation:

```gal
:hasUnit [
  :hasNavigationRelationship
  [ :order 1;
    {..Further Link specification ch1..}
  ];
  :hasUnit[ :order 2;
    {..Ref SubUnit that specifies ch1.1 and ch1.1.1..}
  ];
  ....
  :hasNavigationRelationship
  [ :order N;
    {..Further Link specification chN..}
  ].
].
```

7.4.3 Formal Specification

Here we provide a first formal specification of the GAL language. This is not a complete and strict formalization, just a first step in that direction. Also note that some of the following constructs have been named and specified slightly differently from the AM definition in Section 3.4, for example we changed setUnits into listUnits as these last are simpler to define. All these changes are introduced to simplify the formalization. It depends on the resulting implementation of the language which constructs are easier and preferable to use. Based on this experience we can either choose to use the changed construct, or change the formalization (and complicate that a bit in the process).

**Basic constructs**

The purpose of GAL is to describe the navigational structure of a web application and how this adapts itself to the actions of the users. The central concept is that of NavigationUnit
which is an abstract representation of a page as it is shown to a certain user after a certain request. Basically it is a hierarchical structure that contains the content and links that are to be shown, and also updates that are to be executed when the user performs certain actions such as requesting the page or leaving the page. All data from which these units are generated is assumed to be accessible via a single RDF query endpoint, and the updates are also applied via this endpoint.

### Preliminary definitions and notation

For the purpose of formalizing the syntax and semantics of GAL we postulate the following sets and constants: $ET$ (event types), $DB$ (database instances, which are queried and updated through the RDF query endpoint), $VQ$ (value queries over the RDF query endpoint that retrieve a single value), $LQ$ (list queries that retrieve lists of bindings from the RDF query endpoint), $UQ$ (update queries that update the RDF query endpoint), $A$ (attribute names), $V$ (values, which includes RDF literals and URIs), $EL$ (element labels), $UT$ (unit types, which we here assume to be a URI consisting of a namespace and a local identifier), $EN$ (element names), $X$ (variable names containing a distinguished variable $user$), $DC$ (domain concepts).

We use the special constant $\bot$ which is not in any of the postulated sets, and the special constants “gal:top”, “gal:self” and “gal:parent” which are not in $UL$. We define the set $B$ to be the set of bindings, i.e., partial functions $b : X \rightarrow V$ that map variables to value. For partial and total functions $b_1$ and $b_2$ we define their combination as $b_1 \# b_2$ such that $(b_1 \# b_2)(x) = b_1(x)$ if $b_1(x)$ is defined and $b_2(x)$ is undefined, $(b_1 \# b_2)(x) = b_2(x)$ if $b_2(x)$ is defined and $(b_1 \# b_2)(x)$ is undefined otherwise. We generalize the $\#$ operator such that $(b_1 \# \ldots \# b_n) = (b_1 \# \ldots \# b_{n-1}) \# b_n$ for $n > 0$ and $(b_1 \# \ldots \# b_n) = \emptyset$ for $n = 0$.

Additionally we introduce the following notation: $L(S)$ the set of finite lists with elements from $S$. Lists are denoted as $[1,1,2]$, and list concatenation as $L_1 \cdot L_2$. We write $x \in L$ to denote that an element $x$ occurs in list $L$. We use list-comprehension syntax, such as $[f(x,y) \mid x \in L_1,y \in L_2]$ to construct lists and bags with the usual semantics.

For queries we assume that they contain variables, which can be replaced with a value. Concretely we assume the queries are expressed in SPARQL where variables are used in the graph patterns and are preceded with “?” or “$\$”. For such queries $q$ we let $q[b]$ denote the query that is obtained when the variables in $q$ for which $b$ is defined are replaced with their value in $b$. Strictly speaking for SPARQL queries this can result in an invalid query if variables in the SELECT clause are replaced, but we ignore this for the moment. We assume that for all queries $q$ a semantics is given, viz., $[q] : DB \rightarrow V$ for value queries $q \in VQ$, $[q] : DB \rightarrow L(B)$ for list queries $q \in LQ$ and $[q] : DB \rightarrow DB$ for update queries. We also assume that it is stored in the database which values denote an instance of a domain concept. For a database instance $db \in DB$ and domain concept $dc \in DC$ the set of instances of $dc$ is given by a set $[dc]_{db} \subseteq V$. Concretely we will assume this set is retrieved by the SPARQL query $\text{SELECT } ?v \text{ WHERE } \{ ?v \text{ a } dc \}$.

We now define the syntax of value expressions. We assume that the following non-terminals already are defined: $<value>$ describes $V$, $<val-query>$ describes $VQ$, $<list-query>$ describes $LQ$.

$$<\text{val-expr}>::= <\text{value}> \mid \text{"$\$"} <\text{var-name}> \mid "(\langle <\text{val-expr}>." <\text{val-expr}>")\mid \text{"\"gal:query\"}<\text{val-expr}>\text{\"\"}\mid \text{"\"gal:if\"}<\text{list-query}> \text{\"\"} (\text{"gal:then"}<\text{val-expr}>\text{\"\")? (\text{"gal:else"}<\text{val-expr}>\text{\"\")?\"\")}.$$
The definition of units and content elements

We first define the set \( NR \) of navigation relationships as they are represented in a navigational unit. It contains exactly all tuples of the form \( ln(ut, b, q, be, t) \) with a unit type \( ut \in UT \), a value binding \( b \in X \rightarrow V \), a query \( q \in LQ \cup \{ \bot \} \), a value expression binding \( be : X \rightarrow VE \) and a link target \( t \in N \cup \{ "gal:\_top" , "gal:\_self" , "gal:\_parent" \} \).

The intuition of the definition of navigation links is as follows. The unit type \( ut \) indicates to what type of unit the link will lead, the value binding \( b \) specifies the fixed link parameters that are passed with the page request, the query \( q \) computes a binding that defines a set of additional parameters which are computed at the time the link is followed, the value expression binding \( be \) specifies even more additional parameters that are computed at navigation time by given value expressions for individual variables and finally the target \( t \) indicates which part of the current page will be replaced by the result of the request that is generated by navigating the link.

We define the sets \( U \) of proper units and \( E \) of content elements as the smallest sets such that (a) \( U \) contains

1. all units, i.e., tuples \( un(C, h, nl) \) where \( C \in L(E) \) is a finite list of content elements, a relation \( h \subseteq ET \times UQ \) and the navigation relationship \( nr \in NL \cup \{ \bot \} \),

and (b) that \( E \) contains

1. all attributes, i.e., pairs \( at(n, l, v) \) with name \( n \in EN \cup \{ \bot \} \), label \( l \in EL \cup \{ \bot \} \) and value \( v \in V \),

2. all unit containers, i.e., tuples \( uc(n, l, u) \) with name \( n \in EN \cup \{ \bot \} \), label \( l \in EL \cup \{ \bot \} \), and unit \( u \in U \),

3. all unit lists, i.e., tuples \( ul(l, UL) \) with label \( l \in EL \cup \{ \bot \} \), and unit list \( UL \in L(U) \).

Note that since \( U \) and \( E \) are defined as the smallest sets that satisfy the properties (a) and (b), the mutual recursion is finite, i.e., the trees that are defined by mutually nested units and content elements are of finite height.

The intuition behind the concepts of units and content elements is as follows. A unit consists of (1) its content \( C \), (2) the relation \( h \) that indicates which update queries are associate with which event type, i.e., are executed when these events occur, and (3) the navigation relationship \( nr \) that will be associated with the representation of the unit.

The intuition behind the definition of content elements is as follows. Attributes represent basic content and consist of (1) the name \( n \), which is mostly there to indicate the meaning of the attributes, (2) the label \( l \), which will be used in the presentation on the page and (3) the value \( v \), which represents the content of the attribute. Unit containers represent nested units and consist of (1) the name \( n \), which is used to identify the particular position of this nested unit, (2) the label \( l \), which is used in the representation of the nested unit and (3) the nested unit \( u \). The unit sets and unit lists represent a nested collection of units and consist of (1) a label \( l \), which is used the representation of these collections, and (2) the bag or list of units that is the collection.

Syntax of the Language

We assume that the following non-terminals already are defined: <unit-type-name> describes \( UT \), <var-name> describes \( X \), <domain-concept> describes \( DC \), <literal> describes
RDF literals, <val-query> describes \( V_Q \), <list-query> describes \( L_Q \), <update-query> describes \( U_Q \), <unit-label> describes \( U_L \), <unit-name> describes \( U_N \) and <event-type> describes \( E_T \).

The set of GAL expressions is then defined by the following syntax:

\[
\text{<gal-expr> } ::= ( \text{<unit-decl> } \text{";"})^* . \\
\text{<unit-decl> } ::= \text{<unit-type-name-expr> } \text{<unit-type-def> } . \\
\text{<unit-type-def> } ::= \text{"a" } \text{gal:unit" } \text{"i" } \text{<input-var>* } \text{<content> } \text{<link-expr>* } \text{<on-event-expr>* .} \\
\text{<content> } ::= \text{\"gal:contains\" } \text{\"(\" } \text{<var-bind> } \text{\"<\" } \text{\"gal:assignVariable\" } \text{<target-spec> } \text{\"\";} . \\
\text{<input-var> } ::= \\text{\"gal:hasInputVariable\" } [\text{\"gal:varName\" } \text{<var-name> } \text{\";"}] . \\
\text{<on-event-expr> } ::= \text{\"gal:onEvent\" } [\text{\"gal:eventType\" } \\text{\"(gal:onAccess\" } \text{\"gal:onExit\" } \text{\";"}] . \\
\text{<attr-def> } ::= \text{\"a" } \text{gal:attribute" } \text{\"i" } \text{<name-spec>? } \text{<label-spec>? } \text{\"gal:value\" } \text{<val-expr> } . \\
\text{<name-spec> } ::= \text{\"gal:name\" } \text{<elem-name> } \text{\";"} . \\
\text{<label-spec> } ::= \text{\"gal:label\" } \text{<val-expr> } \text{\";"} . \\
\text{<subunit-expr> } ::= \text{\"a" } \text{gal:subUnit" } \text{<name-spec>? } \text{<label-spec>? } \text{<unit-constr> } \text{\";"} . \\
\text{<list-unit-expr> } ::= \text{\"a" } \text{gal:listUnit" } \text{<name-spec>? } \text{<unit-constr> } \text{\";"} . \\
\text{<link-expr> } ::= \\text{\"gal:hasLink\" } [\text{\"<\" } \text{<link-constr> } \text{\"<\" } \text{<target-spec> } \text{\"\";} . \\
\text{<link-constr> } ::= \\text{\"gal:refersTo\" } \text{<unit-type-name> } \text{\";"} . \\
\text{<target-spec> } ::= \\text{\"gal:targetUnit" } [\text{\"<\" } \text{<unit-name> } \\text{\"gal:top\" } \text{\"gal:self\" } \text{\"gal:parent\" } \text{\";"}] . \\
\text{<bind-list> } ::= \\text{\"query-bind\" } \\text{<var-bind> } . \\
\text{<query-bind> } ::= \\text{\"gal:hasQuery\" } [\text{\"<\" } \text{<list-query> } \text{\"<\" } \text{\"val-expr\" } \\text{\"\";} . \\
\text{<var-bind> } ::= \\text{\"gal:assignVariable\" } [\text{\"<\" } \text{<var-bind> } \\text{\"\";} ] . \\
\text{<unit-constr> } ::= \text{\"gal:refersTo\" } [\text{\"<\" } \text{<unit-type-def> } \text{\"<\" } \text{\"val-expr\" } \\text{\"\";} ] . \\
\]

We let each non-terminal also denote the set of expressions associated with it by the syntax, so <gal-expr> is the set of all GAL expressions.

We extend the syntax with some syntactic sugar: inside a <unit-constr> the fragment “[ [ <unit-type-def> "i" ] ]” can be replaced by a <unit-type-name> if in the total expression this is associated with this <unit-type-def>. In other words, if a <unit-type-name> occurs in the <unit-constr> after the “gal:refersTo” then it is interpreted as the associated “[ [ <unit-type-def> "i" ] ]”.

**Semantics of the Language**

The semantics of a GAL expression is described in two parts. In the first part the semantics of a GAL expression describes how a page request results in a unit. In the second part it is defined how a total navigation step is performed, i.e., what are the updates to the database and the resulting current unit in the browser if in a certain unit a certain navigation link is followed.

**The resulting unit of a page request**

The semantics of the syntax is defined by giving functions for each non-terminal, for example, for expressions ge in <gal-expr> we define a partial function that maps a user identifier (the requesting user), a unit type, a binding and a database to a unit, denoted as \([ge]: V \times UT \times B \times DB \rightarrow U\). We overload this notation for all non-terminals, but not in all cases with the same signature.

Before we proceed with the semantics of GAL expressions, we first define the semantics of <val-expr> defined earlier. We recall the syntax rule:
For \( ve \in <\text{val}-\text{expr}> \) we define \([ve] : B \times DB \rightarrow V\) as follows. If \( ve = v \in V \) then \([ve](b, db) = v\). If \( ve = "$" x \) with \( x \in X \) then \([ve](b, db) = b(x)\) if \( b(x) \) is defined and undefined otherwise. If \( ve = "(["gal:query";"gal:value"]\)\) then, if \( [ve_1](b, db) \) is a string \( s_1 \) and \( [ve_1](b, db) \) is a string \( s_2 \), then \([ve](b, db)\) is the string concatenation of \( s_1 \) and \( s_2 \), otherwise the result is undefined. If \( ve = "(["gal:query";"gal:value"]\)\) then, if \( q[b] \in V \) then \([ve](b, db) = [q[b]](db)\), and undefined otherwise. If \( ve = "(["gal:if";"gal:then"]\)\) then \([ve](b, db) = [ve_1](b, db)\) if \( [q[b]](db) \neq \), and \([ve_2](b, db)\) otherwise. If \( ve_1 \) or \( ve_2 \) are not specified in \( \text{ie} \) then \([ve_1](b, db)\) or \([ve_2](b, db)\) are presumed to be undefined.

We now proceed with defining the semantics for GAL expressions. We first recall the relevant syntax rules, and then give the corresponding semantics.

For \( ge \in <\text{gal}-\text{expr}> \) we define \([ge] : V \times UT \times B \times DB \rightarrow U\) as follows. Assume that \( ge = ud_i","\ldots,ud_n","\) with each \( ud_i = ut_i \ ud'_i\). Let \( j \) be the smallest number such that \( ut_j = ut \) then \([ge](v, ut, b, db) = [udf_j](b\#\{(\text{user}, v)\}, db), \) and \([ge](v, ut, b, db)\) is undefined if such a \( j \) does not exist.

For \( ud \in <\text{unit-type-def}> \) we define \([ud] : B \times DB \rightarrow U\) as follows. Let us assume that \( ud = "a";"gal:unit";"i_1\ldots,i_n\ cont le e_{e_1}\ldots e_{e_p}\) with each \( i_v = "gal:hasInputVariable"["gal:varName";"gal:varType"];"gal:varName";"gal:varType";"gal:varName";"gal:varType";\ldots;"gal:varName";"gal:varType"\),

\[\text{cont} = "gal:contains"["gal:varType";"gal:varType";"gal:varType";\ldots;"gal:varType";"gal:varType";"gal:varType"].\]

We say that the binding \( b \in B \) is correct under database \( db \in DB \) if for all \( 1 \leq i \leq n \) it holds that \( b(x_i) \) is defined and \( b(x_i) \in [dc_i](db) \). If \( b \) is not correct under \( db \) then \([ud](b, db)\) is undefined, and otherwise \([ud](b, db) = \text{un}(C, h, nl)\) where \( C = [ce_1](b', db) \ldots [ce_m](b', db)\), \( h = \{ (et_1, uq_1), \ldots, (et_p, uq_p) \} \), \( b = \{ (x, v) \in b \mid x \in \{ \text{user}, x_1, \ldots, x_n \} \} \) and \( nr = [le](b', db)\). If \( le \) is missing in \( ud \) then the result is the same except that \( nr = \bot \).

Note that the specified input variables are used to restrict the bindings under which the nested content expressions evaluation. Also note that these expressions are assumed to result in a list, which will either be a singleton list containing a content element or an empty list if there no well-defined resulting content element.
For \( ad \in \textless\text{attr-def}\) we define \( [ad] : B \times DB \to \mathcal{L}(E) \) as follows. If \( ad = \text{"gal:hasAttribute"}[\text{"gal:name"}an;\text{"gal:value"}[\text{"gal:refersTo"}lu]]\), then \( [ad](b, db) = [\text{at}(an, [\text{ve}](b, db),)] \) if \( [\text{ve}](b, db) \) is defined and [] otherwise. If \( an \) is not present then we assume that \( an = \bot \).

\(<\text{subunit-exp}> := \text{"gal:hasSubUnit"}[\text{"[name-spec"]? <label-spec">? <unit-constr> ""] ";
\)

For \( su \in \textless\text{subunit-exp}\) we define \( [su] : B \times DB \to \mathcal{L}(E) \) as follows. If \( su = \text{"gal:hasSubUnit"}[\text{"[ls ns uc"}]\);\text{"su"}]\), with \( ls = \text{"gal:label"}ul;\text{"su"}]\);\text{"su"}]\), \( ns = \text{"gal:name"}un;\text{"su"}]\); and \( ad \in \textless\text{unit-desct}\) then \( [su](b, db) = [\text{uc}(ul, un, u1)] \) if \( [\text{uc}](b, db) = [u1, \ldots, un] \) and [] otherwise. If \( ls \) or \( ns \) is not present in \( su \) then the result is the same except that \( ul = \bot \) or \( un = \bot \).

\(<\text{list-unit-exp}> := \text{"gal:hasListUnit"} [\text{"[<label-spec">? <unit-constr> ""] ";
\)

For \( lue \in \textless\text{list-unit-exp}\) we define \( [lue] : B \times DB \to \mathcal{L}(E) \) as follows. If \( sue = \text{"gal:hasListUnit"}[\text{"[ls uc"}]\);\text{"su"}]\), with \( ls = \text{"gal:label"}ul;\text{"su"}]\); and \( uc \in \text{\textless\text{unit-constr}\) then \( [lue](b, db) = [\text{lue}(ul, \mathcal{L}([uc](b, db)))] \). If \( ls \) is not present then we assume that \( ul = \bot \).

\(<\text{link-exp}> := \text{"gal:hasLink"}"[" <\text{link-constr}> <\text{target-spec}> ";\text{"}" [";
\)

For \( le \in \textless\text{link-exp}\) we define \( [le] : B \times DB \to NL \) as follows. Assume that \( le = \text{"gal:hasLink"}[\text{"[lc ts"}]\);\text{"su"}]\), with \( lc = \text{"gal:refersTo"}ul;\text{"su"}]\); \( bl \) and \( bl = q \times v1 \ldots vn \) with \( q \in \text{\textless\text{query}\) and each \( vb \), \( = \text{"gal:assignVariable"}[\text{"[\text{var-name}v"}]\);\text{"su"}]\); with \( \times v1 \in \text{\textless\text{var-name}\) and \( vei \in \text{\textless\text{val-exp}\) Also assume that \( ts = \text{"gal:targetUnit"}tu;\text{"su"}]\); then \( [le](b, db) = [luq(ut, b, g, be, tu) \text{ with be = } \{ (x1, ve1), \ldots, (xn, vne) \} \). If \( ts \) is missing in \( le \) then the result is the same except that \( tu = \text{"gal:top"} \).

Note that in a link expression the interpretation of the binding list \( bl \) is different form that in subunit, list-unit and set-unit expressions. Rather than computing one or more bindings it is more or less stored as is such that it can be computed when the link is followed.

\(<\text{bind-list}> := <\text{query-bind}>? <\text{var-bind}>* .
\)

For \( bl \in \textless\text{bind-list}\) we define \( [bl] : B \times DB \to \mathcal{L}(B) \) as follows. Let \( bl = be1 \ldots be_n \) with \( bei \in \text{\textless\text{query-bind}\} \cup \text{\textless\text{var-bind}\) Then \( [bl](b, db) = [b1# \ldots # bm \mid b1 \in [be1], \ldots, bn \in [be_n]] \).

\(<\text{query-bind}> := \text{"gal:hasQuery"}["[<\text{list-query}> ""] ";
\)

For \( qb \in \textless\text{query-bind}\) we define \( [qb] : B \times DB \to \mathcal{L}(B) \) as follows. If \( qb = \text{"gal:hasQuery"}["[q"]\);\text{"su"}]\), then \( [qb](b, db) = [q[b]](db) \) if \( q[b] \in \mathcal{L}(Q) \) and [] otherwise.

\(<\text{var-bind}> := \text{"gal:assignVariable"}["["\text{var-name}v"]\);\text{"su"}]\); \text{"value"}[\text{\textless\text{val-exp}\) \( "\];
\)

For \( vb \in \textless\text{var-bind}\) we define \( [vb] : B \times DB \to \mathcal{L}(B) \) as follows. If \( vb = \text{"gal:assignVariable"}["[\text{var-name}v"];\text{"value"}[\text{\textless\text{val-exp}\) \( "\];
\)

For \( uc \in \textless\text{unit-constr}\) we define \( [uc] : B \times DB \to \mathcal{L}(U) \). Assume that \( uc = \text{"gal:refersTo"}["[\text{uc}d"]\);\text{"su"}]\); \text{"be"} and that \( [be](b, db) = [b1, \ldots, bn] \) then \( [uc](b, db) = [u \mid b_i \in [be](b, db), u = [ud](b_i, db)] \) with \( b_i = b\#b_i\#\{\text{user}, b(\text{user})\} \).
7.5 Summary

The side effects and result of following a navigation link

Here we (informally) describe the navigation process that is defined by a certain GAL program. At the core of the navigation semantics is the previously described computation of the unit that is the result of the request of a user. The resulting unit then is presented to the user and becomes the current unit, i.e., the unit that is currently presented to the user. In addition all the update queries associated with the gal:onAccess events in it at any nesting depth are applied to the RDF store in some arbitrary order.

If subsequently the user navigates to an external link then all the update queries associated in it with the gal:onExit event at any nesting depth are applied to the RDF store in some arbitrary order. If the user follows an internal link \( \text{ln}(ut,b,q,be,t) \) in the current unit, then the following happens. First the target unit in the current unit is determined as follows. If the target is a unit name then this is the unit in the first unit container with that name. If it is “gal: self” then it is the containing unit, i.e., the unit in which the link is directly nested. If it is “gal: parent” then it is the parent unit, i.e., the unit which has as a content element a unit container, unit set or unit list that refers to the containing unit. If it is “gal: top” then it is the root unit of the current unit. If in any of the preceding cases the result is not well defined then the target unit is the root unit of the current unit. When the target unit is determined then all “gal: onExit” events that are directly or indirectly nested in it are applied to the RDF store in some arbitrary order.

Then, the binding that describes the parameters is computed as follows: the binding \( b \) is combined with the first binding in the result of \( q[b] \) and this in turn is combined with the binding that is obtained when evaluating be for binding \( b \) and the current database instance. The resulting binding is sent together with the specified unit type as a request. Then, if this request results in a unit, the “gal: onAccess” update queries in this unit are executed as described before. In the final step the new current unit is the old current unit but with the target unit replaced with the resulting unit of the request.

7.5 Summary

In this chapter we investigated applying data coupling techniques to the specific domain of user modeling. We introduced what factors need to specifically dealt with in exchange of user model data, namely identification, context and interoperability.

We explored two projects in which these issues were dealt with, namely MobiLife and GRAPPLE. MobiLife was a project that centered around mobile and context aware applications, e.g. applications that use time and location to learn something about the user and use this information to improve the user experience. We built a server-side user profile and contextualization framework that can be used by mobile applications to store and exchange user model data and which allows richer personalization in applications.

GRAPPLE was focused on providing a new state of the art adaptation framework, that would also be integrated with learning management systems. Its goal is to improve interoperability between all those systems and improve on the existing infrastructures by the use of an adaptive hypermedia framework. It was envisioned that this would provide an technology-enhanced learning environment which fits in the EU’s vision of lifelong learning. We described the several components in the GRAPPLE framework, including the GALE adaptive engine, the GEB communication framework and the GUMF user model framework. We demonstrated that this integration of components and the exchange of user model information provides a tight integration between this system, which improves the student experience.
Finally, we looked at an engine-independent adaptation language, called GAL. GAL is based on the Hera-S models. We showed how it provides a generic way of defining an adaptive application which is able to express the most used types of adaptation. We also provided a first formalization of the GAL language, which could be a start for standardization if this would seem useful by the community.
Chapter 8

Conclusions and Future Work

This last chapter is about our conclusions and future work. We reexamine the research questions that were formulated in chapter 1 and formulate the answers that follow from the work throughout the chapters. We also give a short outlook into the future and propose some suggestions for future research.

8.1 Conclusions

In this thesis we presented a completely remodeled and reimplemented version of Hera [Vdovjak et al., 2003], which is a Model-Driven Web Engineering method with a strong focus on the Semantic Web. The approach has now an even stronger focus on Semantic Web, allowing any RDF data source as input, to make use of the many of these sources that are nowadays available on the Web. The architecture of this new version of Hera, called Hera-S, offers capabilities and possibilities for a greatly enhanced flexibility in designing Web-based applications. We have investigated and discussed some of these capabilities like mixing content and user model or mixing possible content types, as well as capabilities for the use of scripting and web services. We also showed some of the new possibilities for using data integration techniques at the Hera-S back end, we investigated the use of aspect-oriented programming techniques to inject functionality in running applications, and the use of specialized components for presentation generation together with Hera-S.

The largest focal point was data integration. As this is an issue larger than within Hera-S alone, we have studied this issue in isolation. This resulted in a tool that can be used to integrate heterogenous datasources via a mapping language and engine that can actually do the integration of a datasource with another one, together with a set of techniques that allows to discover possible relationships between elements in different RDF (or other) datasets. We showed the universal applicability of this approach in several case studies in diverse domains. It showed us that solving the data integration issue opens up a wealth of interesting new rich Web applications in these domains.

We now look at the questions from chapter 1. For every question we describe what has been done in this thesis to solve it.

Question 1: How do MDWE architectures have to be adapted to enable flexible and dynamic Semantic Web data integration?

We presented a totally rebuilt version of the Hera-S MDWE method and implementation in chapter 3. The goal was, as stated in the question, to enable flexible and dynamic
Semantic Web data integration. In general we were interested in simplifying existing models used in Hera-S, i.e. the Domain Model (DM), User Model (UM) and Application Model (AM). By leaving full freedom in the DM and the UM, i.e. by allowing to reuse any RDF related input, and even allow to mix these models provides a larger freedom and reusability of existing data sources and enables support of the many Semantic Web tools available on the Web.

Furthermore, the DM and UM are now completely decoupled from the Hera-S implementation. This means that Hera-S does not keep these models under its own closed control, but allows other processes access to the data - also at runtime. This allows data integration processes to get the final content in the background that is used inside the Web application. Thus, this open approach proves to be crucial to enable flexibility and dynamic behavior.

These decisions did have their effect on the rest of Hera-S’ design. For example, the AM had to be completely revised as it could no longer depend on a certain structure of the DM. Instead the AM uses SPARQL query expressions that help us to refer to the data in both UM and DM. This comes at some cost in terms of simplicity, as every reference to data has to be a query, even though the queries themselves are often simple. Some of this added complexity can be alleviated by the model builders which are able to generate the queries for simple RDF elements by just clicking on them. A large benefit compared to past AM structures is the added expressive power by using queries, where now every element of both the content and the user model can be used everywhere in the Web application and for personalization.

This of course also had consequences for the implementation of Hera-S. This implementation, called Hydragen, is basically stateless along the architectural guidelines of the REST software architecture [Fielding, 2000]. This means that Hydragen does not maintain state information for its clients, but that the clients need to communicate all information needed to generate the next AM (instance) page. Whenever such a call from the client comes in, Hydragen will query the AM at the Sesame database to retrieve the relevant pieces of the AM to generate the AMP. This means that external changes to the AM will be immediately available to the clients as Hydragen will query the current state of the AM and will not keep this in memory (except for possible caching mechanisms for performance reasons).

Furthermore, as part of a separation of concerns effort we decoupled different functionalities in Hera-S. Hera-S is now focussed on application modeling, which has always been its core. This is where our desing efforts were mainly aimed at. Actual presentation generation was implemented as a separate functional block, which can easily be replaced by another functional component as we showed when we simply replaced our own simple presentation module by the specialized AMACONT presentation generation framework. Similarly, access to the datasources and models was implemented using the Sesame RDF database. However, it is rather simple to replace Sesame by another RDF store if this would be for some reason beneficial. As long as this other store has SPARQL support, it can simply replace Sesame by implementing a single abstract connection class that describes how to connect with the replacing datasource. In this way also specialized RDF stores could be used that offer some specialized functionality we might want to use for specific applications.

The resulting focus of Hera-S on the application model actually inspired us to use it as a basis for an engine-independent adaptation language called GAL, as we described in Section 7.4.3.
Question 2: How can MDWE benefit from data coupling techniques?

Data coupling, i.e. coupling data sets by adding links between concepts instead of data integration efforts in which data is actually transformed to some target structure, allows MDWE methods like Hera-S to still use it like one big integrated dataset. This is because RDF and its query language SPARQL allow to traverse over these links, where the actual origin of this link is not necessarily important. Using data coupling is very interesting because it allows the use of an external dataset that the MDWE engine has no control over. This is important for several reasons. Not everyone will completely open up their dataset, e.g. for legal reasons or to just ensure the correctness of the dataset they govern. Another reason may be a highly volatile dataset with realtime data for which continues exports may be unwanted. By using data coupling Hera-S is still able to use these potentially interesting datasets directly in a Web application.

Consequently, data coupling allows combining data sources and mashing up interesting Web applications. For example, the scenario that we gave in Section 4.2 where might want to combine datasets about movies, with a dataset about cinemas and a dataset about restaurants, for making a Web application that allows users to plan a complete night out to the movies.

Our decoupling of models and engine provides more benefits as we have shown in our work on aspect-orientation in Section 4.4. This technique allows to couple the existing AM with new functionality using data coupling techniques, i.e. by refering to which navigational unit, or attribute, some injected piece of model belongs. In this way, the added functionality does not actually has to be injected in the actual AM datasource, but can be in a separate context. When Hydragen queries the AM via configuration it will then also query the relevant parts of new code. This is good for maintainability, because if some aspect-oriented functional block is no longer needed it can be easily deleted from this context instead of a need to modify the original AM context. In a similar way it could also be possible to couple applications, and mix local applications with remote ones.

Question 3: How to couple semantic heterogenous RDF data?

By creating links between concepts in those data sources. However, this is certainly not simple in many cases. If you have large datasets and changing datasets it’s laborious and sometimes just impossible to do this by hand. Also, sometimes just data coupling is not enough and data integration is a better solution. For example, when we have ten different heterogenous sources which we want to navigate in a Web application, this could mean the designer has to create a complex query that refers to the specifics of every data source to get the whole dataset.

In order to help designers solve these we problems we introduced the Relco toolset in chapter 5. This toolset offers two main functionalities. A transformation language which allows to specify how content (or parts of it) can actually be transformed into a target format. Two such languages were created, one based on the SWRL rule language, and one based on an extended version of the SPARQL query language. The transformation always consists of two parts, one selection mechanism that selects the data to be transformed that includes variable bindings. The second part is the transformation that transforms the variables and applies a structure transformation and value manipulation in order to translate the data.

The second part of the toolset contains techniques for finding candidate concepts in an ontology for a textual representation of some input concept. These techniques
included syntax-based techniques (i.e. string comparisons), semantic-based techniques (i.e. by using external knowledge sources like WordNet and exploit context information), and collaborative techniques (i.e. based on user feedback).

Relco provides designers with tools that help in constructing mappings. Accuracy of Relco depends on many variables, like quality of source and target ontologies, the external knowledge sources, the natural language that is used, and other domain specific factors. In some domains Relco can provide only rough guesses while in others it can be right in most of the cases and can completely automate data integration.

Relco can be used as a separate toolset, but also as a library within other projects that need data integration functionality.

Question 4: How can we apply data integration in Web applications in various domains?

In chapters 6 and 7 we consider five diverse applications in various domains that all have to deal with data integration in one form or another.

- **χ Explorer** is a Web application to disclose a very large collection of historic data from Regionaal Historisch Centrum Eindhoven (RHCe). RHCe has a large number of different datasets that were acquired in numerous ways, and of which the digital data was stored in several databases and other data sources. In order to offer these fragmented data sources as one homogeneous dataset to users, these datasets needed to be somehow integrated. This was done by first writing RDF wrappers for the various data sources that were able to transform the original data into RDF (and vice versa for some instances). Next these sets were mapped onto a single extendible data structure. As part of the integration effort time and location data were standardized, i.e. mapped to one specific format, so that later on we could provide homogenous browsing over these facets. Also, the available metadata was used to link the objects to concepts in a standard RHCe ontology (i.e. using Relco), which later on provided subject-based graph navigation, using the relations in the standard ontology as edges and the concepts as nodes. For objects that did not contain (enough) metadata user-based tagging was used, were Relco was used again to provide suggestions for linking the user tags to concepts in the ontology.

- **The SenSee TV-Recommender** is a Web application (and underlying framework) for providing television recommendations. In order to provide these recommendations datasets are combined, e.g. program guide data with data from the IMDb for movies and from Wikipedia information about presenters, shows, etc. Because of the size and volatility of the datasets this integration had to be done fully automatic, which could be realised with Relco. Like in χ Explorer, dates and locations were standardized.

- **ViTa** was a project that evaluated several ways of using user tagging and automatically generated metadata for finding educational videos, via a user study with intermediate level students. We did an integration effort by integrating user tags with concepts of an existing ontology using Relco to provide concept suggestions. Another approach, also with Relco, was to relate user tags with previous user tags and present those as alternatives in order to converge the metadata tagset for particular videos.

- **MobiLife** was a project for advancing mobile applications with personalization and contextualization. Part of this effort was to integrate user models of existing and
new mobile phone applications. In order to achieve that, designers could use Relco-based techniques to map and exchange user model information between applications. Combining this richer user models should help in providing better personalization.

- **GRAPPLE** was a project which focussed on integrating existing leading Learning Management Systems with a beyond the state of the art Adaptive Learning Environment in order to provide students with a technology-enhanced learning environment. This integration effort lead to the GRAPPLE framework, which among others consisted of a User Modeling Framwork called GUMF. GUMF was a crucial factor for the integration efforts, as true integration includes exchanging mutual beneficial information. GUMF was realized with a transformation language based on the Relco transformation language and can benefit from the Relco for finding the relations between datasets. In this way, for example, results from LMS quizzes could be used to estimate the knowledge of the user in GALE, while the LMSs could get information about the progress of the user with their adaptive courses.

**Question 5: How can domain specific Web applications benefit from data integration?**

The applications, as mentioned under the answer of Question 4, all have some benefit from data integration. We consider some benefits that these application have that is made possible by data integration:

- **χ Explorer** provided users a homogenous browsing experience over an integrated data set originating from very heterogenous sources. Browsing was based on metadata items that were common among most historical objects in the dataset, namely time, location and contentwise descriptions using an ontology. Users can either search the dataset, but also browse the different facets. For time, objects are put on a timeline. In this way users can easily browse objects that are related to a very specific time frame, like the day Eindhoven was bombed during WW2. For location, objects were grouped and put on a map. In this way users could access every object that was related to a specific location. For metadata descriptions we provided a simple graph view, in which for every object that relates to a specific concept in the RHCe ontology we can see other objects which relate to the same concept or objects that relate to related concepts.

- **The SenSee TV-Recommender** provides several browsing paradigms. Besides browsing using the typical tv-guide view, one can also view ‘related’ programs, which are defined via semantic relations, e.g. movies by the same director or actor, programs with the same presenter, programs of the same genre, etc. Recommendations work similarly. People can recommend a program, and using predefined weights of relation types this propagates through the underlying graph and implicitly also rates semantically related programs. In this way people can get recommendations for programs based on their ratings.

- **ViTu** evaluated several searching strategies for educational videos that were provided with metadata, also using several strategies. In the evaluation, students had to find specific information in educational videos searching over the acquired metadata sets. The results showed that using collaborative techniques performed best. Semantic search also performed well and provided results that were similar to the professionally
tagged datasources. Both performed significantly better than searching based on manual extraction of metadata based on documents describing the resource, i.e. the way most multimedia Web search engine work nowadays.

- **MobiLife** used the user modeling framework for exchanging contextualized user data between applications to facilitate a number of example mobile phone applications. This includes an semi-automatic blogging application that collects information about user activity and helps the users to create rich blogs about their activities. A personal portal application that uses contextual data and other user information to collect local and relevant content feeds, like news, blogs, etc. It also includes a workout application that collects personal health information from sensors and other context to provide personalized exercise programs. Generally, many other applications exploiting the possibilities of this framework can be thought of and created.

- **GRAPPLE** used data integration for exchanging user information. In this way details of the course, including aggregated class information, could be visualized inside the various LMS. It also allows LMS to collaborate, which is for example important if students study courses on several universities that typically use different LMSs. Another application of GUMF is exchanging user data between different GALE applications. For example, if someone starts the advanced business English course, the information from the beginning course can be used to estimate the current level of knowledge of the student.

### 8.2 Contributions

Here we summarize the contributions made by this thesis.

The first contribution is a redesign and reimplementation of the Hera method, which is more powerful and flexible in several ways. Hera-S is capable to use any RDF data source as input. Moreover by using a query mechanism it is more flexible and powerful in combining and reusing data, including user and context data, in every page. Units can be reused and included as subunits inside other units. Hera-S also allows the use of scripts and web services in its models. Furthermore, Hera-S provides a basic presentation model which allows to model presentation concerns to presentation units. Hera-S is implemented in a stateless engine called Hydragen. Hydragen allows updates to the different models (domain, user, application and presentation) at runtime which allows several extension points to be implemented. The results of this contribution have been published in the following papers: [Houben et al., 2008; Schwinger et al., 2008]. The Hera-S application model was finally used as the basis for the GAL-language as published in [van der Sluijs et al., 2009].

The second contribution is in a set of tools and extensions that were created on top of Hera-S that explore its power and flexibility. This includes data integration capabilities using Sesame. This has been published in [van der Sluijs et al., 2006]. Another tool is Hera-Studio which offers model builders specific for the Hera-S method. These model builders allow to create Hera-S models graphically, directly deploy the models in Hydragen and provide basic model checking capabilities. Another extension point on top of Hera-S is aspect-oriented adaptation. Aspect-orientation in Hera-S allows to include application wide functionality to be included on runtime. This resulted in a query-based method which does not require code changes in the original application models. This has been
published in the following papers: [Casteleyn et al., 2009, 2006a,b]. The presentation layer of Hera-S was extended with a specialized presentation adaptation component called AMACONT. This includes integration of AMACONT in the Hydragen engine and the conceptual connection between the two frameworks, as well as the extension of AMACONT with semantic-based adaptation. This was published in the following papers: [van der Sluijs et al., 2010; Niederhausen et al., 2009; Houben et al., 2005].

The third contribution is a data integration toolset called Relco. Relco offers a data transformation language called STL which extends SPARQL with an additional TRANSFORM construct. Relco also combines a set of techniques that can be used to relate concepts from one ontology to concepts a target ontology, e.g., techniques like string matching, utilization of helper ontology, context disambiguation, etc. The results for this contribution have been published in the following papers: [van der Sluijs and Houben, 2009, 2006a,b, 2005].

The fourth contribution is a set of applications that are created using the Relco toolset and its techniques that exploit the advantages of data integration. In χ Explorer, an cultural heritage application, several heterogenous databases have been integrated. This allowed us to build a faceted browsing application which allows users to browse objects using a map, a timeline and a graph. It also provides users ways to actively contribute new metadata. Results on χ Explorer have been published in the following papers: [van der Sluijs and Houben, 2010, 2008c,a]. In SenSee, a TV guide application, several TV-guide sources have been integrated with information from IMDb and Wikipedia. The underlying graph can be used to semantically extend user queries and to compute semantical recommendations. Results on SenSee have been published in the following papers: [Bellekens et al., 2008, 2007]. ViTa is a student video portal that allows users to tag educational videos and uses this metadata for improving searching specific videos. Techniques from Relco were used to improve user tagging quality and use semantic relation in an helper ontology to improve finding relevant videos for user queries. Evaluations showed that applying semantic tagging and searching was significantly better for students than using metadata that was created by professionals. Results of our contribution to ViTa were published in [van der Sluijs and Houben, 2008b]. MobiLife was a project on mobile phone infrastructure. Our main focus was a user modeling framework called Personal Profiling Function, which allows mobile applications to store context-based user model data and which can use Relco techniques for exchange of user model data between applications. Within the project it was shown that this approach works as applications that use this framework were made. Results of our contribution to MobiLife were published in [Sutterer et al., 2007]. GRAPPLE was a project for providing LMSs adaptive learning facilities. This thesis focuses on the general architecture and communication infrastructure for the project which facilitated the integration of LMSs and GALE, and the general infrastructure of the GUMF framework that can use techniques similar to Relco’s STL for exchanging user model data between applications. Results of our contribution to GRAPPLE were published in [De Bra et al., 2012; van der Sluijs and Höver, 2009a; De Bra et al., 2010a; van der Sluijs and Höver, 2009b; Leonardi et al., 2009; Abel et al., 2009].

8.3 Future Work

This thesis explored several topics which can be the basis for further research. Following is a number of possible interesting research topics that might deserver attention.
8.3.1 Hera

In our research we assumed that the datastructure of content sources is more or less stable. Even though we allow for flexibility and change in the application model, a dynamic content structure can still have a negative impact on an application. In many cases this dependency on stability is fine since many data sources show stability with respect to their schema. However, some scenarios might show frequent change. Dealing with these changes and automatically (or with minimal effort) updating the application model would be an interesting line of research. This means that first changes that impact the application have to be detected using some advanced model checking capabilities. After detection steps have to be taken to either update the application model or at least inform the designer for possible issues with their application.

Along the same lines, we could envision automatic model generation. Many scenarios exist in which designers will follow very similar ways in building a Web application for a given dataset. It might be possible to define generalized strategies and patterns that can be applied to certain datasets. Automatic generation of application models, or part of application models, might greatly improve the efficiency in design. Similarly, recording and analyzing designer’s behavior might present ways to deduce new strategies and patterns that could be reused.

Another line of research may be automatic adaptation based on user behavior. Especially for educational courses with a focus on knowledge gain it might be interesting if the system can introduce small changes to courses, e.g. with respect to adaptivity, order, presentation, etc. By monitoring these changes and measuring learning efficiency in terms of results of quizzes, etc, allows assessing the quality of these changes. Furthermore, they might present the designer with clues about the course itself, e.g. about which parts of a course are too difficult or too simple in certain contexts.

In Hera-S we considered data source heterogeneity in the light of data integration purposes. Another interesting topic would be data distribution for performance reasons. Some introductory work was done on this work [Bellekens et al., 2008; Verheijen, 2008], but this is an interesting research topic in its own rights. This includes related topics like caching, load distribution, sharding, consistency, etcetera. This is partly RDF database research, but some interesting strategies might exist that exploits knowledge of the underlying MDWE framework. Next to back-end distribution, front-end distribution might prove interesting. For example, aspect-orientation provides interesting way to implement functional blocks. Combining different functional blocks into one Web application with one homogenous presentation might be a challenging goal. Similarly, mixing (parts of) existing Web applications into new functionality could be a possibility.

Note that much of the future work we suggested for Hera is not Hera-specific, i.e. they might be researched either in general Semantic Web applications or another MDWE context.

8.3.2 Relco

Relco allows the exploitation of external knowledge sources. This provides good results and demonstrates the possibilities of reuse on the Semantic Web. This is an interesting path to do further research on. Human semantic processing power is based on a (relative) enormous set of background knowledge. By exploiting large sets of connected datasets (e.g. the Linked Open Data dataset) and efficiently access to these datasets, e.g. by applying reasoning, knowledge chains, etc, the results of semantic interpretation and disambiguation could improve. The potential of dealing with many large datasets versus the effective
and efficient use of this data is an interesting consideration. It also introduces many diverse issues like the need for context dependent assessments of quality, correctness and applicability of (parts of) datasets.

Another way to improve on Relco is by learning from the designers. By using more quantitative considerations (e.g. through machine learning), we could try to assess the process of internal and implicit knowledge modeling by the designer. It would be interesting to use designer’s behavior for deducing if some (e.g. unknown) underlying concept or relationships must assist. This type of research could be interesting in two ways. First, it provides a platform like Relco with new information that could be exploited to get better matches between concepts. It could however also be used for deducing new knowledge sources and derive new useful ontologies that could makes implicit knowledge from designers more explicit and useful.

8.3.3 Cultural Heritage

In χ Explorer we have explored the data integration issue within one institution which wants to share its data with the public. A logical next step would be to connect different institutions together. This would mean dealing with diversification of solutions and limitations that were chosen on a grander scale.

Besides an organizational challenge, a nation wide integration of datasets would open up new possibilities for new applications of these datasets. For example, a historic framework could be assembled with multiple innovative analysis and visualizing tools for historic research. Combining datasources could for example provide insights in the dynamics of wealthy families over the century, e.g. if they spread over the country over the century, if they could hold on to their wealth, and the relationships with other wealthy families. Analysis and visualization techniques could greatly improve this line of research. But most importantly the necessary sources need to be integrated and connected. Solutions should be found to effectively and efficiently integrate many diverse sources.

Further research could be the integration of feature recognition techniques for identifying semantic relationships between objects. This could be a possible enrichment for dealing with the ‘cold start’ problem. Especially cultural heritage institutions with an already enormous growing set of uncataloged objects need ways to gather new metadata. Even though feature recognition could help in this respect, current feature recognition techniques deal with low accuracy rates. Dealing with uncertainty of these processes in combination with users might be challenging, e.g. you might not want to confront the users with too many faulty data which might give the users the impression that the system just doesn’t work. In other words, research should be done on how a system which lacks the metadata to perform optimally can use ‘crowd-sourcing’ without scaring away the user.

8.3.4 SenSee

SenSee is a recommender system that uses a semantic network for computing recommendations. Most popular recommenders online use collaborative filtering. It would be interesting to explore a recommendation system that combines these techniques. For example, detecting subnets of semantic networks of which the nodes are often explored by similar users can be used to compute which semantic relationships are considered important in a social context. This is only an example of how combining background knowledge together with social engineering could improve the knowledge about users which in its turn might allow better recommendations.
There are several other research directions for SenSee. One is including Video On-Demand sources, Web videos and Web streams in the TV-guide recommendations. As more and more new TV-sets are connected to the internet this is a perfectly viable option. This would greatly increase the possible sources too choose from and it would be a great source to compute a complete ‘gapless’ TV-schedule for the night. This could be achieved by for instance a collaborating web of agent-based systems that continuously monitors the Web for content. Building in synchronization between agents of friends and colleagues could for example ensure that people have something to discuss at work or in some social setting. It is an interesting challenge to build agents with these kinds of capabilities - especially effective and non-pervasive communication with users could be challenging.

8.3.5 GRAPPLE

A bottleneck for the acceptance of adaptive systems is the quality of the authoring tools. The authoring tools must provide an intuitive interface which guide authors throughout the entire authoring process. It should provide an environment that lets authors think naturally in the adaptive exploratory paradigm instead of the usual linear course design. A similar issue holds for user modeling and user model exchange. These are complicated issues for which innovative authoring interfaces are needed to guide the authors through the process. If done right this could lead to a breakthrough for ALEs.

Another issue that should get attention is error detection. GALE is a powerful adaptive engine, but this power also makes it error prone in which authors might not realize the consequence of some seemingly logical choices. Static analysis and simulation analysis could be tools to find all kinds of logical errors like dead ends, unreachable material, recursion loops, etc.

User model information over several courses could also be the topic of further studies. This information could provide insight in student’s interests and competencies. This could be the basis of course advice (e.g. which course are interesting for the user) and maybe even career advice. This could be achieved with some kind of global user model that extracts key characteristics from courses. If a part of this process could be done (semi-)automatically remains to be seen, but it would be at least be an interesting topic of study.
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Summary
Model Driven Design and Data Integration in Semantic Web Information Systems

The Web is quickly evolving in many ways. It has evolved from a Web of documents into a Web of applications in which a growing number of designers offer new and interactive Web applications with people all over the world. However, application design and implementation remain complex, error-prone and laborious. In parallel there is also an evolution from a Web of documents into a Web of ‘knowledge’ as a growing number of data owners are sharing their data sources with a growing audience. This brings the potential new applications for these data sources, including scenarios in which these datasets are reused and integrated with other existing and new data sources. However, the heterogeneity of these data sources in syntax, semantics and structure represents a great challenge for application designers. The Semantic Web is a collection of standards and technologies that offer solutions for at least the syntactic and some structural issues. If offers semantic freedom and flexibility, but this leaves the issue of semantic interoperability.

In this thesis we present Hera-S, an evolution of the Model Driven Web Engineering (MDWE) method Hera. MDWEs allow designers to create data centric applications using models instead of programming. Hera-S especially targets Semantic Web sources and provides a flexible method for designing personalized adaptive Web applications. Hera-S defines several models that together define the target Web application. Moreover we implemented a framework called Hydragen, which is able to execute the Hera-S models to run the desired Web application. Hera-S’ core is the Application Model (AM) in which the main logic of the application is defined, i.e. defining the groups of data elements that form logical units or subunits, the personalization conditions, and the relationships between the units. Hera-S also uses a so-called Domain Model (DM) that describes the content and its structure. However, this DM is not Hera-S specific, but instead allows any Semantic Web source representation as its DM, as long as its content can be queried by the standardized Semantic Web query language SPARQL. The same holds for the User Model (UM). The UM can be used for personalization conditions, but also as a source of user-related content if necessary. In fact, the difference between DM and UM is conceptual as their implementation within Hydragen is the same. Hera-S also defines a presentation model (PM) which defines presentation details of elements like order and style. In order to help designers with building their Web applications we have introduced a toolset, Hera Studio, which allows to build the different models graphically. Hera Studio also provides some additional functionality like model checking and deployment of the models in Hydragen.

Both Hera-S and its implementation Hydragen are designed to be flexible regarding the user of models. In order to achieve this Hydragen is a stateless engine that queries for relevant information from the models at every page request. This allows the models and data to be changed in the datastore during runtime. We show that one way to exploit this flexibility is by applying aspect-orientation to the AM. Aspect-orientation allows us
to dynamically inject functionality that pervades the entire application. Another way to exploit Hera-S' flexibility is in reusing specialized components, e.g. for presentation generation. We present a configuration of Hydragen in which we replace our native presentation generation functionality by the AMACONT engine. AMACONT provides more extensive multi-level presentation generation and adaptation capabilities as well aspect-orientation and a form of semantic based adaptation.

Hera-S was designed to allow the (re-)use of any (Semantic) Web datasource. It even opens up the possibility for data integration at the back end, by using an extendible storage layer in our database of choice Sesame. However, even though theoretically possible it still leaves much of the actual data integration issue. As this is a recurring issue in many domains, a broader challenge than for Hera-S design only, we decided to look at this issue in isolation. We present a framework called Relco which provides a language to express data transformation operations as well as a collection of techniques that can be used to (semi-)automatically find relationships between concepts in different ontologies. This is done with a combination of syntactic, semantic and collaboration techniques, which together provide strong clues for which concepts are most likely related.

In order to prove the applicability of Relco we explore five application scenarios in different domains for which data integration is a central aspect. This includes a cultural heritage portal, Explorer, for which data from several datasources was integrated and was made available by a mapview, a timeline and a graph view. Explorer also allows users to provide metadata for objects via a tagging mechanism. Another application is SenSee: an electronic TV-guide and recommender. TV-guide data was integrated and enriched with semantically structured data from several sources. Recommendations are computed by exploiting the underlying semantic structure. ViTa was a project in which several techniques for tagging and searching educational videos were evaluated. This includes scenarios in which user tags are related with an ontology, or other tags, using the Relco framework. The MobiLife project targeted the facilitation of a new generation of mobile applications that would use context-based personalization. This can be done using a context-based user profiling platform that can also be used for user model data exchange between mobile applications using technologies like Relco. The final application scenario that is shown is from the GRAPPLE project which targeted the integration of adaptive technology into current learning management systems. A large part of this integration is achieved by using a user modeling component framework in which any application can store user model information, but which can also be used for the exchange of user model data.
Samenvatting

Het Web evolueert in veel opzichten. Zo heeft het zich ontwikkeld van een Web van documenten naar een Web van applicaties waarin een groeiend aantal ontwerpers nieuwe en interactieve Web-toepassingen kan maken voor een wereldwijd publiek. Maar het ontwerpen en implementeren van Web applicaties blijft een moeizame bezigheid die ontzettend veel tijd kost en waarin fouten snel worden gemaakt. Naast het Web van applicaties is er een parallelle evolutie van een Web van documenten naar een Web van kennis, waarbij steeds meer mensen en instituten hun data beginnen te delen met een groeiend publiek. Hieruit volgen nieuwe kansen voor applicaties die deze beschikbaar gestelde databronnen gebruiken, inclusief scenario’s waarin deze bronnen worden herbruikt en geïntegreerd met andere bestaande en nieuwe bronnen. Maar de heterogeniteit van deze bronnen qua syntax, betekenis en structuur zorgt voor nieuwe uitdagingen voor ontwerpers. Het Semantische Web is een verzameling standaarden en technologieën dat standaardoplossingen biedt voor in ieder geval de syntax en de structuur van de data. Het biedt semantische vrijheid en flexibiliteit, maar semantische interoperabiliteit blijft daarmee wel een probleem.

In dit proefschrift presenteren we Hera-S, een verdere ontwikkeling van de model-gedreven Web-ontwerpmethodode (MDWE) genaamd Hera. MDWE’s laten ontwerpers data-centrische applicaties ontwerpen middels modellen de plaats van programmeren. Hera-S is speciaal ontworpen voor Semantische Web-bronnen en levert een flexibele methode voor het ontwerpen van gepersonaliseerde adaptieve applicaties. Hera-S definieert verschillende modellen die samen een volledige Web-applicatie beschrijven. We hebben daarnaast ook een platform geïmplementeerd dat Hydragen heet en dat Hera-S modellen kan uitvoeren als Web-applicatie. De kern van Hera-S is het applicatie model (AM) dat de belangrijkste applicatie-logica vastlegt, waarin groepen van data-elementen worden gedefinieerd in termen van eenheden en subeenheden, de personalisatie condities worden vastgelegd, en de relaties tussen de verschillende eenheden worden vastgelegd. Hera-S baseert zich in het AM op een zogenaamd domein model (DM) waarin de eigenlijke inhoud van de Web-applicatie wordt vastgelegd. Het DM is echter niet Hera-S specifiek, aangezien elke Semantische Webbron kan worden gebruikt als DM, zolang deze maar kan worden bevraagd via de gestandaardiseerde Semantisch Web zoek-taal genaamd SPARQL. Hetzelfde geldt voor het gebruikersmodel (UM). Het UM kan gebruikt worden voor personalisatiecondities, maar net zo goed ook voor gepersonaliseerde inhoud als dat nodig is. In feite is er alleen een conceptueel verschil tussen het DM en het UM, want de eigenlijke implementaties in Hydragen zijn vergelijkbaar. Hera-S definieert ook een presentatiemodel (PM) dat presentatie details definitieert zoals volgorde en stijl van de elementen. Om ontwikkelaars te helpen met het bouwen van hun Web-applicaties hebben we daarvoor een toolset ontwikkeld, Hera Studio, die kan worden gebruikt om de verschillende modellen met grafische ondersteuning te bouwen. Hera Studio bevat daarnaast nog aanvullende mogelijkheden zoals modelverificatie en de mogelijkheid om
het model rechtstreeks in Hydragen te activeren.

Zowel Hera-S als de Hydragen implementatie zijn ontwikkeld om flexibel om te gaan met modellen. Zo is Hydragen een toestandsloze machine die bij elk paginaverzoek gaat zoeken naar de relevante informatie in de betreffende modellen. Hierdoor kunnen modellen en databronnen worden aangepast terwijl de applicatie in gebruik is. Een manier waarop we dit exploiteren is bij het toepassen van aspect-oriëntatie op het AM. Aspect-oriëntatie geeft de mogelijkheid om dynamisch functionaliteit te injecteren dat de gehele Web applicatie beïnvloedt. Nog een manier om de flexibiliteit van Hera-S te exploiteren is middels het hergebruik van gespecialiseerde componenten, bijvoorbeeld voor presentatie-generatie. We schetsen bijvoorbeeld een configuratie van Hydragen waarin we onze standaard presentatiesgeneratie-module vervangen door het AMACONT platform. AMACONT heeft uitgebreidere meerlaagse presentatiesgeneratie mogelijkheden met de optie voor adaptatie, aspect-oriëntatie en semantisch gebaseerde adaptatie. Hera-S was speciaal ontwikkeld om Semantisch Web databronnen te (her)gebruiken. Het staat zelfs data-integratie toe aan de achterkant van het platform, door het gebruik van een uitbreidbare opslaglaag in onze achterliggende database, Sesame. Deze mogelijkheid neemt het eigenlijke data integratie probleem nog niet volledig weg. Aangezien dit een steeds terugkerend probleem is in vele domeinen, en het dus een Hera-S overstijgend probleem is, hebben we ervoor gekozen om dit probleem nader en in isolatie te onderzoeken. We presenteren daarvoor een nieuw platform, genaamd Relco, dat een taal levert die kan worden gebruikt om datatransformatie uit te drukken en daarnaast ook een collectie van technieken aanbiedt die kunnen worden gebruikt voor het (semi-)automatisch vinden van overeenkomsten tussen concepten in verschillende ontologieën. Dit wordt gedaan met een combinatie van syntactische, semantische en collaboratieve technieken, die samen sterke hints opleveren voor welke concepten hoogstwaarschijnlijk aan elkaar verwant zijn.

Om de toepasbaarheid aan te tonen van Relco verkennen we het gebruik ervan in vijf verschillende toepassingsscenario’s in verschillende domeinen, waarin data-integratie steeds een centraal aspect vormt. Een van die toepassingen is een cultuurhistorische applicatie, Explorer, waarin data van verschillende bronnen is geïntegreerd en toegankelijk is gemaakt met een kaartinterface, een tijdslijn en een graaf-gebaseerde interface. Explorer biedt ook een mechanisme waarmee gebruikers metadata kunnen invoeren via een tagging-mechanisme. Een andere applicatie is SenSee: een elektronische programmagids en aanbeveler. Daarvoor is programmagidsinformatie verrijkt met gestructureerde data uit verschillende bronnen. Aanbevelingen worden daarbij berekend door gebruik te maken van die onderliggende semantische structuur. ViTa was een project waarin verschillende ‘label en zoek’ technieken werden geëvalueerd voor het ontsluiten van educatieve video’s. In een van de scenario’s daarin werden labels van gebruikers gerelateerd aan concepten in een ontologie of aan andere labels met behulp van het Relco raamwerk. Het MobiLife project was er op gericht om een nieuwe generatie van mobiele applicaties mogelijk te maken die gebruik maken van context-gebaseerde personalisatie. Dit kan worden gedaan met een context gebaseerd gebruikersmodelleerplatform dat ook kan worden gebruikt voor het uitwisselen van gebruikersgegevens met technologieën zoals Relco. Het laatste scenario dat we hebben verkend is in het kader van het GRAPPLE project, waarin we tot doel hadden om adaptieve technologieën te integreren met de huidige systemen voor training en onderwijs. Een groot deel van deze integratie werd bewerkstelligd door middel van een gebruikersmodelleerplatform waarin elke applicatie gebruikersgegevens kan opslaan en dat ook kan worden gebruikt voor het uitwisselen van gebruikersgegevens.
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