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<tr>
<td>$\Gamma_c$</td>
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<td>Notation</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>----------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{\text{local}}^l$</td>
<td>a uniform grid discretisation of $\Gamma_{\text{local}}$ into elements $\Gamma_{\text{local},i}^l$ each of size $l$</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{\text{local}}$</td>
<td>the boundary of $\Omega_{\text{local}}$</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{\text{active}}^l$</td>
<td>part of the uniform grid $\Gamma_{\text{local}}^l$ that belongs to $\Gamma_{\text{inside}}$</td>
<td></td>
</tr>
<tr>
<td>$r_{\text{local}}^l$</td>
<td>nodes of the local fine grid of size $l$</td>
<td></td>
</tr>
<tr>
<td>$r_{\text{active}}^l$</td>
<td>nodes of the local fine grid that belong to $\Gamma_{\text{active}}$</td>
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</tr>
<tr>
<td>$r_{\text{inside}}^l$</td>
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<tr>
<td>$r_{\text{active}}^l,\Gamma_{\text{local}}^L$</td>
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<td></td>
</tr>
</tbody>
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Chapter 1

Introduction

1.1 Background

The boundary element method (BEM) is a numerical method for approximating solutions of boundary value problems (BVPs). The most important and unique feature of BEM is that only the boundary of a domain needs to be discretised. This is also its most important advantage over its main competitor finite element methods (FEM) and other methods like finite difference methods (FDM). It makes BEM suitable for exterior problems. Also problems in which singularities or discontinuities occur in the domain can be handled efficiently by BEM solving is at the boundary. Another advantage of the BEM is that the functions at the boundary and their normal derivatives are solved for at the same time and with the same degree of accuracy.

The main disadvantage of BEM is that it requires the knowledge of fundamental solutions for a problem partial differential equations in order to be used and these are not readily available for all problems. This factor contributed to the initially relatively slower development of BEM. The method also involves computing singular integrals. However, today these fundamental solutions and the singular integrals involved with the method are well understood and the BEM has undergone rapid advancement in recent years [16]. The basic foundation for BEM are integral equations. It has been known for well over a century that BVPs whose fundamental solutions are known such as the Laplace equation and the equations of linear elastostatics can be formulated as a boundary integral equation (BIE), see for instance [36]. The unknown boundary data then depends on the prescribed data in the BIE. Once all the data becomes available through the solution of the BIE, then the solution to the BVP is obtained through the application of Green’s identity.
A BEM formulation can be classified as either a direct formulation or indirect formulation. The basis for the indirect formulation can be credited to Fredholm. In 1903 he already used discretised integral equations for potential problems [20]. The basis of the direct formulation can be credited to Somigliana who in 1886 presented an integral equation relating displacements and stresses [69]. Since then a number of books and papers have been published including Kellog [36], Mushkelishvili [55], Mikhlin [50] and Kupradze [42]. Their results are, however, limited to simple problems as the integral equations had to be solved with analytical procedures and without the aid of computers.

The real breakthrough came in the nineteen sixties when the integral equations for two dimensional potential problems were discretised using rectilinear elements [27, 75] by Jawson and Symm. At each line element the functions are approximated by constants. Their method cannot be classified as exactly a direct formulation because the functions needed to be differentiated or integrated to obtain physical quantities [16]. A direct formulation was introduced by Rizzo [63], who also used discretised integral equations to relate displacements and tractions in two-dimensional elasticity theory. The extension to three dimensions was given by Cruse [14], using triangular elements to describe the domain boundary. In 1963 Jawson and Symm [27, 75] demonstrated that the associated integral equation can be solved accurately and reliably using the numerical methods. In 1978, CA Brebbia formally introduced the terminology boundary-element method (BEM) for the first time in contrast to what had already been established terminology, finite element method.

Presently, the BEM is well established as an effective alternative in the solution of engineering problems from a variety of application fields which include acoustics, fracture mechanics, potential theory, elasticity theory and viscous flows. However, estimating the BIEs numerically raises the need for error and convergence analysis. For BEM, the mathematical foundation for such analysis was laid down in Hsiao and Wendland [26], who performed such error and convergence analysis for the Galerkin formulation. Error analyses for the collocation formulation were pioneered by Arnold, Saranen and Wendland [2, 3, 64] during the eighties. They mostly provide an indirect way of measuring error and are usually based on the Galerkin formulation. Techniques include using solutions obtained by using different collocation points or different formulations. [22, 29, 44].

In this thesis direct error estimates for collocation BEM are derived and moreover in the maximum norm. Starting from its basic formulation, error estimates for collocation BEM are derived by tracking down the interpolation error committed at the elements.

The issue of error analysis becomes even more crucial when considering problems with hot spots where specialised gridding is necessary. Hot spots refers to small regions of high activity. Hot spots appear in a variety of problems. For
example in combustion problems [1] or in corrosion problems, which often exhibit regions of high activity where the corrosion is taking place, the microwave heating problem [62], antenna transmissions [46], [82] and also in fluid dynamics [80]. If these spots are located well inside the domain, then standard BEM has no problem since it is the boundary that is discretised. However such spots can be in or very close to the boundary and as such require special attention in a BEM discretisation. In this thesis we consider one such problem, viz corrosion, and look at the potential problem of impressed current cathodic protection system.

In particular, functions with hot spots are an instant of multi-scales problems, that is, the problem is such that there is a large region where the variation is relatively benign and small regions of rapid variation. This poses the problem of forming a grid that accurately captures all the activity but with a high degree of computational efficiency. The distribution of the elements therefore becomes a very important decision. In the competing field of finite elements such a need has generated a large amount of literature of which a good review can be found in [71] and [72]. While adaptive meshing in finite elements is quite advanced, in boundary element methods the research is only at the beginning. Quite a few approaches, including element residual methods, flux projection estimates, extrapolation error estimates and estimates measuring the sensitivity of the numerical solution to a shift in collocation points have been considered. A good review of the various approaches is presented in [45]. In this thesis a new form of gridding for problems with hot spots in the name of Local Defect Correction (LDC) is presented. This method has been tested and is well documented in the other numerical methods such as Finite Difference Methods and Finite Volume Methods [1, 21, 51]. It is a proven efficient approach for solving problems with hot spots with a control on complexity. An approach for using LDC in BEM is presented here.

1.2 Outline of this thesis

The basis for the boundary element method is a boundary integral equation. In Chapter 2, boundary integral equations for boundary value problems using the direct formulation are discussed. As is elaborated there, the BEM operator has different properties depending on the kind of boundary conditions, that is either Dirichlet, Neumann or mixed boundary conditions. In this chapter properties of these operators that are helpful for the work covered in this thesis are introduced and discussed. A boundary element discretisation uses either constant elements, linear elements, quadratic elements or even higher order elements depending on the assumptions followed on the given functions during the formulation. In Chapter 3, constant and linear elements formulations are introduced and discussed. These are the formulations we analyse and use throughout this thesis. They also turn out to be the most used formulations in
literature for the direct approach. Also in this chapter a set of examples that will be used to verify our findings in this thesis are discussed.

Chapter 4 is dedicated to discussing local errors in BEM for both the constant and linear elements formulations. The question of local errors in BEM is an interesting one because by its nature, the boundary integral is a global method. However, we show that we are able to define and use the error committed on each element to define the local error in a point at the boundary. For the first time we derive direct error estimates, that is, we start from the exact assumptions made in the formulation of BEM for a local error analysis in this chapter. Local error behaviour for the constant and linear element formulations is predicted and verified. A sublocal error is introduced and it is shown that it is third order in grid size. Using this sublocal error it is shown that the local error is second order in grid size for constant elements as well as linear elements. Then this can be exploited to obtain an error equidistributing grid.

In any numerical solution, the error that the user is interested in is the global error. Having understood the local error in Chapter 4, good information is now available to go on and analyse the global error. This is the subject of Chapter 5. The problem on a circle is considered since in this case, all the analytical eigenfunctions and eigenvectors of the integral operators are available. Therefore a spectral analysis and the information on local errors is used to derive bounds for the global error.

Now that information on both the local and global errors is available, we present in Chapter 6 a local defect correction (LDC) formulation for the boundary element method. It is shown here that LDC for BEM is a reliable strategy for obtaining solutions on a composite grid but with less complexity. This is entertaining news since BEM matrices are usually full matrices that would rather require more memory and computation time as compared to when LDC is used.

The local defect correction formulation discussed here can be applied to several problems with hot spots where BEM is used such as in electromagnetics, fluid mechanics and structural mechanics. Chapter 7 discusses such an application to a potential problem for an impressed current cathodic protection (ICCP) system. ICCP is a system used to protect steel structures from corrosion. Such structures include submarines such as ships, underground pipes, over ground storage tanks. Chapter 7 discusses an LDC model for ICCP for a storage tank.
“But those who hope in the Lord will renew their strength. They will soar on wings like eagles; they will run and not grow weary, they will walk and not be faint.”—Isaiah 40:31
Chapter 2

The boundary integral equations

2.1 Introduction

Consider a closed domain $\Omega$ with boundary $\partial \Omega$. On $\Omega$, consider the potential equation

$$\nabla^2 u(r) = f(r), \ r \in \Omega. \tag{2.1.1}$$

The solution $u = u(r)$ of (2.1.1) represents the potential produced at a point $r$ in a domain $\Omega$ due to a source $f(r)$ distributed over $\Omega$. Denote by $n$ the outward unit normal at $\partial \Omega$.

![Diagram](a) Domain illustration for a Dirichlet or Neumann problem

![Diagram](b) Domain illustration for a mixed problem

Figure 2.1: Definition of terms for the potential problems given in (2.1.3a) to (2.1.3c).
Throughout this thesis we consider the Laplace equation for which \( f(r) = 0 \), that is,

\[
\nabla^2 u(r) = 0, \quad r \in \Omega,
\]

for which the following boundary conditions may be defined on \( \partial \Omega \):

1. **Dirichlet boundary conditions**;

\[
\begin{align*}
u(r) &= g(r), \quad r \in \partial \Omega, \tag{2.1.3a}
\end{align*}
\]

where \( g \) is a given function.

2. **Neumann boundary conditions**;

\[
\frac{\partial u}{\partial n}(r) = n \cdot \nabla u(r) = h(r), \quad r \in \partial \Omega, \tag{2.1.3b}
\]

where \( h \) is a given function.

3. **Mixed boundary conditions**;

\[
\begin{cases}
  u(r) = g(r) & r \in \partial \Omega^1 \\
  \frac{\partial u}{\partial n}(r) = h(r) & r \in \partial \Omega^2
\end{cases} \tag{2.1.3c}
\]

where \( \partial \Omega^1 \cup \partial \Omega^2 = \partial \Omega \) and \( \partial \Omega^1 \cap \partial \Omega^2 = \emptyset \) and \( g \) and \( h \) are given functions.

Subsequently a problem with Neumann boundary conditions will be referred to as a *Neumann problem*, that with Dirichlet boundary conditions a *Dirichlet problem* and that with mixed boundary conditions a *Mixed problem*. The fundamental solution of the Laplace equation is the solution of the singularly forced Laplace equation

\[
\nabla^2 v(s; r) + \delta(s; r) = 0, \quad s, r \in \Omega^\infty, \tag{2.1.4}
\]

where \( r \) is the variable field point, \( s \) is the fixed location of the source point or pole and \( \Omega^\infty \) denotes the infinite domain which is the whole plane in 2D. The subscript \( r \) on the operator \( \nabla \) means differentiation is with respect to \( r \).

The *Dirac delta distribution* \( \delta(s; r) \) satisfies the following properties [60, p 12], [35, p 21]:

\[
\int_\Omega \delta(s; r) \, d\Omega = \begin{cases}
  1, & \text{if } s \in \Omega, \\
  0, & \text{if } s \notin \Omega.
\end{cases} \tag{2.1.5}
\]

The Dirac delta is not truly a function but rather a generalised function. For example, any function that is zero everywhere except in a single point has total
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integral zero but the Dirac delta has integral one \([39, \text{p. 271}]\). It is used to model phenomena with sufficiently concentrated properties such as a point charge or point force.

For a two-dimensional case, introducing polar coordinates and using the properties of the Dirac delta distribution, the solution of (2.1.4) is found to be

\[
\nu(s; r) = \frac{1}{2\pi} \log \frac{1}{r} \quad (2.1.6)
\]

where \(r = (x, y)\), \(s = (x_s, y_s)\) and \(r := \sqrt{(x - x_s)^2 + (y - y_s)^2}\) is the Euclidean distance from \(s\) to \(r\). Let us also introduce a boundary *arclength coordinate* defined along \(\partial \Omega\) is shown in Figure 2.2.

![Figure 2.2: Definition of arclength coordinate](image)

In this chapter we derive integral relations for the potential \(u(s)\) for \(s\) at different locations of the domain \(\Omega\). These relations have been abundantly derived in literature and are readily available in various books on boundary element methods such as [57, p. 38], [35, p. 28], [59]. They are presented here for completeness. The relations are derived starting from the following Green’s identity:

**Theorem 2.1.1 (Green’s second identity)** Let \(\phi\), defined in \(\Omega\), and \(\psi\), defined in \(\Omega \times \Omega\), be two scalar functions which are continuous and admit continuous partial derivatives, then

\[
\int_{\Omega} \left( \phi(z) \nabla^2 \psi(s; z) - \psi(s; z) \nabla^2 \phi(z) \right) \, d\Omega(z) = \int_{\partial \Omega} \left( \phi(r(\chi)) \frac{\partial \psi}{\partial n}(s; r(\chi)) - \psi(s; r(\chi)) \frac{\partial \phi}{\partial n}(r(\chi)) \right) \, d\chi, \quad s \in \Omega, \quad (2.1.7)
\]

where \(\chi\) is an arc length coordinate in \(\partial \Omega\).

In (2.1.7), \(n\) is the outward unit normal at \(\partial \Omega\) as shown in Figure 2.1. To derive the integral relations for the Laplace equation, use is made of the iden-
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dity (2.1.7). We take \( \phi \) as the unknown function \( u \) and \( \psi \) the fundamental solution (2.1.6).

2.2 Integral equation for points inside \( \Omega \)

Starting from Green’s second identity (2.1.7), an integral relation for a point \( s \in \Omega \) is derived, see Figure 2.3. Since the fundamental solution \( v \) is singular at the point \( s \), the domain of integration where Green’s second identity is applied must be defined isolating the point \( s \). We construct a ball \( \Omega_\varepsilon \) of radius \( \varepsilon \) around it. Then the new domain of integration is now \( \Omega - \Omega_\varepsilon \) with boundary \( \partial \Omega + \partial \Omega_\varepsilon \), see Figure 2.3.

Then apply (2.1.7) on \( \Omega - \Omega_\varepsilon \) and take the limit as \( \varepsilon \to 0 \). Thus, with \( z \in \Omega - \Omega_\varepsilon \) and \( s \in \Omega_\varepsilon \), we have

\[
\lim_{\varepsilon \to 0} \int_{\Omega - \Omega_\varepsilon} \left( u(z) \nabla^2_z v(s;z) - v(s;z) \nabla^2_z u(z) \right) \, d\Omega(z)
= \int_{\partial \Omega} \left( u(r(\chi)) \frac{\partial v}{\partial n}(s;r(\chi)) - v(s;r(\chi)) \frac{\partial u}{\partial n}(r(\chi)) \right) \, d\chi
+ \lim_{\varepsilon \to 0} \int_{\partial \Omega_\varepsilon} \left( u(r(\chi)) \frac{\partial v}{\partial n}(s;r(\chi)) - v(s;r(\chi)) \frac{\partial u}{\partial n}(r(\chi)) \right) \, d\chi. \tag{2.2.1}
\]

Since the point \( s \) is outside \( \Omega - \Omega_\varepsilon \), use (2.1.5) to conclude that integrating the first term on the left hand side yields 0. For the integral of the second term on
the left hand side, note that
\[ v(s; z) = v(z; s) \]
and for the Laplacian
\[ \nabla^2 u(z) = f(z) = 0 \]
so that
\[ \lim_{\epsilon \to 0} \int_{\Omega - \Omega_{\epsilon}} v(s; z) \nabla^2 u(z) \, d\Omega(z) = \lim_{\epsilon \to 0} \int_{\Omega - \Omega_{\epsilon}} v(z; s) f(z) \, d\Omega(z) = \int_{\Omega} v(z; s) f(z) \, d\Omega(z) = 0. \]
(2.2.2)

Now consider the second integral on the right hand side of (2.2.1). The boundary \( \partial \Omega_{\epsilon} \) is a circumference of radius \( \epsilon \), the normal \( n \) is along the radius of \( \Omega_{\epsilon} \) and towards the point \( s \). So
\[ d\chi = \epsilon d\theta, \quad \frac{\partial v}{\partial n} \bigg|_{r=\epsilon} = \frac{1}{2\pi \epsilon}. \]

Then
\[ \lim_{\epsilon \to 0} \int_{\partial \Omega_{\epsilon}} \left( u(r(\chi)) \frac{\partial v}{\partial n}(s; r(\chi)) - v(s; r(\chi)) \frac{\partial u}{\partial n}(r(\chi)) \right) \, d\chi \]
\[ = \lim_{\epsilon \to 0} \int_{0}^{2\pi} \left( u(r(\chi)) \frac{1}{2\pi \epsilon} \epsilon + \frac{1}{2\pi \epsilon} \log \epsilon \right) \, d\theta = u(s). \]
(2.2.3)

Therefore (2.2.1) becomes
\[ u(s) = \int_{\partial \Omega} \left[ v(s; r(\chi)) \frac{\partial u}{\partial n}(r(\chi)) - u(r(\chi)) \frac{\partial v}{\partial n}(s; r(\chi)) \right] \, d\chi, \quad s \in \Omega. \]
(2.2.4)

The integral relation (2.2.4) expresses the value of \( u \) at any point \( s \) in the domain \( \Omega \) in terms of its values and normal derivatives at the boundary. Thus if \( u \) and \( \partial u/\partial n \) are known at the boundary, \( u \) can be computed at any point in the domain.

### 2.3 Integral equation for boundary points

Consider the case \( s \in \partial \Omega \). In a similar fashion as above, draw a ball of radius \( \epsilon \) around the point \( s \) in \( \partial \Omega \), see Figure 2.4. Note that only part of the ball lies within \( \Omega \); denote this intersection by \( \Omega_{\epsilon} \). For generality, consider a point \( s \) located at a corner. Let \( \partial \Omega_{\epsilon}^{1} \) be the part of \( \partial \Omega \) from point \( A \) to \( s \) and \( s \) to \( B \). Let
\( \Omega - \Omega_e \) be the arc AB. Applying Green's identity \((2.1.7)\) in \( \Omega - \Omega_e \), the left hand side is zero since the Laplace equation is considered and the singular point for the fundamental solution is outside \( \Omega - \Omega_e \). Then

\[
0 = \lim_{\epsilon \to 0} \int_{\partial \Omega - \partial \Omega_1} \left[ u(r(\chi)) \frac{\partial v}{\partial n}(s; r(\chi)) - v(s; r(\chi)) \frac{\partial u}{\partial n}(r(\chi)) \right] d\chi
\]

\[
+ \lim_{\epsilon \to 0} \int_{\partial \Omega_2} \left[ u(r(\chi)) \frac{\partial v}{\partial n}(s; r(\chi)) - v(s; r(\chi)) \frac{\partial u}{\partial n}(r(\chi)) \right] d\chi. \quad (2.3.1)
\]

The limit of the first integral of \((2.3.1)\) is the integral over the whole of \( \partial \Omega \). Consider the first term of the second integral, we have

\[
\frac{\partial v}{\partial n}(s; r(\chi)) = -\frac{1}{2\pi r} \frac{\partial r}{\partial n} = \frac{1}{2\pi r}. \quad (2.3.2)
\]

In this case \( r = \epsilon \) and \( d\chi = -\epsilon d\theta \). So

\[
\lim_{\epsilon \to 0} \int_{\partial \Omega_1} u(r(\chi)) \frac{\partial v}{\partial n} d\chi = \lim_{\epsilon \to 0} \int_{\theta_1}^{\theta_2} u(r(\theta)) \frac{1}{2\pi \epsilon} (-\epsilon d\theta) = \frac{\theta_1 - \theta_2}{2\pi} u(s) \quad (2.3.3)
\]

because the point \( r(\chi) \) approaches \( s \) as \( \epsilon \to 0 \).

The second term of the second integral of \((2.3.1)\) gives,

\[
\lim_{\epsilon \to 0} \int_{\partial \Omega_1} v(s; r(\chi)) \frac{\partial u}{\partial n}(r(\chi)) d\chi = \lim_{\epsilon \to 0} \left( \frac{\epsilon \ln \epsilon}{2\pi} \int_{\theta_1}^{\theta_2} \frac{\partial u}{\partial n}(r(\theta)) d\theta \right) = 0. \quad (2.3.4)
\]
Substituting (2.3.3) and (2.3.4) in (2.3.1) gives the integral relation
\[ \frac{\theta_1 - \theta_2}{2\pi} u(s) = \int_{\partial\Omega} \left[ v(s; r(\chi)) \frac{\partial u(r(\chi))}{\partial n} - u(r(\chi)) \frac{\partial v(s; r(\chi))}{\partial n} \right] d\chi. \] (2.3.5)

In the limit as \( \epsilon \to 0 \) the angle \( \theta_1 - \theta_2 \) is the internal angle at \( s \) which we denote \( \alpha(s) \). For a flat surface this angle is \( \pi \) and therefore the coefficient \( (\theta_1 - \theta_2)/2\pi \) in (2.3.5) is 1/2.

### 2.4 Integral equation for points outside \( \Omega \)

If the point \( s \) is outside \( \Omega \), again due to the properties of \( v(s; r) \) and since the singularity point is now outside \( \Omega \) then the left hand side of (2.1.7) is zero. So we have
\[ 0 = \int_{\partial\Omega} \left[ v(s; r(\chi)) \frac{\partial u(r(\chi))}{\partial n} - u(r(\chi)) \frac{\partial v(s; r(\chi))}{\partial n} \right] d\chi, \quad s \in \Omega^c. \] (2.4.1)

Equations (2.2.4), (2.3.5) and (2.4.1) can be summarised as
\[ c(s)u(s) = \int_{\partial\Omega} \left[ v(s; r(\chi)) \frac{\partial u(r(\chi))}{\partial n} - u(r(\chi)) \frac{\partial v(s; r(\chi))}{\partial n} \right] d\chi, \quad s \in \Omega^c. \] (2.4.2)

where the coefficient \( c(s) \) is given by
\[ c(s) := \begin{cases} 
1, & s \in \Omega, \\
\frac{\alpha(s)}{2\pi}, & s \in \partial\Omega, \\
0, & s \in \Omega^c.
\end{cases} \] (2.4.3)

Using the properties of the fundamental solution \( v \) introduced in Section 2.1 it can be shown that
\[ \int_{\partial\Omega} \frac{\partial v(s; r(\chi))}{\partial n} d\chi = \begin{cases} 
-1, & s \in \Omega, \\
-1/2, & s \in \partial\Omega, \\
0, & s \in \Omega^c,
\end{cases} \] (2.4.4)

where \( n, \Omega \) and \( \partial\Omega \) are as defined in Figure 2.1. We now introduce the following definitions of the single and double layer potentials respectively:
\[ \mathcal{K}^s q(s) := \int_{\partial\Omega} v(s; r(\chi))q(r(\chi))d\chi, \] (2.4.5a)
\[ \mathcal{K}^d u(s) := \int_{\partial\Omega} \frac{\partial v(s; r(\chi))}{\partial n} u(r(\chi))d\chi. \] (2.4.5b)
These integrals are called single and double layer potentials respectively by making an analogy with the corresponding boundary distributions of electric charges and charge dipoles in electrostatics, see [5, p 319], [31, p 42], [38, p 67], [60, p 21], [66]. Using (2.4.5), the integral equation (2.4.2) can be written as

\[(cI + K^d)u(s) = K^s q(s).\]  \hspace{1cm} (2.4.6)

The operators \(K^s\) and \(K^d\) are called the single and double layer operator respectively and \(I\) is the identity operator. When \(s\) is located at the boundary the integral equation is referred to as a boundary integral equation (BIE). The functions

\[k^s(s;r) := v(s;r),\]  \hspace{1cm} (2.4.7a)

\[k^d(s;r) := \frac{\partial v}{\partial n}(s;r),\]  \hspace{1cm} (2.4.7b)

are called the kernel of the integral operators \(K^s\) and \(K^d\) respectively.

The operators \(K^s\) and \(K^d\) together with their kernels are popular and have been extensively studied. In Section 2.5, some of their properties that will be helpful for the topics studied in this thesis are presented.

## 2.5 Operator theory

In this section, some properties of the operators \(K^s\) and \(K^d\) that will be needed in later chapters are presented. Most important, we discuss their spectral properties and present proven theorems on their compactness and continuity. As discussed below, properties of \(K^s\) are important in the solution for a Dirichlet as those of \(K^d\) are for a Neumann problem. We show that the operator \(K^d\) has a zero eigenvalue, which results in a singular system and hence a non unique solution. Here we discuss how to circumvent this problem to obtain a unique solution. These properties will be helpful in the investigation of local and global errors in Chapters 4 and 5. The continuity and boundedness properties will also be helpful in the investigation of the local defect correction algorithm introduced in Chapter 6.

Consider the integral equation (2.4.6). If the function \(q(r)\) at the boundary is known, then the right hand side is known. Define

\[f(s) := K^s q(s),\]

then (2.4.6) becomes

\[(cI + K^d)u(s) = f(s).\]  \hspace{1cm} (2.5.1)
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Equation (2.5.1) is known as a Fredholm integral equation of the second kind, see for instance [5, 3], [24, 42], [38, 1]. Therefore, a Neumann problem results into a Fredholm integral equation of the second kind, which sometimes is simply known as a second kind integral equation.

On the other hand, if the function \( u(r) \) is known at the boundary, then define

\[
g(s) := (cI + K_d)u(s) \quad \text{and equation (2.4.6) becomes}
\]

\[
K^s q(s) = g(s).
\]

Equation (2.5.2) is a Fredholm integral equation of the first kind which is sometimes simply called a first kind integral equation.

A considerable amount of theory for both the first and second kind integral equations has already been established. Also, several numerical methods for determining the unknowns approximately have been discussed, an increasingly popular one being BEM. In contrast to the properties possessed by the second kind integral equation, many of the properties of the first kind integral equation are “very unpleasant and often surprising to even mathematicians,” [81, pp 1,2]. These properties are determined by the corresponding operators and in this section a few of them are highlighted.

Introduce \( H^r(\Omega) \) which denotes the Sobolev space \( V^{r,2}(\Omega) \) which is given by

\[
V^{r,2} = \{ f : \Omega \rightarrow \mathbb{R} \mid \|f\|_{k,2} < \infty \}
\]

where

\[
\|f\|_{k,2} = \left( \sum_{|\alpha| \leq k} \int_{\Omega} |D^\alpha f|^2 \, dx \right)^{1/2}
\]

and \( D^\alpha f \) denotes the mixed partial derivatives of \( f \) of order \( \alpha \). The integer \( k \) is the largest order derivative that the functions in \( W^{k,2}(\Omega) \) all admit. This discussion and in more detail is presented in [9, pp. 19-21].

**Theorem 2.5.1** For \( \Omega \) a simply connected bounded domain in \( \mathbb{R}^2 \) with smooth boundary \( \partial \Omega \), the operators \( K^s \) and \( K^d \) map functions from the Sobolev space \( H^{r}(\partial \Omega) \) to \( H^{r+1}(\partial \Omega) \), \( r \in \mathbb{R} \).

**Proof.** See [9, pp. 249, 286-287].

In fact, for \( \Omega \) smooth, Theorem 2.5.1 can actually be strengthened to mapping from \( H^{r}(\partial \Omega) \) to \( C^\infty(\partial \Omega) \) for any \( r \in \mathbb{R} \), see [9, p. 249].

In this thesis, we restrict ourselves to \( C(\Omega) \), a space of continuous functions on a two dimensional space \( \Omega \) with a positive measure \( \mu \) such that

\[
(f, g) = \int_{\Omega} f(r) g(r) \, d\mu.
\]
The boundary integral equations

So over the boundary $\partial \Omega$, the inner product (2.5.3) is defined as

$$ (f, g) := \int_{\partial \Omega} f(\mathbf{r}(\chi)) g(\mathbf{r}(\chi)) \, d\chi. $$

For vectors, we use the median $2$-norm which for a vector $\mathbf{u} \in \mathbb{R}^M$ is defined as, [48, p. 98],

$$ \|\mathbf{u}\|_{2,M} := \frac{1}{\sqrt{M}} \left( \sum_{i=1}^{M} u_i^2 \right)^{1/2} $$

and the infinity norm $\|d\|_{\infty} = \max_{i=1,\ldots,M} |d_i|$ where $d = (d_1, d_2, \ldots, d_M)^T$. These norms are used in Chapters 4 and 5 to estimate and compare local and global errors in BEM solutions.

**Theorem 2.5.2 (Compactness)** The single layer operator $\mathcal{K}^s$ is a compact and self-adjoint operator.

**Proof.** See [16, p. 16], [30, p. 121].

From the spectral theory of compact operators, it follows that the eigenvalues of $\mathcal{K}^s$ have an accumulation point at zero. In fact, on a smooth boundary, both the double layer and the single layer are compact operators, see [5, p. 439], [38, Theorem 2.22]. Thus, the possibility of a zero eigenvalue implies the need for regularisation in the solution of the integral equations. Section 2.5.1 uses the particular case of a circle to demonstrate the eigenvalues of the single and double layer operators. In Section 2.5.2 it is shown that the operator associated with the second kind integral equation of the Neumann problem has a zero eigenvalue and thus is singular. A regularisation strategy used to obtain a unique solution is discussed.

First the following theorem implies that an integral operators can be expanded in terms of its eigenvalues and eigenfunctions. This will be helpful in the regularisation strategy discussed here and in the analysis of global errors in Chapter 5.

**Theorem 2.5.3** Let $A \neq 0$ be a compact operator in a Hilbert space $H$ and $(\lambda_n)$ its ordered sequence of eigenvalues. Then there exists an orthonormal sequence of eigenvectors $a_i$ corresponding to the $\lambda_i$. For every $u \in H$ the expression

$$ u = u_0 + \sum_j (u, a_j) a_j $$

holds where $u_0$ is in the null space of $A$ and

$$ Au = \sum_j \lambda_j (u, a_j) a_j. $$

**Proof.** See [30, pp. 121,122].
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2.5.1 Eigenvalues of $K_s$ and $K_d$: A circular boundary example

A number $\lambda$ is an eigenvalue of an operator $K$ with eigenfunction $f$ if

$$Mf = Kf.$$  \hspace{1cm} (2.5.6)

In what follows in this section we establish the eigenvalues and eigenfunctions for the integral operators $K_s$ and $K_d$. The case of a general boundary is rather complicated and we consider here the case of a circular boundary. Consider a circle of radius $R$. Let us introduce polar coordinates so that the distance $r$ between two points, a fixed point $s$ and any other point $r$, at polar angles $\theta_s$ and $\theta$ respectively is given by

$$r^2 = ||s - r||^2 = 2R^2[1 - \cos(\theta_s - \theta)].$$  \hspace{1cm} (2.5.7)

Also the normal at $r$ is given by $[\cos \theta, \sin \theta]^T$. So we have

$$K_s(s; r) = -\frac{1}{2\pi} \log r = -\frac{1}{4\pi} \left[2\log R + \log(2 - 2\cos(\theta_s - \theta))\right],$$ \hspace{1cm} (2.5.8)

$$K_d(s; r) = -\frac{1}{4\pi R}.$$ \hspace{1cm} (2.5.9)

Then using the Fourier series for the function $f(\theta) = \log(2 - 2\cos \theta)$ gives [16, p 25]:

$$K_s q(\theta_s) = -\frac{R}{4\pi} \int_0^{2\pi} 2\log R - \sum_{n=1}^{\infty} \frac{2}{n} \left[\cos(n\theta_s) \cos(n\theta) + \sin(n\theta_s) \sin(n\theta)\right] q(\theta) \, d\theta.$$  \hspace{1cm} (2.5.10)

So

$$K_s 1 = -\frac{R}{4\pi} \int_0^{2\pi} 2\log R \, d\theta = -R \log R,$$  \hspace{1cm} (2.5.11)

$$K_s \cos k\theta_s = -\frac{R}{2\pi} \log R \int_0^{2\pi} \cos(k\theta) \, d\theta + \frac{R}{2\pi k} \int_0^{2\pi} \cos(k\theta_s) \cos^2(k\theta) \, d\theta + \frac{R}{2\pi k} \int_0^{2\pi} \sin(k\theta_s) \sin(k\theta) \cos(k\theta) \, d\theta.$$  \hspace{1cm} (2.5.12)

Carrying out the integrals in (2.5.12) yields zero for the first and third integrals and the second one yields $R\pi \cos(k\theta_s)/(2\pi k)$. So

$$K_s \cos k\theta_s = \frac{R}{2k} \cos(k\theta_s).$$  \hspace{1cm} (2.5.13)

$$K_s \sin k\theta_s = -\frac{R}{2\pi} \log R \int_0^{2\pi} \sin(k\theta) \, d\theta + \frac{R}{2\pi k} \int_0^{2\pi} \cos(k\theta_s) \cos(k\theta) \sin(k\theta) \, d\theta + \frac{R}{2\pi k} \int_0^{2\pi} \sin(k\theta_s) \sin^2(k\theta) \, d\theta.$$ \hspace{1cm} (2.5.14)
The first and second integrals in (2.5.14) yield zero where as the third integral yields $R \pi \sin(k \theta_s)/(2\pi k)$. Then
\[ K^s \sin k \theta_s = \frac{R}{2k} \sin(k \theta_s). \tag{2.5.15} \]

For the double layer
\[ K^d 1 = -\frac{1}{4\pi} \int_0^{2\pi} d\theta = -1/2, \tag{2.5.16a} \]
\[ K^d \cos k \theta_s = -\frac{1}{4\pi} \int_0^{2\pi} \cos k \theta d\theta = 0, \tag{2.5.16b} \]
\[ K^d \sin k \theta_s = -\frac{1}{4\pi} \int_0^{2\pi} \sin k \theta d\theta = 0. \tag{2.5.16c} \]

From (2.5.11), (2.5.13) and (2.5.15) we conclude that $-R \log R$ is an eigenvalue of $K^s$ with eigenfunction 1 and $R/2k$ is an eigenvalue of $K^s$ with eigenfunctions $\cos k \theta$ and $\sin k \theta$. The later eigenvalue indeed shows that the eigenvalues of $K^s$ converge at zero. From (2.5.16a) to (2.5.16c) we conclude that $-1/2$ is an eigenvalue of $K^d$ with eigenfunction 1 and 0 is an eigenvalue of $K^d$ with eigenfunctions $\cos k \theta$ and $\sin k \theta$. In Section 2.5.2 it is shown that $-1/2$ is always an eigenvalue of the double layer operator making the second kind integral equation on smooth boundaries always singular. How to go around this to obtain unique solutions is also discussed.

### 2.5.2 Uniqueness of the solution to the Neumann problem

Result (2.4.4) implies that $-1/2$ is an eigenvalue of the double layer operator $K^d$ with eigenfunction 1. From (2.4.6), the Neumann problem can be represented as the second kind integral equation
\[ \left( \frac{1}{2} I + K^d \right) u(s) = K^s q(s) := f(s), \tag{2.5.17} \]
where $f(r)$ is a known function at $\partial \Omega$. Since $-1/2$ is an eigenvalue of $K^d$ with eigenfunction 1, it implies that 0 is an eigenvalue of the operator $\left( \frac{1}{2} I + K^d \right)$ with eigenfunction 1. Thus the space of functions spanned by 1, that is the constant functions, form the eigenspace of the operator $\left( \frac{1}{2} I + K^d \right)$ corresponding to eigenvalue 0. Let us denote this space by $W_0$, that is,
\[ W_0 := \text{span}(\{1\}). \tag{2.5.18} \]
Let
\[ W_1 := W_0^\perp \tag{2.5.19} \]
be the orthogonal complement of $W_0$ in $C^2(\Omega) \cap C^1(\bar{\Omega})$.

Consider the operator
\[
\mathcal{K} := \frac{1}{2}I + \mathcal{K}^d,
\]
which is also compact and Hermitian with a zero eigenvalue.

Consider the result of Theorem 2.5.3. Let $\{\phi_j\}$ be an orthonormal basis for the eigenspace of $\mathcal{K}$ corresponding to the eigenvalues $\lambda_j$. Then expanding $u$ in terms of the basis $\{\phi_j\}$ and substituting into (2.5.17) gives,
\[
\sum_j \lambda_j (u, \phi_j) \phi_j = \sum_j \lambda_j \alpha_j \phi_j = f,
\]
where
\[
\alpha_j := (u, \phi_j).
\]
Each $\alpha_j$ can then be computed as
\[
\alpha_j = \frac{(f, \phi_j)}{\lambda_j}, \quad \lambda_j \neq 0.
\]

Now,
\[
\lambda_0 \alpha_0 \phi_0 + \sum_{j=1}^{\infty} \lambda_j \alpha_j \phi_j = f. \tag{2.5.20}
\]
Since $\lambda_0$ is chosen to be zero, we have the freedom to choose $u_0 = (u, \phi_0) \phi_0$, the component of $u$ in the direction of $\phi_0$. This is responsible for the nonuniqueness of the solution. Fixing $\alpha_0$ would imply fixing $u$ and thus we obtain a unique solution. The easiest option is to choose $\alpha_0 = 0$. What is more general and used in practice is to choose $u(s) = u_s$ for some point $s$ at the boundary, see for instance [9, p 13]. Suppose it is given that $u(s) = u_s$ for some point $s$ at the boundary. Then
\[
\alpha_0 \phi_0(s) + \sum_{j=1}^{\infty} \alpha_j \phi_j(s) = u_s. \tag{2.5.21}
\]
So we have
\[
\alpha_0 = \frac{1}{\phi_0} \left( u_s - \sum_{j=1}^{\infty} \alpha_j \phi_j(s) \right). \tag{2.5.22}
\]
The solution is the original solution but shifted.
“The purpose of computation is insight, not numbers. ”–Richard Hamming
Chapter 3

The boundary element method

3.1 Introduction

The integral equation (2.4.2) expresses the value of the potential \( u \) at any point \( s \) in terms of its values and normal derivative at the boundary. A discretisation of this equation leads to the Boundary Element Method (BEM) system of algebraic equations. To this end, the physical boundary \( \partial \Omega \) is partitioned into \( N \) parts \( \partial \Omega_j, \ j = 1, 2, \ldots, N \), see Figure 3.1. Each physical partition \( \partial \Omega_j \) is represented by a numerical partition \( \Gamma_j \). The union \( \Gamma := \bigcup_{j=1}^{N} \Gamma_j \) is what is called a numerical boundary. For \( \Gamma_j \) we use rectilinear elements in which the ends of each partition

![Figure 3.1: A discretisation of an ellipse into \( N = 9 \) elements.](image)
∂Ω\(_j\) are connected by a straight line of length \(l\)_j to be called a *boundary element*, here simply called element and \(l\)_j the *element size*. A grid that has the same element size \(l\) for all the elements is called a *uniform grid* of size \(l\).

The elements are numbered according to the standard BEM convention: increasing in the anticlockwise sense. On each of the elements \(\Gamma\)_j an assumption is made on the functions \(u\) and \(q\). Basically these functions are assumed to vary as polynomials which are called *shape functions*. Depending on the order of the shape functions on each element, the type of elements used is said to be either constant, linear or even higher order. In this thesis examples in both *constant elements* and *linear elements* are considered. In constant elements, constant shape functions are used, that is, the functions on each element are assumed constant. In linear elements linear shape functions are used, that is, the functions on each element are assumed to vary linearly. In other cases, quadratic or even higher order shape functions may be used.

### 3.2 Constant elements

![Figure 3.2: Constant elements nodes \(r_1, \ldots, r_9\) corresponding to the discretisation in Figure 3.1 and discretisation of functions, \(f_u\), \(f_q\) are the shape functions.](image)

For constant elements an element is represented by a single node placed at the midpoint of the element. The element containing the \(j\)-th node is denoted \(\Gamma\)_j. These nodes are also used as the *collocation points*, that is, the points where the integral equation is applied. The BIE is then applied at the \(i\)-th node and integration over ∂Ω is estimated by the sum of the integrations on all the \(N\)
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elements. That is,

\[ c(r_i) u(r_i) + \sum_{j=1}^{N} \int_{r_j} u(r(\chi)) \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi = \sum_{j=1}^{N} \int_{r_j} q(r(\chi)) v(r_i; r(\chi)) \, d\chi. \]  

(3.2.1)

Here the nodes \( r_i, i = 1, 2, \ldots, N \), are the midpoints of the elements, see Figure 3.2. Next is the discretisation of the functions \( u \) and \( q \). These functions are assumed to be constant on each element and equal to their nodal values where the nodes are the midpoints of the elements. So let us introduce the definitions

\[ u_j := u(r_j), \quad q_j := q(r_j), \]  

(3.2.2)

where \( r_j \) is the midpoint of \( r_j \). Then assume that

\[ u(r) = u_j \quad \text{and} \quad q(r) = q_j \quad \text{for} \quad r \in r_j. \]  

(3.2.3)

Then using (3.2.3) in (3.2.1) gives

\[ c_i u_i + \sum_{j=1}^{N} u_j \int_{r_i} \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi = \sum_{j=1}^{N} q_j \int_{r_i} v(r_i; r(\chi)) \, d\chi. \]  

(3.2.4)

for all the collocation points \( i = 1, 2, \ldots, N \). Define

\[ \hat{H}_{ij} := \int_{r_i} \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi, \quad \text{and} \quad G_{ij} := \int_{r_i} v(r_i; r(\chi)) \, d\chi. \]  

(3.2.5)

These are called influence coefficients because their values express the contribution of the nodal values \( u_j \) and \( q_j \) to the formation of \( c_i u_i \), [35, p. 49]. With this notation equation (3.2.4) becomes

\[ c_i u_i + \sum_{j=1}^{N} \hat{H}_{ij} u_j = \sum_{j=1}^{N} G_{ij} q_j. \]  

(3.2.6)

Setting

\[ H_{ij} := c_i \delta_{ij} + \hat{H}_{ij}, \]  

(3.2.7)

where \( \delta_{ij} \) is the Kronecker delta, (3.2.6) can be written as

\[ \sum_{j=1}^{N} H_{ij} u_j = \sum_{j=1}^{N} G_{ij} q_j. \]  

(3.2.8)

Let \( H \) and \( G \) be \( N \times N \) matrices whose elements are given by (3.2.7) and (3.2.5). Also introduce the following vectors of length \( N \):

\[ \mathbf{u} := (u_1, u_2, \ldots, u_N)^T, \quad \mathbf{q} := (q_1, q_2, \ldots, q_N)^T. \]  

(3.2.9)
Then applying equation (3.2.8) for all the collocation points $r_i$, $i = 1, 2, \ldots, N$, yields

$$ Hu = Gq. $$ \hspace{1cm} (3.2.10)

In (3.2.10) we have a system of $N$ algebraic equations in $2N$ unknowns $u_i$ and $q_i$, $i = 1, 2, \ldots, N$, which, as it is now, is an underdetermined system. The extra $N$ relations needed to solve the system uniquely must come from the boundary conditions. For each element $j$, either $u_j$ or $q_j$ is known through boundary conditions.

For generality, let us assume a part $\partial \Omega^1$ of the boundary on which $u(r)$ is given and a part $\partial \Omega^2$ on which $q(r)$ is given. Let these two parts be discretised into $N_1$ and $N_2$ constant elements respectively such that $N_1 + N_2 = N$. Thus, there are still $N$ unknowns, $N - N_1$ values of $u(r)$ on $\partial \Omega^2$ and $N - N_2$ values of $q(r)$ on $\partial \Omega^1$ which are to be determined from the system (3.2.10). Before solving the system, the unknown need to be separated from the known quantities. To this end, partition the matrices $H$ and $G$ and write (3.2.10) as

$$ \begin{pmatrix} H_1 & H_2 \end{pmatrix} \begin{pmatrix} \tilde{u}_1 \\ \tilde{u}_2 \end{pmatrix} = \begin{pmatrix} G_1 & G_2 \end{pmatrix} \begin{pmatrix} q_1 \\ q_2 \end{pmatrix}, $$ \hspace{1cm} (3.2.11)

where $\tilde{u}_1$ and $\tilde{q}_2$ denote the known quantities on $\Gamma^1$ (representing $\partial \Omega^1$) and $\Gamma^2$ (representing $\partial \Omega^2$) respectively. Then carry out the multiplications and move all the unknowns to the left hand side of the equation to obtain

$$ Ax = b $$ \hspace{1cm} (3.2.12)

where

$$ A := \begin{pmatrix} -G_1 & H_2 \end{pmatrix}, \quad x := \begin{pmatrix} q_1 \\ u_2 \end{pmatrix}, \quad b := -H_1 \tilde{u}_1 + G_2 \tilde{q}_2. $$ \hspace{1cm} (3.2.13)

The solution of the system (3.2.12) gives a BEM approximation of the unknowns in $x$ in the grid nodes $r_j$. We denote by $x^l$ a BEM approximation on a grid of size $L$. Thus $u^l_j$ (or $q_j^l$) is a BEM approximation of $u_j$ (or $q_j$) using a grid of size $L$.

If the $N_1$ points and the $N_2$ points where the values of $u$ and respectively $q$ are prescribed are not consecutive then the partitioning of the matrices in (3.2.11) is preceded by an appropriate rearrangement of columns in $H$ and $G$. Solving (3.2.12) gives the unknown boundary quantities of $u$ and $q$. Therefore we now have all the boundary quantities. The solution $u(r)$ can then be computet at any point $r \in \Omega$ using (3.2.4) with $c(r) = 1$. 

3.3 Linear elements

In the case of linear elements the potential and its derivative are assumed to vary linearly over each element. This thesis discusses continuous linear elements in which the nodes are placed at the extremes of the element, see Figure 3.3. So \( f_u \) and \( f_q \) are linear interpolation functions expressed in terms of the values of \( u \) and \( q \) respectively at the extremes of the element. That is

\[
f_u(\xi) = a + b\xi, \quad f_q(\xi) = c + d\xi, \tag{3.3.1}
\]

where \( \xi \) is a local coordinate on an element (see (3.5.4)) and \( a, b \) and \( c, d \) are constants to be determined by substituting the values of \( u \) and \( q \) respectively at the extremes of the elements. For details on obtaining the system of equations (3.2.12) when linear elements are used see [35, p. 111], [57, p. 78].

3.4 Boundary corner singularities

Most of this thesis is devoted to discussing errors in BEM. In Chapter 4 we discuss sources of error that are due to the approximations that we make in a BEM formulation. One inherent source of error in BEM solutions may be due to the boundary on which we are solving. In particular boundaries with corners, in two dimensions, and edges, in three dimensions, deserve special attention due to the errors that occur in these regions. These errors are due to the singular behaviour of the functions involved in these locations, see for
instance [13], [54], [70]. Of course the potential at any point, be it a corner or otherwise, can only have one value. However, there are two distinct normal gradients at every corner, and several combinations of boundary conditions at a corner are now possible, see [78].

The spatial derivative of the potential field governed by the Laplace and Poisson equations can become infinite at corners and edges rendering the standard BEM as discussed in this thesis to give inaccurate results [24, p 282], [28, p 164], [56]. In [65] the authors have suggested a formulation of mixed elements to overcome this problem. Due to this corner problem, in the course of measuring error order in the subsequent chapters of this thesis we avoid boundaries with corners. This is because any results obtained with such boundaries will also reflect how well this corner problem is being circumvented.

## 3.5 Matrix elements

Forming the system (3.2.12) requires the formation of the matrices \( \mathbf{H} \) and \( \mathbf{G} \) for which we need to evaluate the integrals in (3.2.5). In two dimensions we have

\[
G_{ij} = \int_{\Gamma_j} v(r_i; r(\chi)) \, d\chi = -\frac{1}{2\pi} \int_{\Gamma_j} \log \|r_i - r(\chi)\| \, d\chi
\]

(3.5.1a)

and

\[
\hat{H}_{ij} = \frac{1}{2\pi} \int_{\Gamma_j} \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi = \frac{1}{2\pi} \int_{\Gamma_j} \frac{|r_i - r(\chi), n(\chi)|}{\|r_i - r(\chi)\|^2} \, d\chi.
\]

(3.5.1b)

We note that the integrals are singular when \( r \to r_i \) and therefore need special treatment when \( i = j \). For \( i \neq j \), the integrals are nonsingular and are evaluated numerically using Gaussian quadrature. To this end suppose we use rectilinear elements and \( r_{j-\frac{1}{2}} \) and \( r_{j+\frac{1}{2}} \) are the extremes of element \( j \) of length \( l_j \) as shown in Figure 3.4. We denote the grid size of element \( \Gamma_j \) by

\[
l_j := ||r_{j+1/2} - r_{j-1/2}||.
\]

(3.5.2)

We do a parameterization of the element \( j \) in terms of a local coordinate \( \xi \) on \( \Gamma_j \), that is

\[
r(\xi) := \frac{1}{2}(r_{j-\frac{1}{2}} + r_{j+\frac{1}{2}}) + \frac{(r_{j+\frac{1}{2}} - r_{j-\frac{1}{2}})}{l_j} \xi,
\]

(3.5.3)

where

\[-l_j/2 \leq \xi \leq l_j/2.
\]

(3.5.4)

The Jacobian of this transformation is

\[
J(\xi) = \sqrt{\left(\frac{dx}{d\xi}\right)^2 + \left(\frac{dy}{d\xi}\right)^2} = 1,
\]
where, from (3.5.3),

\begin{align*}
x(\xi) &= \frac{1}{2}(x_{j-\frac{1}{2}} + x_{j+\frac{1}{2}}) + \frac{(x_{j+\frac{1}{2}} - x_{j-\frac{1}{2}})}{l_j} \xi, \\
y(\xi) &= \frac{1}{2}(y_{j-\frac{1}{2}} + y_{j+\frac{1}{2}}) + \frac{(y_{j+\frac{1}{2}} - y_{j-\frac{1}{2}})}{l_j} \xi.
\end{align*}

Then using the above parameterization the integrals (3.5.1) become

\begin{align*}
G_{ij} &= -\frac{1}{2\pi} \int_{-1}^{1} \log ||r_i - r(\xi)|| d\xi, \\
\hat{H}_{ij} &= \frac{1}{2\pi} \int_{-1}^{1} \frac{(r_i - r(\xi), \mathbf{n})}{||r_i - r(\xi)||^2} d\xi.
\end{align*}

Since Gaussian quadrature points are given for the interval \([-1, 1]\) introduce a new coordinate \(\eta\) defined as \(\eta := \xi/(l_j/2)\). Then the integrals (3.5.5) become

\begin{align*}
G_{ij} &= -\frac{1}{4\pi} \int_{-1}^{1} \log ||r_i - r(\eta)|| d\eta, \\
\hat{H}_{ij} &= \frac{1}{4\pi} \int_{-1}^{1} \frac{(r_i - r(\eta), \mathbf{n})}{||r_i - r(\eta)||^2} d\eta,
\end{align*}
where
\[ r(\eta) := \frac{1}{2}(r_{j-\frac{1}{2}} + r_{j+\frac{1}{2}}) + \frac{1}{2}(r_{j+\frac{1}{2}} - r_{j-\frac{1}{2}})\eta \] (3.5.7)
and \( \eta \) is a local coordinate on the element such that \(-1 \leq \eta \leq 1\).

When \( i \neq j \) the integrands in (3.5.6) are nonsingular and the integrals can be evaluated using standard Gaussian quadrature. However for \( i = j \) the integrands are singular and the integrals are evaluated analytically. We have
\[ \int_{-1_i/2}^{1_i/2} \frac{1}{\|r_i - r(\xi)\|} \log \|r_i - r(\xi)\| d\xi = 2 \lim_{\epsilon \to 0} \int_{-\epsilon}^{\epsilon} \log \xi \, d\xi = \frac{1}{2}|\log(l_i/2) - 1|. \]

So (3.5.5a) becomes
\[ G_{ii} = -\frac{l_i}{2\pi}(\log(l_i/2) - 1). \] (3.5.8)

The integrand of \( \mathcal{H}_{ij} \) has the inner product \((r_i - r, n)\) in the numerator. When \( i = j \) the vector \( r_i - r \) is in the same element as the normal \( n \) and the two are perpendicular. Consequently \( (r_i - r, n) = 0 \) and hence
\[ \mathcal{H}_{ii} = \frac{1}{2\pi} \int_{c_i} \frac{(r_i - r(\xi), n)}{\|r_i - r(\xi)\|^2} \, d\xi = 0. \] (3.5.9)

### 3.6 Numerical integration

To complete the system of equations to be solved in BEM, the integrals in (3.5.6) have to be evaluated. When the integrands are singular the integrals are evaluated analytically as shown in (3.5.8) and (3.5.9). However, the nonsingular integrals can be approximated using standard Gauss-Legendre quadrature. After parametrisation in (3.5.6) the integrals are of the form
\[ \int_{-1}^{1} f(\eta) \, d\eta. \] (3.6.1)

For \( f(\eta) \) nonsingular, the standard Gauss-Legendre quadrature gives
\[ \int_{-1}^{1} f(\eta) \, d\eta \approx \sum_{i=1}^{n} \omega_i f(\eta_i), \] (3.6.2)
where \( \eta_i \) are the knots and \( \omega_i \) the weights, see [73] for tables of knots and their corresponding weights.

Other than resorting to analytical expressions, if \( f \) has a weak or logarithmic singularity over the interval \([-1, 1]\), the integral can also be evaluated using
special numerical integration schemes for integrals with a weak or logarithmic singularity. For an integral with a logarithmic singularity the following Gauss-log approximation is used [15, 73],

\[
\int_0^1 f(\eta) \log(\eta) \, d\eta \approx \sum_{i=1}^m \tilde{\omega}_i f[\tilde{\eta}_i],
\]

where \(\tilde{\eta}_i\) are the knots and \(\tilde{\omega}_i\) the weights for the quadrature rule with a logarithmic singularity. In addition to [15, 73], the weights can also be found in [43, p. 513]. More on numerical computation of integrals with a logarithmic singularity can be found in [67].

### 3.7 Examples

In this thesis we like to use some reference cases. They are given by Examples 3.7.1 to 3.7.4. For the problem domain, either a disc or a square is used.

**Example 3.7.1 (Problem (a): Dirichlet problem, smooth solution)**

\[
\begin{align*}
\nabla^2 u(r) &= 0, \quad r \in \Omega, \\
\quad u(r) &= x^2 - y^2, \quad r \in \partial \Omega.
\end{align*}
\]

Taking \(\Omega = \{ r \in \mathbb{R}^2 : ||r|| \leq 1.2 \}\), Example 3.7.1 has the continuous solution shown in Figure 3.5b. Figure 3.5a shows the domain considered: a circular disc of radius \(R = 1.2\) centred at the origin. Since \(u(x, y)\) itself satisfies the Laplace equation in \(\Omega\) we can easily compute the analytic solution \(q(x, y) = n \cdot \nabla u(x, y)\). The boundary function \(u(x, y)\) in polar coordinates centred at the origin is given by \(u(r, \theta) = R^2 \cos 2\theta\) and the analytic solution is \(q(R, \theta) = 2R \cos 2\theta\). Figure 3.5b shows the solution plotted against the polar angle.

**Example 3.7.2 (Problem (b): Dirichlet problem, locally active solution)**

\[
\begin{align*}
\nabla^2 u(r) &= 0, \quad r \in \Omega, \\
\quad u(r) &= \log(||r - r_0||), \quad r \in \partial \Omega,
\end{align*}
\]

where \(r_0\) is a fixed point outside \(\Omega\). Again taking the disc shown in Figure 3.6a as the domain and \(r_0 = (0.36, 1.8)\), Example 3.7.2 can be solved analytically. The continuous solution, shown in Figure 3.6b, is \(q(r) = (r - r_0) \cdot n(r)/||r - r_0||^2\) where \(n(r)\) is the unit outward normal at \(r\). The solution is plotted against the angle \(\theta\) around the circle, note the local high activity near \(\theta = 1.4\).

**Example 3.7.3 (Problem (c): Neumann problem, smooth solution)**

\[
\begin{align*}
\nabla^2 u(r) &= 0, \quad r \in \Omega, \\
\quad q(r) &= \frac{2(x^2 - y^2)}{\sqrt{x^2 + y^2}}, \quad r \in \partial \Omega.
\end{align*}
\]
Figure 3.5: A disc domain and solution to Example 3.7.1 on the circular boundary of radius $R = 1.2$.

Figure 3.6: A disc domain and solution to Example 3.7.2 with $r_0 = (0.36, 1.8)$ on the circular boundary of radius $R = 1.2$. 

\[ q(x(\theta), y(\theta)) \]
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Take again as domain the disc of radius $R = 1.2$ shown in Figure 3.7a. The solution to this problem can be computed analytically. For our circular domain the solution is easily expressed in polar coordinates centred at the origin and is given by $u(R, \theta) = R^2 \cos 2\theta$. Figure 3.7b is a plot of this solution against $\theta$.

![Disc domain and solution to Example 3.7.3](image)

Figure 3.7: A disc domain and solution to Example 3.7.3 on the circular boundary of radius $R = 1.2$.

**Example 3.7.4 (Problem (d): Neumann problem, locally active solution)**

\[
\begin{aligned}
\nabla^2 u(r) &= 0, & r \in \Omega, \\
q(r) &= \frac{|r - r_0| \cdot n(r)}{||r - r_0||^2}, & r \in \partial \Omega, \\
\end{aligned}
\]

(3.7.4)

where $r_0$ is a fixed point outside $\Omega$ and $n(r)$ is the outward normal at $r$. The solution to this problem can be computed analytically. Again for the disc shown in Figure 3.8a as domain and $r_0 = (0.36, 1.8)$, Example 3.7.4 has the continuous solution shown in Figure 3.8 where $\theta$ is the angle around the circle. Note again the relatively high local activity near $\theta = 1.4$.

For these examples, the analytic expressions for the solutions are known. This will help us compare exact analytic and numerical solutions and thus compute global and local errors as we will see in Chapters 4 and 5. Observe in these examples that the solution to Dirichlet problem 1 is the boundary condition in Neumann problem 1 and vice-versa. Also the solution to Dirichlet problem 2 is the boundary condition in Neumann problem 2 and vice-versa.
Figure 3.8: A disc domain and solution to Example 3.7.4 with $r_0 = (0.36, 1.8)$ on the circular boundary of radius $R = 1.2$. 
“The study of error is not only in the highest degree prophylatic, but it serves as a stimulating introduction to the study of truth.” – Walter Lipmann
The boundary element method
Chapter 4

Local errors in BEM for potential problems

4.1 Introduction

The BEM results from a numerical discretisation of a BIE. The subject of errors in BEM is still a very interesting one and some aspects have not yet been as explored as they are in other numerical methods like finite element methods (FEM) and finite difference methods (FDM). Errors in BEM solutions may be due to discretisation or to inaccuracies in the solver that involves the use of BEM matrices with high condition numbers. Although a BIE is an exact representation for the solution of a BVP, errors will occur in BEM because the BIE is applied at only a selected set of collocation points.

For a given discretisation, there are several ways to implement BEM because of the choice in collocation and nodal points and the shape functions. These will all influence the resulting error in the solution. Amongst the error sources also is the fact that the choice of shape functions at the boundary elements may not satisfy the smoothness requirements of the original BIE. In most cases where error measurement has been performed, like in adaptive refinement, the main focus has been a guiding measure of the error. In this chapter we present recent results on an analysis of actual local errors in BEM solutions. The results presented will not only be helpful in choosing an implementation strategy but also in guiding adaptive refinement techniques. We focus our attention to obtaining infinity norm estimates of the error.

Several techniques have been used to measure BEM errors in the area of adaptive refinement. In [45] and [37] a review of error estimation and adaptive
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methods can be found. Most of these methods are a posteriori providing an indirect way of estimating the error. For instance the discretisation error is estimated by the difference between two solutions obtained using different collocation points but the same discretisation [22]. Another technique uses the first (singular integral equation) and the second (hypersingular integral equation) kind formulations to provide an error estimate [44]. Data from the first kind of equation is substituted into the second kind to obtain a residual which is then used to estimate the error. In [29] the authors have used a so called gradient recovery procedure to develop a local error estimate. The error function is generated from differences between smoothed and non-smoothed rates of change of boundary variables in a local tangent direction. Some authors have used a posteriori error estimation in FEM as a guiding tool to develop error estimates for BEM [8]. In [66] residual based estimators are used in the case of Galerkin solutions. An error estimator is also obtained by solving an error equation as accurately as possible, see [66]. Unfortunately usually such techniques are restricted to Galerkin BEM and literature is scarce for collocation BEM formulations and BEM in general as compared to FEM [8, 17, 29, 45]. In our case we would like to start from the basics of the BIE discretisation to develop error analyses for collocation BEM for potential problems. Though the ideas could easily be adapted to 3D, 2D problems and the Laplace equation in particular are discussed.

When a value \( x_j \) is approximated by \( x^L_j \) using BEM, a global error \( e_j \), which is the difference between the exact solution \( x_j \) and its BEM approximation \( x^L_j \), is committed. That is,

\[
e := x - x^L.
\]

(4.1.1)

For instance for a Dirichlet problem the BEM solution is a vector of values of the normal derivative \( q^L \) and the global error is given by

\[
e := q - q^L.
\]

(4.1.2)

To assess this we first have to investigate the local discretisation error. Local discretisation errors are usually defined as the residual that remains if the exact solution is substituted into the discretised equation. In operator notation, suppose we have an operator \( A \) and a discretisation of \( A \), say \( A^L \), both defined on the same space. Let the continuous solution \( u \) satisfy

\[
A u = b.
\]

(4.1.3)

Let the discretised problem be

\[
A^L u^L = b^L,
\]

(4.1.4)

where \( u^L \) is the discrete approximation of \( u \). Then the local error \( d^L \) is defined by

\[
A^L u = b^L + d^L,
\]

(4.1.5)
4.2 A survey of error sources

where \( u \) is the projection of the full exact solution on the grid. As a consequence, the global error satisfies

\[
\mathcal{A}^L e = d^L. \tag{4.1.6}
\]

Alternatively we can define the local error through

\[
\mathcal{A}u^L = b + d, \tag{4.1.7}
\]

that is, by substituting the approximation into the exact problem. This gives

\[
\mathcal{A}e = d. \tag{4.1.8}
\]

Both (4.1.6) and (4.1.8) can be useful to estimate global error. However, inversion in order to get the global error in (4.1.8) is hampered by the fact that we need information of the solutions everywhere. Nevertheless (4.1.7) is appealing as it is based on the original operator.

In this chapter local errors are discussed. Global errors will be discussed in Chapter 5. Section 4.2 presents a brief survey of error sources in BEM and Section 4.2.1 presents a discussion on local errors due to interpolation in BEM and a theory for the expected convergence rates of the local error for both constant and linear elements. It is shown here that the local errors for both formulations are of second order. Numerical results for both Dirichlet and Neumann examples are presented to verify the theory presented on local errors.

For the theories on local errors we assume a uniform grid. However it might not always be necessary to have uniform grids. For problems with localised regions of high activity, a composite coarse-fine grid is useful. In Section 4.7 the process of equidistribution in BEM for problems whose solutions have small regions of high activity is discussed.

4.2 A survey of error sources

In a BEM implementation, the first step is to discretise the boundary of the domain. Then in the application of the integral equation we have the freedom to choose collocation points and the nodal points. This suggests that for a given discretisation there is more than one way one can choose to implement the BEM, each of which will have its own advantages and disadvantages. Throughout this thesis we consider discretisations using rectilinear elements. This results into the numerical boundary being a polygon, see for instance Figure 4.1 in the case of a circular boundary.

Besides choosing the position of collocation and nodal points on the numerical boundary, the way boundary conditions are treated is also important. In the traditional constant elements for example, the nodes are the midpoints of the
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Figure 4.1: Discretisation of a circle into a six elements polygon.

Figure 4.2: Numerical representation of boundary points; $r_i$ the exact point and $\bar{r}_i$ its numerical representation.

elements and are also the collocation points. For the discretisation shown in Figure 4.1, the numerical boundary does not coincide with the physical boundary and so we may talk of exact points $r_i$ on $\partial \Omega$ and their numerical representations $\bar{r}_i$ on $\Gamma$ as shown in Figure 4.2. One may thus choose collocation points on the physical boundary or on the numerical boundary. Likewise one may choose to compute the integrals of the known functions on the exact physical boundary or on the numerical boundary. In Table 4.1 we give a summary of the possibilities one may consider in the case of a Dirichlet problem when implementing constant elements. Similar choices arise in the case of a Neumann or mixed problem.

The different cases arise from the location of collocation points on either the numerical boundary or the physical boundary, treatment of boundary conditions and the choice between the numerical and physical boundary for the integrals involved in the formation of the matrix $A$ and vector $b$ in (3.2.12).

Consider for instance, cases (1) and (5) in Table 4.1. In case (1) the collocation points are on the numerical boundary $\Gamma_j$, the boundary function $u$ is assumed constant on $\Gamma_j$ taking on the midpoint value $u(r_j)$, the right hand side $b$ and the matrix $A$ are formed by integrating on $\Gamma_j$. This is the traditional implementation
4.2 A survey of error sources

<table>
<thead>
<tr>
<th>position of collocation points</th>
<th>boundary condition on the element</th>
<th>form ( b ) by integrating either on ( \partial \Omega_i ) or ( \Gamma_i )</th>
<th>form ( A ) by integrating either on ( \partial \Omega_i ) or ( \Gamma_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Gamma_i )</td>
<td>( u(\bar{r}_i) )</td>
<td>( \Gamma_i )</td>
<td>( \partial \Omega_i )</td>
</tr>
<tr>
<td>( \partial \Omega_i )</td>
<td>( u(r) )</td>
<td>( \partial \Omega_i )</td>
<td>( \Gamma_i )</td>
</tr>
</tbody>
</table>

Table 4.1: Summary of possibilities on how one could implement constant elements BEM.

of constant elements. That is,

\[
b_i := -\frac{1}{2} u_i - \sum_{j=1}^{N} u_j \int_{\Gamma_i} \frac{\partial v}{\partial n}(\bar{r}_i; r(\chi)) \, d\chi,
\]

\[
A_{ij} := -\int_{\Gamma_i} v(\bar{r}_i; r(\chi)) \, d\chi.
\]

In case (5) the collocation points are on the numerical boundary, the boundary function \( u(r) \) is not assumed constant on \( \Gamma_i \) but used directly as given in the formation of \( b \), the right hand side \( b \) and the matrix \( A \) are formed by integrating on \( \Gamma_i \). That is

\[
b_i := -\frac{1}{2} u(\bar{r}_i) - \sum_{j=1}^{N} u(\bar{r}_i) \int_{\Gamma_i} \frac{\partial v}{\partial n}(\bar{r}_i; r(\chi)) \, d\chi,
\]

\[
A_{ij} := -\int_{\Gamma_i} v(\bar{r}_i; r(\chi)) \, d\chi.
\]

The other cases can also be explained by following their respective trends in the table. Cases (9) to (16) are obtained by choosing collocation on the physical boundary. The dashes in the table are for cases that are not feasible in the sense that once we have chosen to collocate on the physical boundary then we should implement the integral equation on the physical boundary by carrying out the integrations in the formation of \( b \) and \( A \) on the same boundary.

In Table 4.2 results for some of the cases in Table 4.1 are presented. In particular, in Table 4.2a is a comparison of cases (1) and (5) and in Table 4.2b a
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Comparison of cases (12) and (16).

<table>
<thead>
<tr>
<th>N</th>
<th>( | \mathbf{d} |_{\infty} )</th>
<th>case (1)</th>
<th>case (5)</th>
<th>N</th>
<th>( | \mathbf{d} |_{\infty} )</th>
<th>case (12)</th>
<th>case (16)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.20</td>
<td>1.02E-01</td>
<td></td>
<td>5</td>
<td>1.76E-02</td>
<td>1.81E-01</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>1.66E-01</td>
<td>3.87E-02</td>
<td></td>
<td>15</td>
<td>3.53E-02</td>
<td>2.86E-02</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>1.90E-02</td>
<td>5.12E-03</td>
<td></td>
<td>45</td>
<td>4.99E-03</td>
<td>4.74E-03</td>
<td></td>
</tr>
<tr>
<td>135</td>
<td>2.13E-03</td>
<td>5.98E-04</td>
<td></td>
<td>135</td>
<td>5.93E-04</td>
<td>5.84E-04</td>
<td></td>
</tr>
<tr>
<td>405</td>
<td>2.38E-04</td>
<td>6.75E-05</td>
<td></td>
<td>405</td>
<td>6.73E-05</td>
<td>6.70E-05</td>
<td></td>
</tr>
<tr>
<td>1215</td>
<td>2.65E-05</td>
<td>7.57E-06</td>
<td></td>
<td>1215</td>
<td>7.54E-06</td>
<td>7.52E-06</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Local errors in cases (1) and (5) in (a) and cases (12) and (16) in (b) when the problem in Example 3.7.1, which is a Dirichlet problem, is solved on a disc domain. The local error \( \mathbf{d} \) is defined in (4.1.5).

<table>
<thead>
<tr>
<th>N</th>
<th>( | \mathbf{d} |_{\infty} )</th>
<th>case (1)</th>
<th>case (5)</th>
<th>N</th>
<th>( | \mathbf{d} |_{\infty} )</th>
<th>case (12)</th>
<th>case (16)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3.11E-01</td>
<td>2.63E-02</td>
<td></td>
<td>5</td>
<td>5.34E-03</td>
<td>5.49E-02</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>4.81E-02</td>
<td>1.12E-02</td>
<td></td>
<td>15</td>
<td>1.04E-02</td>
<td>8.40E-03</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>5.67E-03</td>
<td>1.52E-03</td>
<td></td>
<td>45</td>
<td>1.49E-03</td>
<td>1.42E-03</td>
<td></td>
</tr>
<tr>
<td>135</td>
<td>6.39E-04</td>
<td>1.79E-04</td>
<td></td>
<td>135</td>
<td>1.78E-04</td>
<td>1.75E-04</td>
<td></td>
</tr>
<tr>
<td>405</td>
<td>7.13E-05</td>
<td>2.02E-05</td>
<td></td>
<td>405</td>
<td>2.02E-05</td>
<td>2.01E-05</td>
<td></td>
</tr>
<tr>
<td>1215</td>
<td>7.93E-06</td>
<td>2.26E-06</td>
<td></td>
<td>1215</td>
<td>2.26E-06</td>
<td>2.26E-06</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3: Local errors in cases (1) and (5) in (a) and cases (12) and (16) in (b) when the problem in Example 3.7.1, which is a Dirichlet problem, is solved on a disc domain. The local error \( \mathbf{d} \) is defined in (4.1.5).

It is expected that the results of case (5) are better than those of case (1), since case (5) should capture the variation of the boundary function better. For the same reasons, the results of case (16) are expected to be better than those of case (12). Since in cases (12) and (16) the numerical boundary coincides with the physical boundary, the corresponding results should be better than those of cases (1) and (5). The results in Table 4.2 agree with this observation. Although the difference in results might seem not that much, we note that the problems in real life will usually involve more complicated geometries for the physical boundary and more wild boundary conditions. This will make the difference between the choices in Table 4.1 more important than it looks in the above example.

Although some work has already been done in estimating errors in BEM, there is not yet an error analysis that traces down all the error sources above. In [28,
4.2.1 Defining local errors

Section 4.2 above introduced different ways in which BEM can be implemented. These induce sources of error in BEM for potential problems: approximation of the physical boundary by a numerical boundary, approximation of the boundary quantities by interpolation, and approximation of the integrals by quadrature rules. Thus, the local error in BEM will be an accumulation of the following errors from each of the above sources respectively:

(i) **Boundary discretisation error**: This error is not there if $\Gamma_j$ and $\partial \Omega_j$ coincide.

(ii) **Interpolation error**: This is the most important one. The unknown functions are assumed to vary as certain interpolation polynomials, the so-called shape functions $f_u(r)$ and $f_q(r)$ for $u(r)$ and $q(r)$ respectively. For instance for constant elements, assuming the functions $u(r)$ and $q(r)$ are assumed piecewise constant on each $\Gamma_j$.

(iii) **Quadrature error**: This error is also very important since all the integrals in (3.2.5) are usually evaluated using numerical quadrature. However, it can be minimised by choosing suitable high order quadrature rules.

Let us again consider a general point $s$ at the boundary where the integral equation is applied. Then constant elements assumes:

\[
\int_{\partial \Omega_j} u(r(\chi)) \frac{\partial v}{\partial n}(s; r(\chi)) \, d\chi \doteq \int_{\Gamma_j} u(r(\chi)) \frac{\partial v}{\partial n}(s; r(\chi)) \, d\chi, \tag{4.2.5a}
\]

\[
\int_{\Gamma_j} u(r(\chi)) \frac{\partial v}{\partial n}(s; r(\chi)) \, d\chi = \int_{\Gamma_j} f_u(r(\chi)) \frac{\partial v}{\partial n}(s; r(\chi)) \, d\chi = u_j \int_{\Gamma_j} \frac{\partial v}{\partial n}(s; r(\chi)) \, d\chi, \tag{4.2.5b}
\]

\[
u_j \int_{\Gamma_j} \frac{\partial v}{\partial n}(s; r(\chi)) \, d\chi = u_j Q_j \left( \frac{\partial v}{\partial n}(s; r(\chi)) \right). \tag{4.2.5c}
\]
Here \( Q_j \left( \frac{\partial v}{\partial n}(s; r(\chi)) \right) \) denotes a quadrature approximation of the integral. Likewise for the single layer integrals we have

\[
\int_{\partial \Omega_j} q(r(\chi)) v(s; r(\chi)) \, d\chi = \int_{\Gamma_j} f_q(r(\chi)) v(s; r(\chi)) \, d\chi = q_i \int_{\Gamma_j} v(s; r(\chi)) \, d\chi, \tag{4.2.6a}
\]

\[
q_i \int_{\Gamma_j} v(s; r(\chi)) \, d\chi \approx Q_i \left( v(s; r(\chi)) \right). \tag{4.2.6b}
\]

If Dirichlet boundary conditions are given on \( \Gamma_j \), then \( u_j = u(r_i) \) in (4.2.5b) and likewise \( q_j = q(r_i) \) in (4.2.6b), in the case of Neumann boundary conditions.

Note that the expressions in (4.2.5) and (4.2.6) will be similar in linear elements except that now the functions \( f_u \) and \( f_q \) will be order one polynomials as introduced in (3.3.1). The local error per element is an accumulation of the local errors in (4.2.5) and/or (4.2.6), depending on the boundary conditions given and how they are treated. So we define the errors on the \( j \)-th element for a source node \( s \) as:

\[
d^u_j(s) := \int_{\partial \Omega_j} u(r(\chi)) \frac{\partial v}{\partial n}(s; r(\chi)) \, d\chi - u_j Q_i \left( \frac{\partial v}{\partial n}(s; r(\chi)) \right), \tag{4.2.7a}
\]

\[
d^q_j(s) := \int_{\partial \Omega_j} q(r(\chi)) v(s; r(\chi)) \, d\chi - q_i Q_i \left( v(s; r(\chi)) \right). \tag{4.2.7b}
\]

The errors \( d^u_j \) and \( d^q_j \) in (4.2.7) are what we will call the sublocal errors. Then the local error at \( s \) due to contributions from all the elements is defined as

\[
d(s) := - \sum_{j=1}^{N} d^u_j(s) + \sum_{j=1}^{N} d^q_j(s). \tag{4.2.8}
\]

When \( s = r_i \) in the discretisation introduced in Section 3.2, then the error \( d(r_i) \) given by (4.2.8) is the local error in the \( i \)-th equation. That is if we were to write the exact equation of (3.2.1) using BEM approximations \( u_j \) and \( q_j \) we would obtain

\[
c(r_i) u(r_i) + \sum_{j=1}^{N} u_j \int_{\partial \Omega_i} \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi = \sum_{j=1}^{N} q_i \int_{\partial \Omega_i} v(r_i; r(\chi)) \, d\chi + d(r_i). \tag{4.2.9}
\]

We will mainly be interested in the error due to interpolation and will minimise the error due to quadrature by using high order adaptive quadrature rules. It is also important to note that in some problems the physical boundary is
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quite regular or indeed coincides exactly with the numerical boundary hence eliminating one inherent source of error.

The treatment of boundary conditions also has a significant contribution to the local error we are assessing. Consider the case of a Dirichlet problem. Although in this case the continuous function \( u \) is known, usually \( u \) is still assumed to be constant like in (4.2.5b). Although this leaves the method cheaper and easier to implement, it introduces an error in the right hand side that could have rather been avoided. The contribution \( d_{ij}^u \) in (4.2.7a) to the local error can be skipped by avoiding this assumption on \( u \) and thus have an “exact right hand side”.

In what follows we assess further local errors for both the constant and linear element formulations and in Chapter 5 global errors are assessed. Out of the possibilities presented in Table 4.1, we concentrate on the traditional constant elements. However, the constant \( u \) assumption is avoided on elements where the continuous function is known. Thus, possibility (5) in the table is examined.

We use here a better in depth approach than that used in [33] by using the local arc coordinate and sublocal error.

4.3 Dirichlet problems

Consider the case of Dirichlet boundary conditions. This case results in the first kind integral equation

\[
K^c(s;r)q(r) = f(r)
\] (4.3.1)

where the right hand side

\[
f(r) = \frac{1}{2}I + K^d(s;r)u(r)
\] (4.3.2)

is known since \( u \) is given. The solution of (4.3.1) in BEM therefore involves estimating integrals of the form

\[
I := \frac{1}{2\pi} \int_{\partial\Omega_1} v(s;r(\chi))q(r(\chi))d\chi.
\] (4.3.3)

The following two sections discuss local errors due to a BEM solution of (4.3.1) using constant elements and linear elements.

4.3.1 Constant elements

In this section attention is focussed on constant elements and assess the interpolation error. As one may expect the error will depend on the size of the
elements where the interpolation is done. We will derive a relation between the local error and the grid size.

Suppose the boundary $\Gamma$ is discretised into elements $\Gamma_j$ each of size $l_j$. For an element with Dirichlet boundary conditions, if we perform exact integration for $u$, then the only contribution to the sublocal error (4.2.7) is that due to interpolation of $q$. Let us introduce $d_{0j}(s)$, the error due to interpolation on the $j$-th element when the source node is $s$, which is defined as:

$$d_{0j}(s) := \int_{\Gamma_j} q(r(\chi))v(s;r(\chi))\,d\chi - q_j \int_{\Gamma_j} v(s;r(\chi))\,d\chi.$$  

(4.3.4)

The subscript 0 is used to denote constant elements where a zeroth order polynomial is used for interpolation. The error $d_{0j}(s)$ is the sublocal error due to interpolation and the local error $d_0(s)$ due to interpolation is the sum of all the sublocal errors. That is,

$$d_0(s) = \sum_j d_{0j}(s).$$  

(4.3.5)

The following lemma is based on a discretisation of the boundary into a polygon, that is, the element $\Gamma_j$ is a straight line of length $l_j$ say.

**Lemma 4.3.1** The truncation error in (4.3.4) is third order in grid size $l_j$ and is given by

$$d_{0j}(s) = \begin{cases} 
-\frac{1}{24\pi} \frac{\partial q}{\partial \chi}(\chi_j) - \frac{1}{r_j(\chi_j)} \frac{\partial r_j(\chi_j)}{\partial \chi} l_j^3 - \frac{1}{48\pi} \frac{\partial^2 q}{\partial r_j^2}(r_j(l_j^2) l_j^3 \log(|s - r_j|) + O(l_j^4), s \notin \Omega_j, \\
-\frac{1}{48\pi} \frac{\partial^2 q}{\partial r^2}(r_i(l_i^3)(1/3 - \log(l_i/2)) + O(l_i^4), s \in \Omega_j, j = i.
\end{cases}$$  

(4.3.6)

where $\chi$ is an arc length coordinate in $\partial \Omega$ and $\partial q/\partial \chi$ is the tangential derivative of $q$.

**Proof.** Let $\chi_j$ be the midpoint in $\partial \Omega_j$, see Figure 4.3.

Consider the “exact” integral in (4.3.4), that is,

$$I := \int_{\Gamma_j} v(s;r(\chi))q(r(\chi))\,d\chi.$$  

(4.3.7)

This integral can be rewritten in terms of $\chi$. Suppose we have a Taylor series expansion of $q(\chi)$ about $\chi_j$ within the element $\Gamma_j$, that is,

$$q(\chi) = q(\chi_j) + \frac{\partial q}{\partial \chi}(\chi_j)(\chi - \chi_j) + \frac{1}{2} \frac{\partial^2 q}{\partial r_j^2}(\chi_j)(\chi - \chi_j)^2 + \frac{1}{6} \frac{\partial^3 q}{\partial r_j^3}(\chi_j)(\chi - \chi_j)^3 + \cdots.$$  

(4.3.8)
For simplicity we may write \( q'(\chi_j) \) instead of \( \frac{\partial q}{\partial \chi} \), \( q''(\chi_j) \) instead of \( \frac{\partial^2 q}{\partial \chi^2} \), etcetera, so that \( q'(\chi_j) \), \( q''(\chi_j) \), and so on, on \( \partial \Omega_j \) are actually the tangential derivatives of \( q \) at \( \chi_j \). In general we shall use the notation

\[
r(\chi) := ||s - r(\chi)||
\]

(4.3.9)

for a fixed point \( s \) and any point \( \chi \in \partial \Omega \). We also define the distance \( r_j(\chi) \) from a point \( s \) to \( \partial \Omega_j \) as

\[
r_j(\chi) := ||s - r_j(\chi)||, \quad \chi \in \partial \Omega_j.
\]

(4.3.10)

If \( r(\chi) \) is a point on \( \partial \Omega_j \), we write

\[
r_j(\chi_j) := ||s - r(\chi)|| = ||s - r_j|| \quad \text{since} \quad r(\chi_j) = r_j,
\]

(4.3.11)

see Figure 4.3. Using (4.3.8) in (4.3.7) and substituting the expression for \( v(s; r) \) gives

\[
-2\pi I = \int_{-l_j/2}^{l_j/2} \log[r_j(\chi)] q(\chi_j) \, d\chi + \int_{-l_j/2}^{l_j/2} \log[r_j(\chi)] \frac{\partial q}{\partial \chi}(\chi_j)(\chi - \chi_j) \, d\chi + \\
\int_{-l_j/2}^{l_j/2} \log[r_j(\chi)] \frac{1}{2} \frac{\partial^2 q}{\partial \chi^2}(\chi_j)(\chi - \chi_j)^2 \, d\chi + \cdots
\]

(4.3.12)

In constant elements BEM only the first term of (4.3.12) is used, that is,

\[
I = -\frac{1}{2\pi} \int_{-l_j/2}^{l_j/2} \log[r_j(\chi)] q(\chi_j) \, d\chi.
\]

(4.3.13)

This results in a truncation error given by

\[
d_{0j}(s) = -\frac{1}{2\pi} \int_{-l_j/2}^{l_j/2} \log[r_j(\chi)] \frac{\partial q}{\partial \chi}(\chi_j)(\chi - \chi_j) \, d\chi \\
- \frac{1}{2\pi} \int_{-l_j/2}^{l_j/2} \log[r_j(\chi)] \frac{1}{2} \frac{\partial^2 q}{\partial \chi^2}(\chi_j)(\chi - \chi_j)^2 \, d\chi + \cdots
\]

(4.3.14)
Consider the first term of (4.3.14). That is,

\[
T_1 := -\frac{1}{2\pi} \int_{-l_j/2}^{l_j/2} \frac{\partial q}{\partial \chi}(\chi_j) \log[r_j(\chi)](\chi - \chi_j) \, d\chi.
\]  

(4.3.15)

For \( s \in \partial \Omega_j, j - i \), then \( s = r_j, \, r(\chi) = |\chi| \) and we see that the Cauchy principal value integral in (4.3.15) evaluates to zero. Otherwise, for \( \chi - \chi_j \) small, or equivalently \( l_j \) small, the distance \( r_j(\chi) \) can be expanded about the point \( \chi_j \) as,

\[
r_j(\chi) = r_j(\chi_j) + \left( 1 + \frac{1}{r_j(\chi_j)} \frac{\partial r_j}{\partial \chi}(\chi_j)(\chi - \chi_j) \right) (\chi - \chi_j) + O((\chi - \chi_j)^2).
\]  

(4.3.16)

Since \( r_j(\chi_j) \neq 0 \) we can write (4.3.16) as

\[
r_j(\chi) = r_j(\chi_j) \left( 1 + \frac{1}{r_j(\chi_j)} \frac{\partial r_j}{\partial \chi}(\chi_j)(\chi - \chi_j) \right) + O((\chi - \chi_j)^2).
\]  

(4.3.17)

Substituting (4.3.17) in (4.3.15) gives

\[
T_1 \approx -\frac{1}{2\pi} \int_{-l_j/2}^{l_j/2} \frac{\partial q}{\partial \chi}(\chi_j) \log[r_j(\chi_j)](\chi - \chi_j) \, d\chi
\]

\[-\frac{1}{2\pi} \int_{-l_j/2}^{l_j/2} \frac{\partial q}{\partial \chi}(\chi_j) \log \left( 1 + \frac{1}{r_j(\chi_j)} \frac{\partial r_j}{\partial \chi}(\chi_j)(\chi - \chi_j) \right) (\chi - \chi_j) \, d\chi \]  

(4.3.18)

Consider \( \xi \), a local coordinate in \( \partial \Omega_j \) such that, see Figure 4.4a,

\[
\chi = \chi_j + \xi, \quad -l_j/2 \leq \xi \leq l_j/2.
\]  

(4.3.19)

Then the first integral on the right of (4.3.18) becomes

\[
\int_{-l_j/2}^{l_j/2} \frac{\partial q}{\partial \chi}(\chi_j) \log[r_j(\chi_j)]\xi \, d\xi = 0.
\]  

(4.3.20)

Define \( \xi \) as a local coordinate in \( \partial \Omega_j \) and \( \eta \) the inward normal coordinate, see the illustration in Figure 4.4. The distance \( r_j(\xi) \) introduced in (4.3.10) is then
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given by
\[ r_j(\xi) = \left[ (\xi - \xi_s)^2 + \eta_j^2 \right]^{1/2} \]
so \[ r'_j(\xi) = \frac{\xi - \xi_s}{\left[ (\xi - \xi_s)^2 + \eta_j^2 \right]^{1/2}}. \]

Then we have, since \( \xi_j = 0 \),
\[ \frac{r'_j(\xi_j)}{r_j(\xi_j)}(\xi - \xi_j) = -\frac{\xi_s \xi}{\xi_s^2 + \eta_j^2}. \]

Note that \( \xi \in \partial \Omega_j \) so that \( |\xi| \leq l_j/2 \). Hence, since \( \eta_j^2 \geq 0 \) we find
\[ \left| \frac{r'_j(\xi_j)}{r_j(\xi_j)}(\xi - \xi_j) \right| = \left| \frac{\xi_s \xi}{\xi_s^2 + \eta_j^2} \right| < 1. \] (4.3.21)

A natural logarithm series expansion can therefore be used for the logarithm term in the second integral on the right hand side of (4.3.18). Therefore, the second integral, with the help of natural logarithm series for \( \log(1 + x) \), becomes
\[ -\frac{1}{2\pi} \int_{-l_j/2}^{l_j/2} \frac{\partial q}{\partial \chi}(\chi_j) \log \left( 1 + \frac{1}{r_j(\chi)} \frac{\partial r_j(\chi)}{\partial \chi}(\chi - \chi_j) \right) (\chi - \chi_j) d\chi = \]
\[ -\frac{1}{2\pi} \int_{-l_j/2}^{l_j/2} \frac{\partial q}{\partial \chi}(\chi_j) \frac{1}{r_j(\chi_j)} \frac{\partial r_j(\chi)}{\partial \chi}(\chi - \chi_j) \xi_j^2 d\xi = -\frac{1}{24\pi} \frac{\partial q}{\partial \chi}(\chi_j) \frac{1}{r_j(\chi_j)} \frac{\partial r_j(\chi)}{\partial \chi}(\chi_j) l_j^3. \]

Hence, we have
\[ T_1 = -\frac{1}{24\pi} \frac{\partial q}{\partial \chi}(\chi_j) \frac{1}{r_j(\chi_j)} \frac{\partial r_j(\chi)}{\partial \chi}(\chi_j) l_j^3 + O(l_j^4). \] (4.3.22)

Now consider the second order term of (4.3.14),
\[ T_2 := -\frac{1}{2\pi} \int_{-l_j/2}^{l_j/2} \frac{\partial^2 q}{\partial \chi^2}(\chi_j) \log(r_j(\chi_j)(\chi - \chi_j)^2 d\chi. \] (4.3.23)

Recall that since \( r_j(\chi_j) > 0 \), the distance \( r_j(\chi) \) introduced in (4.3.10) can be written as
\[ r_j(\chi) = r_j(\chi_j) \left( 1 + \frac{1}{r_j(\chi_j)} \frac{\partial r_j(\chi)}{\partial \chi}(\chi - \chi_j) \right). \] (4.3.24)

Using the local coordinate notation introduced in Figure 4.4 and the result (4.3.21), we can again use natural logarithm series for the term in parentheses in (4.3.24) to obtain
\[ \log(r_j(\xi)) = \log(r_j(\xi_j)) + \frac{r'_j(\xi_j)}{r_j(\xi_j)}(\xi - \xi_j) + O((\xi - \xi_j)^2). \] (4.3.25)
Apparently, the sublocal error is third order in grid size. Moreover for a mild
Putting (4.3.22), (4.3.26), and (4.3.28) in (4.3.14) gives the result (4.3.6).
When $s \in \partial \Omega_i$, $j = i, r = |\xi|$ and this integral becomes
Using (4.3.25) and (4.3.21) in (4.3.23) we have
Finally, if the original $\partial \Omega_i$ is not a straight line but a curve then it is easy to
see that the midpoint of the approximate $\Gamma_j$ (a straight line) is only $O(l_j^2)$ away
from $r_j$ and so are the derivatives of $q$. Hence we may conclude that $q''(\xi_j)$ is
equal to $\frac{\partial^2 q}{\partial \chi^2}(r_j)$ up to $O(l_j^3)$ and conclude that, for a general point $s$ and using
the notation in (4.3.11),
\[
T_2 = -\frac{1}{4\pi} \int_{-1/2}^{1/2} \frac{\partial^2 q}{\partial \chi^2}(r_j) \log(|s - r_j|) \, d\xi,
\]
which is third order in grid size $l_j$.

Putting (4.3.22), (4.3.26), and (4.3.28) in (4.3.14) gives the result (4.3.6).  

Apparently, the sublocal error is third order in grid size. Moreover for a mild
$\frac{\partial^2 q}{\partial \chi^2}$ and a given grid size, the most important factor in the sublocal error is
$\log|\xi_j|$, the log of the distance $|s - r_j|$. The sublocal error is large close to the
source node $s$ and decays logarithmically away from this point. This way, the
most important contributions to the local error $d_0(s)$ will be those from elements
close to $s$. Since the local error is a sum of the sublocal errors, Lemma 4.3.1
puts us in a position to state the following theorems for the local error:

Theorem 4.3.1 (Constant elements local error) The local error (4.3.5) in constant elements
BEM applied to a boundary curve $\partial \Omega$ with midpoint collocation on
a grid of size $l_j$, $j = 1, 2, \ldots, N$, where $N$ is the number of elements used, is given by
\[
d_0(s) = -\frac{1}{24\pi} \sum_j \frac{\partial q_j}{\partial \chi_j}(s) \frac{\partial r_j}{\partial \chi_j}(s) l_j^3 - \frac{1}{4\pi} \sum_{s \in \partial \Omega_j} l_j^3 \frac{\partial^2 q_j}{\partial \chi^2}(r_j) \log(|s - r_j|)
- \frac{1}{48\pi} \frac{\partial^2 q_j}{\partial \chi^2}(s) l_j^3 (\log(l_j/2) - 1/3) + O(l_j^4). \]
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Proof. The local error over ∂Ω is the sum of all the sublocal errors (4.3.6). So we have

\[ d_0(s) = -\frac{1}{24\pi} \sum_{s \in \partial \Omega} \frac{\partial q}{\partial \chi}(X_j) \frac{1}{r_j(X_j)} \frac{\partial r_j}{\partial \chi}(X_j) l_j^3 - \frac{1}{48\pi} \sum_{s \notin \partial \Omega_j} l_j^3 \frac{\partial^2 q}{\partial \chi^2}(r_j) \log(||s - r_j||) \]

\[ - \frac{1}{48\pi} l_j^3 (\log(l_j/2) - 1/3), \quad (4.3.30) \]

which is (4.3.29).

Corollary 4.3.1 The local error (4.3.29) is second order in grid size and is given by

\[ d_0(s) = \frac{1}{48\pi} D \int_{\partial \Omega} \frac{1}{\log(||s - r(\chi)||)} d\chi. \quad (4.3.31) \]

where D is second order in grid size.

Proof. Consider the contribution from the first order derivative term in (4.3.29). Let

\[ S_1 := -\frac{1}{24\pi} \sum_{j} \frac{\partial q}{\partial \chi}(X_j) \frac{1}{r_j(X_j)} \frac{\partial r_j}{\partial \chi}(X_j) l_j^3. \quad (4.3.32) \]

Suppose \( l_j^2 \frac{\partial q}{\partial \chi}(X_j) \) is constant, that is, \( l_j^2 \frac{\partial q}{\partial \chi}(X_j) = C \) over \( \partial \Omega \) for some constant C. Further, if \( \Omega \) is convex, then there is an extremal point \( \bar{s} \in \partial \Omega \) such that \( \bar{s} - s \) is in the direction of the normal, see Figure 4.5. Then the sum \( S_1 \) can be computed as follows:

\[ S_1 = -\frac{1}{24\pi} \sum_{j} \frac{\partial q}{\partial \chi}(X_j) \frac{1}{r_j(X_j)} \frac{\partial r_j}{\partial \chi}(X_j) l_j^3 \]

\[ \quad \pm D \sum_{j} \frac{1}{r_j(X_j)} \frac{\partial r_j}{\partial \chi}(X_j) l_j \pm D \left\{ \int_{1/2}^{\chi(s)} \frac{1}{r(\chi)} \frac{\partial r}{\partial \chi}(\chi) d\chi - \int_{1/2}^{\chi(s)} \frac{1}{r(\chi)} \frac{\partial r}{\partial \chi}(\chi) d\chi \right\} = 0, \quad (4.3.33) \]

where \( D = -C/(24\pi) \). So if \( l_j^2 \frac{\partial q}{\partial \chi}(X_j) = C \), then the local error (4.3.30) becomes

\[ d_0(s) = -\frac{1}{48\pi} \sum_{s \notin \partial \Omega_j} l_j^3 \frac{\partial^2 q}{\partial \chi^2}(r_j) \log(||s - r_j||) \]

\[ - \frac{1}{48\pi} l_j^3 (\log(l_j/2) - 1/3), \quad (4.3.34) \]
Let us assume $\Omega$ has a radius less than one half, that is, $\rho(\Omega) < 1/2$. This is a nonrestrictive assumption since if not, we can introduce a scaling $\alpha$ such that $r \rightarrow \alpha r$ for all $r \in \bar{\Omega}$ and $\alpha$ chosen small enough. Then we will have $\log(||s - r||) < 0$ for all $s, r \in \partial \Omega$. Suppose in addition that $l_j^2 \frac{\partial^2 q}{\partial \chi^2}(\chi_j) = D$ over $\partial \Omega$ for some constant $D$, then we have

$$d_0(s) = -\frac{1}{48\pi} D \sum_{s \in \partial \Omega} l_j \log(||s - r(\chi)||) - \frac{1}{48\pi} \frac{\partial^2 q}{\partial \chi^2}(s) l_j^3 (\log(l_j/2) - 1/3). \quad (4.3.35)$$

Using Riemann integral interpretation for the sum and since $\log(||s - r||) < 0$, we have

$$d_0(s) = -\frac{1}{48\pi} D \lim_{l_1 \to 0} \int_{\partial \Omega - l_1} \log(||s - r(\chi)||) \, d\chi - \frac{1}{48\pi} \frac{\partial^2 q}{\partial \chi^2}(s) \lim_{l_1 \to 0} l_j^3 (\log(l_j/2) - 1/3), \quad (4.3.36)$$

which yields

$$d_0(s) = \frac{1}{48\pi} D \int_{\partial \Omega} \frac{1}{\log(||s - r(\chi)||)} \, d\chi. \quad (4.3.37)$$

If $l_j^2 \frac{\partial^2 q}{\partial \chi^2}(\chi_j)$ is not constant over $\partial \Omega$, then we take $D$ as the average of $l_j^2 \frac{\partial^2 q}{\partial \chi^2}(\chi_j)$ over $\partial \Omega$, that is, some value between $\max|l_j^2 \frac{\partial^2 q}{\partial \chi^2}(\chi_j)|$ and $\min|l_j^2 \frac{\partial^2 q}{\partial \chi^2}(\chi_j)|$. 

Figure 4.5: Extremal point $\delta$ corresponding to point $s$ on a convex boundary.
4.3 Dirichlet problems

If \( l_j^2 \frac{\partial q}{\partial \chi}(\chi_j) \) is not constant over \( \partial \Omega \), then let \( D' \) be the average of \( l_j^2 \frac{\partial q}{\partial \chi}(\chi_j) \) over \( \partial \Omega \). So the sum \( S1 \) in (4.3.32) becomes, using the same argument as in (4.3.33),

\[
S1 = -\frac{1}{24\pi} \sum_j \frac{\partial q}{\partial \chi}(\chi_j) \frac{1}{r_j(\chi_j)} \frac{\partial r_j}{\partial \chi}(\chi_j) l_j^3
\]

\[
\pm D' \sum_j \frac{1}{r_j(\chi_j)} l_j \pm D' \int_{\partial \Omega} \frac{1}{r(\chi)} \frac{\partial r}{\partial \chi}(\chi) d\chi = 0. \quad (4.3.38)
\]

The contour integral in (4.3.37) is rather complicated and of course depends on the type of geometry under consideration. The result of Theorem (4.3.1) can be used to derive error expressions for some regular geometries. In particular we consider here the cases of a circle and a square. Note that we do not consider a circle of radius unity. This is because we have existence and uniqueness of the Dirichlet problem if and only if the logarithmic capacity of \( \partial \Omega \), which is equal to its radius in the case of a circle, is not equal to unity. Then the BEM equation leads to a singular system, see [11, 12, 16, 68, 76].

**Corollary 4.3.2 (Constant elements local error: Circle)** For \( \partial \Omega \) a circle of radius \( R \), the local error (4.3.5) is second order in grid size \( l \) and is given by

\[
d_0(s) = \frac{1}{48\pi} D(2\pi R) \log(1/R) + O(l^4)
\]

(4.3.39)

where \( D \) is second order in grid size and is as defined in Corollary 4.3.1.

**Proof.** Let us express the distance \( ||s - r_i|| \) in terms of the angle \( \alpha \) and radius \( R \) as shown in Figure 4.6. The contour integral over \( \partial \Omega \) is now

\[ \text{Figure 4.6: Parameterisation of a circle for evaluating the integral in (4.3.37).} \]
\[
\int_{\partial \Omega} \log \left( \frac{1}{\|s - r(\chi)\|} \right) d\chi = -\int_{\partial \Omega} \log(|r(\alpha)|) d\alpha = -\int_{0}^{\pi} \log(2R \sin \alpha)(2R d\alpha),
\]
\[
= -2\pi R \log(2R) - 2R \int_{0}^{\pi} \log(\sin \alpha) d\alpha
\]
\[
= (2\pi R) \log(1/R). \tag{4.3.40}
\]

So we obtain
\[
d_0(s) = \frac{1}{48\pi} D(2\pi R) \log(1/R) + O(1^4), \tag{4.3.41}
\]
where \(2\pi R\) is the circumference of the circle. \(\blacksquare\)

**Corollary 4.3.3 (Constant elements local error: Square)** For \(\partial \Omega\) a square of length \(L\), the local error (4.3.5) is second order in grid size \(l\) and is given by
\[
d_0(s) = \frac{1}{48\pi} D(4L)(1 - \log(2^{1/4} L) - \pi/8) + O(1^4), \tag{4.3.42}
\]
where \(D\) is second order in grid size and is as defined in Corollary 4.3.1.

**Proof.** Likewise let us start from the result of Theorem 4.3.1. We need to compute the contour integral in (4.3.37). Now,

\[
\int_{\partial \Omega} \log \left( \frac{1}{\|s - r(\chi)\|} \right) d\chi = -\int_{\partial \Omega} \log(\|s - r(\chi)\|) d\chi = -\sum_{i=1}^{4} \int_{\Gamma_i} \log(\|s - r(\chi)\|) d\chi,
\]
\[
= -4L \log(2^{1/4} L) - 1 + \pi/8. \tag{4.3.43}
\]
Thus we obtain
\[ d_0(s) = \frac{1}{48\pi} \frac{\partial^2 q}{\partial \chi^2}(\eta) l^2(4L)(1 - \log(2^{1/4}L) - \pi/8) + O(l^4), \]  
(4.3.44)

where \( 4L \) is the perimeter of the square.

The results above show that indeed the local error in constant elements BEM is second order in grid size and the numerical computations in Section 4.6 agree with these findings.

### 4.3.2 Linear elements

In this section we develop similar estimates for the local error due to interpolation for linear elements.

Again consider an element with Dirichlet boundary conditions and assume that all integrals involving \( u \) are computed exactly since \( u(r) \) is known. Then the only contribution to the interpolation error is that from interpolation of \( q(r) \).

Let us introduce \( d_{1j}(s) \), the error due to interpolation on the \( j \)-th element when the source node is \( s \), which is defined as:

\[ d_{1j}(s) := \int_{\Gamma_j} q(r(\chi)) v(s;r(\chi)) \, d\chi - \int_{\Gamma_j} f_q(r(\chi)) v(s;r(\chi)) \, d\chi \]  
(4.3.45)

where \( f_q(r) \) is an order one polynomial. The subscript \( 1 \) is used to denote linear elements where an order one polynomial is used for interpolation. The error \( d_{1j}(s) \) is the sublocal error due to interpolation in linear elements and the local error \( d_1(s) \) due to interpolation for a node \( s \) is the sum of all these sublocal errors, that is,

\[ d_1(s) = \sum_j d_{1j}(s). \]  
(4.3.46)

**Lemma 4.3.2 (Linear elements sublocal error)** Let \( l_j \) be the grid size of element \( \Gamma_j \). The sublocal error (4.3.46) is third order in \( l_j \) and is given by

\[ d_{1j}(s) = \begin{cases} 
\frac{1}{24\pi} \frac{\partial^2 q}{\partial \chi^2}(\zeta_j) l_j^3 \log(|s - r_j|) + O(l_j^4), & \zeta_j \in \Gamma_j, \ s \notin \Gamma_j, \\
\frac{1}{24\pi} \frac{\partial^2 q}{\partial \chi^2}(\zeta_j) l_j^3 \log(l_j) - 5/6 + O(l_j^4), & \zeta_j \in \Gamma_j, \ s \in \Gamma_j.
\end{cases} \]  
(4.3.47)

where \( \frac{\partial^2 q}{\partial \chi^2}(\zeta_j) \) is the tangential double derivative of \( q \) at \( \zeta_j \).
Proof. Consider the error due to interpolation by a linear polynomial \( f_q(r) \). The interpolation error is given by, see [25, p. 324],

\[
q(\xi) - f_q(\xi) = \frac{1}{2} \frac{\partial^2 q}{\partial \chi^2}(\xi)(\xi - \xi_0)(\xi - \xi_1), \quad \xi \in [\xi_0, \xi_1],
\]

(4.3.48)

where \( \xi_0 \) and \( \xi_1 \) are the points of interpolation and \( \frac{\partial^2 q}{\partial \chi^2}(\xi) \) is the tangential double derivative of \( q \) at \( \xi \). Since we are considering continuous linear elements in which we interpolate at the end points of \( \partial \Omega_j \), we have \( \xi_0 = \xi_{\text{left}} = -l_j/2 \) and \( \xi_1 = \xi_{\text{right}} = l_j/2 \) where \( \xi_{\text{left}} \) and \( \xi_{\text{right}} \) are the left and right boundary points of the element respectively. So the local truncation error is given by

\[
d_{1j}(s) = -\frac{1}{2\pi} \int_{\partial \Omega_j} \left( q(r) - f_q(r(\chi)) \right) \log(||s - r(\xi)||) \, d\xi.
\]

(4.3.49)

Of course, in (4.3.48), the point \( \zeta \) is unknown. So at best (4.3.49) will give us a bound on the error if the bound for \( \frac{\partial^2 q}{\partial \chi^2} \) on \( \Gamma_j \) is known. Let

\[
I := \int_{-l_j/2}^{l_j/2} \log(||s - r(\xi)||)(\xi + l_j/2)(\xi - l_j/2) \, d\xi.
\]

For source points outside \( \partial \Omega \) the expansion (4.3.16) is used for \( r(\xi) \) and (4.3.25) for \( \log(||s - r(\xi)||) \) to obtain

\[
I = \int_{-l_j/2}^{l_j/2} \left( \log(||s - r_j||)(\xi + l_j/2)(\xi - l_j/2) + \mathcal{O}(\xi - \xi_j)^3 \right) \, d\xi,
\]

\[
= -\frac{l_j^3}{6} \log(||s - r_j||) + \mathcal{O}(l_j^4).
\]

(4.3.50)

As remarked in Lemma 4.3.1, if the original \( \partial \Omega_j \) is not a straight line but a curve then it is easy to see that the midpoint of the approximate \( \Gamma_j \) (a straight line) is only \( \mathcal{O}(l_j^2) \) away from \( r_j \) and so are the derivatives of \( q \). Hence we may conclude that \( \frac{\partial^2 q(\xi_j)}{\partial \chi^2} \) is equal to \( \frac{\partial^2 q}{\partial \chi^2}(r_j) \) up to \( \mathcal{O}(l_j^2) \). So from (4.3.49) we get

\[
d_{1j}(s) = \frac{1}{24\pi} \frac{\partial^2 q}{\partial \chi^2}(\xi_j) l_j^3 \log(||s - r_j||) + \mathcal{O}(l_j^4)
\]

(4.3.51)

which is third order in grid size. For \( s \in \Gamma_j; \ r = \xi, \ \xi_{\text{left}} = 0, \ \xi_{\text{right}} = l_j \), so we have

\[
I = \int_0^1 \xi(\xi - l_j) \log(\xi) \, d\xi = -\frac{l_j^3}{6}(\log(l_j) - 5/6).
\]

(4.3.52)
Thus

\[
d_{1j}(s) = \begin{cases} 
\frac{1}{24\pi} \frac{\partial^2 q}{\partial \chi^2}(\zeta_j) |l_j^3| \log(||s - r_j||) + O(l_j^4), & s \notin \partial \Omega_j, \\
\frac{1}{24\pi} \frac{\partial^2 q}{\partial \chi^2}(\zeta_j) |l_j^3| \log(l_j) - 5/6 + O(l_j^4), & s \in \partial \Omega_j.
\end{cases}
\] (4.3.53)

The same remarks that were made about the sublocal error in Lemma 4.3.1 hold for the result in (4.3.53). For a mild $\partial^2 q/\partial \chi^2$ and a given discretisation, the most important factor for the sublocal error is $\log ||s - r_j||$. The sublocal error is large close to the source node $s$ and decays off logarithmically away from this point. So the most important contributions to the local error $d_1(s)$ will be those from elements close to a source point.

Since the local error is a sum of sublocal errors, Lemma 4.3.2 puts us in a position to state the following theorems about the local error in linear elements.

**Theorem 4.3.2 (Linear elements local error)** The local error (4.3.46) in linear elements applied to a boundary curve $\partial \Omega$ with a discretisation of size $l_j$, $j = 1, 2, \ldots, N$, where $N$ is the number of elements is given by

\[
d_1(s) = \frac{1}{24\pi} \sum_{s \in \Gamma_j} \frac{\partial^2 q}{\partial \chi^2}(\chi_j) |l_j^3| \log(||s - r_j||) + \frac{1}{24\pi} \frac{\partial^2 q}{\partial \chi^2}(\chi_j) |l_j^3| \log(l_j) - 5/6). (4.3.54)
\]

**Proof.** The instruments for the proof of this theorem are similar to those for Theorem 4.3.1. The local error is the sum of the sublocal errors so

\[
d_1(s) = \sum_j d_{1j}(s) = \sum_{s \in \Gamma_j} \frac{1}{24\pi} \frac{\partial^2 q}{\partial \chi^2}(\chi_j) |l_j^3| \log(||s - r_j||) + \frac{1}{24\pi} \frac{\partial^2 q}{\partial \chi^2}(\chi_j) |l_j^3| \log(l_j) - 5/6),
\] (4.3.55)

which is the result.

**Corollary 4.3.4** The local error (4.3.54) is second order in grid size and is given by

\[
d_1(s) = \frac{1}{24\pi} D \int_{\partial \Omega} \log(||s - r(\chi)||) d\chi,
\]

(4.3.56)

where $D$ is a constant second order in grid size.
Local errors in BEM for potential problems

Proof. Suppose \( \frac{\partial^2 q}{\partial \chi^2}(\chi_j) = D \) over \( \partial \Omega \) for some constant \( D \). Then

\[
d_1(s) = \sum_{s \in \partial \Omega_j} \frac{1}{24\pi} \frac{\partial^2 q}{\partial \chi^2}(\zeta_j) \log(||s - r_j||) + \frac{1}{24\pi} \frac{\partial^2 q}{\partial \chi^2}(\zeta_j) |l|^3 \log(|l| - 5/6),
\]

where \( \chi \) is the arc length coordinate in \( \partial \Omega \). If \( \frac{\partial^2 q}{\partial \chi^2}(\chi_j) \) is not constant over \( \partial \Omega \), then we take \( D \) as the average of \( \frac{\partial^2 q}{\partial \chi^2}(\chi_j) \) over \( \partial \Omega \), that is, some value between \( \max(\frac{\partial^2 q}{\partial \chi^2}(\chi_j)) \) and \( \min(\frac{\partial^2 q}{\partial \chi^2}(\chi_j)) \).

Corollary 4.3.5 (Linear elements local error: Circle) For \( \partial \Omega \) a circle of radius \( R \), the local error in linear elements BEM is second order in grid size and is given by

\[
d_1(s) = \frac{1}{24\pi} D (2\pi R) \log R, \tag{4.3.58}
\]

where \( D \) is second order in grid size and is as defined in Corollary 4.3.4.

Proof. Using the result (4.3.40) for the contour integral in (4.3.57) on a circle of radius \( R \) yields the result

\[
d_1(s) = \frac{1}{24\pi} D (2\pi R) \log R. \tag{4.3.59}
\]

Corollary 4.3.6 (Linear elements local error: Square) For \( \partial \Omega \) a square of length \( L \), the local error using linear elements BEM is second order in grid size and is given by

\[
d_1(s) = \frac{1}{24\pi} D (4L) \log(2^{1/4}L) - 1 + \pi/8. \tag{4.3.60}
\]

where \( D \) is second order in grid size and is as defined in Corollary 4.3.4.

Proof. Likewise, using the result (4.3.43) for the contour integral in (4.3.57) on a square gives the result.
4.4 Neumann problems

Consider the case of Neumann boundary conditions. This case results in the second kind integral equation

$$\left( \frac{1}{2} + K^d(s;r) \right) u(r) = g(r)$$  \hspace{1cm} (4.4.1)

where the right hand side

$$g(r) = K^s(s;r) q(r)$$  \hspace{1cm} (4.4.2)

is known since \( q \) is given. The solution of (4.4.1) in BEM therefore involves estimating integrals of the form

$$I := \frac{1}{2\pi} \int_{\partial \Omega_j} \frac{\partial v}{\partial n}(s;r)u(r) d\chi.$$  \hspace{1cm} (4.4.3)

In the following two sections, local errors in the BEM solution of (4.4.1) using constant elements and linear elements are discussed.

4.4.1 Constant elements

In the case the unknown function \( u \) in (4.4.3) is assumed to be constant over \( \partial \Omega_j \) and takes on the value of \( u \) at a point \( r_j \in \partial \Omega_j \). That is,

$$I = \frac{1}{2\pi} \int_{\partial \Omega_j} \frac{\partial v}{\partial n}(s;r)u(r_j) d\chi,$$  \hspace{1cm} (4.4.4)

and thus the truncation error committed is given by

$$d_{0j}(s) := \frac{1}{2\pi} \int_{\partial \Omega_j} \frac{\partial v}{\partial n}(s;r)u(r_j) d\chi - \frac{1}{2\pi} \int_{\partial \Omega_j} \frac{\partial v}{\partial n}(s;r)u(r_j) d\chi.$$  \hspace{1cm} (4.4.5)

Suppose we have a Taylor series expansion of \( u(\chi) \) about \( \chi_j \) within the element \( \partial \Omega_j \), that is,

$$u(\chi) = u(\chi_j) + \frac{\partial u}{\partial \chi}(\chi_j)(\chi-\chi_j) + \frac{1}{2} \frac{\partial^2 u}{\partial \chi^2}(\chi_j)(\chi-\chi_j)^2 + \frac{1}{6} \frac{\partial^3 u}{\partial \chi^3}(\chi_j)(\chi-\chi_j)^3 + \cdots.$$  \hspace{1cm} (4.4.6)

Then using (4.4.6) in (4.4.5) yields the truncation error

$$d_{0j}(s) = \frac{1}{2\pi} \int_{\partial \Omega_j} \frac{\partial v}{\partial n}(\chi) \frac{\partial u}{\partial \chi}(\chi_j)(\chi-\chi_j) d\chi +$$

$$\frac{1}{2\pi} \int_{\partial \Omega_j} \frac{\partial v}{\partial n}(\chi) \frac{1}{2} \frac{\partial^2 u}{\partial \chi^2}(\chi_j)(\chi-\chi_j)^2 d\chi + \cdots.$$  \hspace{1cm} (4.4.7)
Recall that
\[
\frac{\partial v}{\partial n}(\chi) = \frac{(s - r(\chi)) \cdot n(\chi)}{|s - r(\chi)|^2}
\] (4.4.8)
where \(n(\chi)\) is the outward normal at \(r(\chi)\). To obtain the explicit dependency on grid size we will need to obtain the dependency of the kernel (4.4.8) on the grid size as in Sections 4.3. This is a more complicated process but our results show that indeed the local error is second order in grid size.

### 4.4.2 Linear elements

In this case the function \(u\) in the integral
\[
I = \frac{1}{2\pi} \int_{\partial \Omega_i} \frac{\partial v}{\partial n}(s; r) u(r) \, dy(r).
\] (4.4.9)
is assumed to vary as an order one polynomial over \(\partial \Omega_i\) and in so doing, the so-called sublocal error \(d_{1j}(s)\) over \(\partial \Omega_i\) is committed. That is,
\[
d_{1j}(s) = \frac{1}{2\pi} \int_{\partial \Omega_i} \frac{\partial v}{\partial n}(s; r) u(r) \, dy(r) - \frac{1}{2\pi} \int_{\partial \Omega_i} \frac{\partial v}{\partial n}(s; r) f_u(r) \, dy(r)
\] (4.4.10)
where \(f_u(r)\) is the order one polynomial approximating \(u\).

**Lemma 4.4.1 (Neumann linear elements sublocal error)** Let \(l_j\) be the grid size of element \(\partial \Omega_i\). The sublocal error (4.4.10) is third order in \(l_j\) and is given by
\[
d_{1j}(s) = \frac{1}{2\pi} \int_{\partial \Omega_i} \frac{\partial^2 u}{\partial \chi^2}(\zeta_j) \frac{\partial v}{\partial n}(r_j) l_j^3.
\] (4.4.11)
where \(\frac{\partial^2 u}{\partial \chi^2}(\zeta_j)\) is the tangential double derivative of \(u\) at \(\zeta_j\) a point in \(\partial \Omega\).

**Proof.** Let \(\xi\) be the local coordinate in \(\partial \Omega_i\), see Figure 4.8. Then express (4.4.9) in terms of \(\xi\) so that,
\[
I := \frac{1}{2\pi} \int_0^{l_j} \frac{\partial v}{\partial n}(r(\xi)) u(\xi) \, d\xi.
\] (4.4.12)
Next, replace \(u\) by an order one polynomial, that is,
\[
u(\xi) \doteq \frac{\xi}{l_j} u(\xi_j) + \frac{l_j - \xi}{l_j} u(\xi_0),
\] (4.4.13)
to obtain
\[
I = \frac{1}{2\pi} \int_0^{l_j} \frac{\partial v}{\partial n}(r(\xi)) \left[ \frac{\xi}{l_j} u(\xi_j) + \frac{l_j - \xi}{l_j} u(\xi_0) \right] \, d\xi + \frac{1}{2\pi} \int_0^{l_j} \frac{\partial v}{\partial n}(r(\xi)) \frac{1}{2} (l_j - \xi) \frac{\partial^2 u}{\partial \chi^2}(\zeta(\xi)) \, d\xi.
\]


The second integral on the right hand side of (4.4.14) is an error term due to interpolation. Therefore the error when only the first term of (4.4.14) is used to estimate the integrals in linear elements is

\[ d_{1j}(s) := \frac{1}{2\pi} \int_{\xi_0}^{l_j} \frac{\partial v}{\partial n}(\xi) \frac{1}{2}(l_j - \xi) \frac{\partial^2 u}{\partial \xi^2}(\xi) d\xi. \]  

(4.4.15)

Using the mean value theorem we obtain

\[ d_{1j}(s) = \frac{1}{24\pi} \frac{\partial^2 u}{\partial ^2 \xi^2}(\zeta_j) \frac{\partial v}{\partial n}(r_j) l_j^3. \]  

(4.4.16)

Note that when \( s \in \partial \Omega_j \), \( \partial v / \partial n = 0 \) and so there is no need to worry about singular elements.

**Corollary 4.4.1** If \( \frac{\partial^2 u}{\partial ^2 \xi^2}(\zeta_j) l_j^2 = C \) over \( \partial \Omega \) for some constant \( C \), then the local error is second order in grid size and is given by

\[ d_1(s) = \frac{1}{24\pi} C \int_{\partial \Omega} \frac{\partial v}{\partial n}(\chi) d\chi, \]  

(4.4.17)

where \( C \) is second order in grid size.

**Proof.** The local error is the sum of all the sublocal errors. So,

\[ d_1(s) = \sum_j d_{1j}(s) = \sum_j \frac{1}{24\pi} \frac{\partial^2 u}{\partial ^2 \xi^2}(\zeta_j) \frac{\partial v}{\partial n}(\chi_j) l_j^2 = \frac{1}{24\pi} C \sum_j \frac{\partial v}{\partial n}(\chi_j) l_j. \]  

(4.4.18)

Then using Riemann integral interpretation for the sum in (4.4.18) yields

\[ d_1(s) = \frac{1}{24\pi} C \int_{\partial \Omega} \frac{\partial v}{\partial n}(\chi) d\chi. \]  

(4.4.19)
Corollary 4.4.2 Using the properties (2.4.4) of \( \partial v / \partial n \), the local error in (4.4.19) is

\[
d_1(s) = -C/48\pi. \tag{4.4.20}
\]

**Proof.** From (2.4.4), the integral in (4.4.19) is \(-1/2\) hence the result. \(\blacksquare\)

### 4.5 Mixed boundary conditions

For a mixed problem, there is a part \( \partial \Omega^1 \) of the boundary \( \partial \Omega \) where \( u \) is given and a part \( \partial \Omega^2 \) where \( q \) is given, see Figure 4.9.

![Figure 4.9:](image)

Thus we have to estimate integrals of the form (4.3.3) on the part where \( u \) is given and (4.4.3) on the part where \( q \) is known. Therefore, when using constant elements, the truncation error committed per element is given by (4.3.6) in the part where \( u \) is known and (4.4.7) in the Neumann part. When linear elements are used, the sublocal error is given by (4.3.47) in the Dirichlet part and (4.4.11) in the Neumann part.

**Corollary 4.5.1 (Mixed problem linear elements local error)** Let the Dirichlet part \( \partial \Omega^1 \) be discretised using \( M \) elements and the Neumann part be discretised using \( N \) elements. Then the local error for a mixed problem when using linear elements BEM is given by

\[
d_1(s) = \frac{1}{24\pi} \sum_{j=1, s \notin \Gamma_i}^M \frac{\partial^2 q}{\partial x^2}(x_j) |l_j|^3 \log(||s - r_j||) + \frac{1}{24\pi} \frac{\partial^2 q}{\partial x^2}(x_j) |l_j|^3 (\log(l_j) - 5/6)
\]

\[
+ \frac{1}{24\pi} \sum_{j=M+1}^N \frac{\partial^2 u}{\partial x^2}(\zeta_j) \frac{\partial v}{\partial n}(r_j) |l_j|^3, \tag{4.5.1}
\]

Thus we have to estimate integrals of the form (4.3.3) on the part where \( u \) is given and (4.4.3) on the part where \( q \) is known. Therefore, when using constant elements, the truncation error committed per element is given by (4.3.6) in the part where \( u \) is known and (4.4.7) in the Neumann part. When linear elements are used, the sublocal error is given by (4.3.47) in the Dirichlet part and (4.4.11) in the Neumann part.
when the point \( s \in \partial \Omega^1 \) and

\[
d_1(s) = \frac{1}{24\pi} \sum_{j=1, s \notin R_j}^M \frac{\partial^2 q}{\partial \chi^2}(\chi_j) l_j^3 \log(||s - r_j||) + \frac{1}{24\pi} \sum_{j=M+1}^N \frac{\partial^2 u}{\partial \chi^2}(\chi_j) \frac{\partial v}{\partial n}(r_j) l_j^3,
\]

(4.5.2)

when the point \( s \in \partial \Omega^2 \).

**Proof.** The local error is the sum of all the local errors per element. Then

\[
d(s) = \sum_{j=1, \partial \Omega_j \in \partial \Omega^1}^M d_{1j} + \sum_{j=M+1, \partial \Omega_j \in \partial \Omega^2}^N d_{1j}.
\]

(4.5.3)

Then using the results (4.3.47) and (4.4.11) in (4.5.3) gives the result. ■

**Corollary 4.5.2** The local error (4.5.1) is second order in grid size and is given by

\[
d_1(s) = \frac{1}{24\pi} D \int_{\partial \Omega^1} \log(||s - r(\chi)||) \, d\chi + \frac{1}{24\pi} D \int_{\partial \Omega^2} \frac{\partial v}{\partial n}(\chi) \, d\chi,
\]

(4.5.4)

where \( D \) is a constant second order in grid size.

**Proof.** Suppose \( \frac{1}{24\pi} \frac{\partial^2 q}{\partial \chi^2}(\chi_i) = D \) over \( \partial \Omega^1 \) and \( \frac{1}{24\pi} \frac{\partial^2 u}{\partial \chi^2}(\chi_i) = D \) over \( \partial \Omega^2 \) for some constant \( D \). Then we have, on \( \partial \Omega^1 \),

\[
d_1(s) = \sum_{j=1, s \notin \partial \Omega_j}^N \frac{1}{24\pi} \frac{\partial^2 q}{\partial \chi^2}(\chi_j) l_j^3 \log(||s - r_j||) + \frac{1}{24\pi} \frac{\partial^2 q}{\partial \chi^2}(\chi_i) l_i^3 (\log(l_i) - 5/6) + \frac{1}{24\pi} D \sum_{j=1, s \notin \partial \Omega_j}^N \log(||s - r_j||) l_j \log(l_j) - 5/6,
\]

(4.5.5)

On \( \partial \Omega^2 \),

\[
d_1(s) = \sum_{j=M+1}^N d_{1j}(s) = \frac{1}{24\pi} D \sum_{j=M+1}^N \frac{\partial^2 u}{\partial \chi^2}(\chi_j) \frac{\partial v}{\partial n}(\chi_j) l_j^3 = \frac{1}{24\pi} D \sum_{j=1}^N \frac{\partial v}{\partial n}(\chi_j) l_j.
\]

(4.5.6)
Using Riemann integral interpretation for the sum in (4.5.6) leads to

\[ d_1(s) = \frac{1}{24\pi} \int_{\partial\Omega} \frac{\partial v}{\partial n}(x) \, d\chi. \]  

(4.5.7)

Putting (4.5.5) and (4.5.7) together gives the result in (4.5.4).

\[ \frac{\partial^2 q}{\partial x^2}(x_j) / l^2_j \frac{\partial^2 u}{\partial x^2}(x_j) \] is not constant over \( \partial \Omega^1 / \partial \Omega^2 \), then take \( D \) as the average of \( \frac{\partial^2 q}{\partial x^2}(x_j) / l^2_j \frac{\partial^2 u}{\partial x^2}(x_j) \) over \( \partial \Omega^1 / \partial \Omega^2 \).

\[ \blacksquare \]

### 4.6 Examples

Below we present results to illustrate the estimates derived above using Problems (a) and (c) of Examples 3.7.1 and 3.7.3. Since in each example analytic expression for the unknown is available, for each node \( r_i \) we can compute the exact value \( q_i \) or \( u_i \) of the unknown. Then the local error defined in (4.1.5) can be computed. That is

\[ d := Aq - b \quad \text{or} \quad d := Au - b. \]

We refine by a factor three and, to see what happens to the error after each refinement, the ratios of the errors at consecutive grids are computed. That is,

\[ \text{error ratio} = \frac{\|d\|_\infty(N)}{\|d\|_\infty(3N)}, \]

(4.6.1)

where \( \|d\|_\infty(N) \) denotes the infinity norm of \( d \) of length \( N \). In the formulation of the BEM systems for each example, the right hand side is computed "exactly" as explained in Section 4.2.1.

**Example 4.6.1 (Dirichlet Problem (a) using constant elements)** The problem in Example 3.7.1 is solved using constant elements. The results are shown in Figure 4.10.
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Example 4.6.2 (Dirichlet Problem (a) using linear elements) The problem in Example 3.7.1 is solved using linear elements. The results are shown in Figure 4.11.

<table>
<thead>
<tr>
<th>N</th>
<th>$|d|_{\infty}$</th>
<th>error ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.57E-02</td>
<td>1.17</td>
</tr>
<tr>
<td>15</td>
<td>1.34E-02</td>
<td>7.07</td>
</tr>
<tr>
<td>45</td>
<td>1.90E-03</td>
<td>8.48</td>
</tr>
<tr>
<td>135</td>
<td>2.24E-04</td>
<td>8.84</td>
</tr>
<tr>
<td>405</td>
<td>2.53E-05</td>
<td>8.94</td>
</tr>
<tr>
<td>1215</td>
<td>2.83E-06</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 4.11: Local errors Problem (a) using linear elements.

Example 4.6.3 (Neumann Problem (c) using constant elements) The problem in Example 3.7.3 is solved using constant elements. The results are shown in Figure 4.12.

<table>
<thead>
<tr>
<th>N</th>
<th>$|d|_{\infty}$</th>
<th>error ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>5.17E-02</td>
<td>3.72</td>
</tr>
<tr>
<td>15</td>
<td>1.39E-02</td>
<td>8.40</td>
</tr>
<tr>
<td>45</td>
<td>1.65E-03</td>
<td>8.98</td>
</tr>
<tr>
<td>135</td>
<td>1.84E-04</td>
<td>9.01</td>
</tr>
<tr>
<td>405</td>
<td>2.04E-05</td>
<td>9.01</td>
</tr>
<tr>
<td>1215</td>
<td>2.27E-06</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 4.12: Local errors Problem (c) using constant elements.
Example 4.6.4 (Neumann Problem (c) using linear elements) The problem in Example 3.7.3 is solved using linear elements. The results are shown in Figure 4.13.

| $N$ | $|d|_{\infty}$ | error ratios |
|-----|----------------|--------------|
| 5   | 2.92E-02       | 2.54         |
| 15  | 1.16E-02       | 6.39         |
| 45  | 1.82E-03       | 8.24         |
| 135 | 2.21E-04       | 8.76         |
| 405 | 2.52E-05       | 8.92         |
| 1215| 2.82E-06       | -            |

Figure 4.13: Local errors Problem (c) using linear elements.

All the results, for both the Dirichlet and the Neumann problem, show a similar error trend with respect to grid size. As we can see by taking ratios of consecutive errors, each time we refine by about a factor three, the local error goes down by about a factor of nine. The behaviour is the same for both constant and linear elements. This shows that the local error is indeed of second order convergence with respect to grid size for both constant and linear elements as our findings have revealed.

4.7 Equidistribution

For problems with localised regions of rapid variation, choosing a good mesh is essential if sufficiently accurate solutions are to be obtained as cheaply as possible. This is more important in BEM which has full matrices and uniform fine grids will drastically increase the cost of computation. Instead we would like to have a mesh that reflects the activity of the solution. That is the choice of mesh considered is based on controlling the discretisation error. The procedure discussed here is similar to that developed by [79, p. 65]. In contrast to this approach, the quantity we intend to equidistribute is not just some quantity related to the local error of the BEM solution but rather its asymptotically correct estimate as developed in Section 4.2.1.

Generally the following mesh selection problem is addressed [4, p. 359]: Given a boundary value problem and an error tolerance $TOL$, find a mesh

$$M : 0 = \theta_1 < \theta_2 < \cdots < \theta_n = 2\pi$$

(4.7.1)
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with

\[ l = \max_{1 \leq i \leq N} l_i, \quad l_i = \theta_{i+1} - \theta_i \]  

(4.7.2)
such that \(N\) is small and the error in \(y_M(\theta)\) as an approximate solution to \(y(\theta)\) is less than \(TOL\). On the other hand, for a given number of elements \(N\), find a mesh

\[ \mathcal{M} : 0 = \theta_1 < \theta_2 < \cdots < \theta_n = 2\pi \]  

(4.7.3)
such that the local error over \(\mathcal{M}\) is constant. Generally the mesh must be fine in regions where the desired solution changes rapidly but can be relatively coarse elsewhere. A mesh selection strategy is more successful if it utilises the special properties of the particular numerical method being used, namely its error form [4, p. 361], [10]. However, this error form is normally based upon an asymptotic analysis that the approximation has not yet reached.

If the error we make on each element is known then the information can be used to find a mesh that distributes this error uniformly throughout the mesh. This is what is called error equidistribution. In what is pursued here, a good mesh is obtained by (re)distributing mesh elements through local error equidistribution after an initial approximation has been obtained. The benefits of equidistributing the local error are twofold. In Chapter 5 it is shown that the global error will be equidistributed when the local error is. Besides, in [6] it is shown that local error equidistribution will minimise the average global error.

Assume a problem whose continuous solution has a small region of high activity. Then a positive weight function \(\phi\) as an indicator function for the smoothness of the solution is needed, see [1, p. 77], [10], [4, p. 363]. The weight function \(\phi\) represents some error measurement of the solution and is called a monitor function. Then error equidistribution is based on equidistribution of this function. Therefore the success of any mesh equidistribution strategy largely hinges on the choice of the monitor function, see [7] and the references therein.

The idea is now the following: Suppose \(d_i\) is some measure of the error on element \(\Gamma_i\). The error \(d_i\) depends on the size of the element \(\Gamma_i\). Let \(l_i\) be the length of \(\Gamma_i\) (again \(\Gamma_i\) is a straight line). Generally the error increases as \(l_i\) increases. More precisely let

\[ d_i = C_i l_i^p \]  

(4.7.4)
be the error on \(\Gamma_i\) where the constant \(C_i\) depends on the smoothness of the solution. It is convenient to consider a measure with a linear variation in \(l_i\), that is,

\[ D_i := l_i \phi_i \]

with \(\phi_i\) independent of \(l_i\). So from (4.7.4) we take

\[ D_i = d_i^{1/p} = l_i C_i^{1/p} \]
so that \( \phi_i := C_i^{1/p} \). The error is equidistributed if for some constant \( \lambda \)

\[
l_i C_i^{1/p} = \lambda, \quad i = 1, 2, \ldots, N.
\]

(4.7.5)

The problem we have in BEM is that the error per element is the sublocal error given by (4.3.6). However, what we can actually measure is the local error, which is a sum of all the sublocal errors and therefore it depends on all the grid element sizes. So we need to have a measure of the local error on an element that is dependent on the grid size of that particular element. The sublocal errors are given by

\[
d_j(s) \equiv C \frac{\partial^2 q}{\partial \tau^2} (r_j) l_j^3 \log(||s - r_j||),
\]

(4.7.6)

where \( C = -1/48\pi \) in constant elements and \( 1/24\pi \) in linear elements. That is the local error on an element will be

\[
d(s) \equiv \sum_{j=1}^N C \frac{\partial^2 q}{\partial \tau^2} (r_j) l_j^3 \log(||s - r_j||).
\]

(4.7.7)

Since the logarithm decays to zero away from \( s \), the most important contributions will be those for which \( ||s - r_j|| \to 0 \), in particular the contribution from the element for which \( j = i \). Thus the following approximation can be made:

\[
d(r_i) \approx d_i(r_i) = \begin{cases} 
- \frac{1}{48\pi} \frac{\partial^2 q}{\partial \tau^2} (r_i) l_i^3 [\log(l_i/2) - 1/3], & \text{in constant elements,} \\
\frac{1}{24\pi} \frac{\partial^2 q}{\partial \tau^2} (r_i) l_i^3 [\ln(l_i) - 5/6], & \text{in linear elements.}
\end{cases}
\]

(4.7.8)

For the values of \( l \) that are considered here, \( [\log(l_i/2) - 1/3] \) and \( [\ln(l_i) - 5/6] \) are simply order one constants. Then

\[
d(r_i) \approx C_i \frac{\partial^2 q}{\partial \tau^2} (r_i) l_i^3,
\]

(4.7.9)

where

\[
C_i = \begin{cases} 
C [\log(l_i/2) - 1/3], & \text{in constant elements,} \\
C [\ln(l_i) - 5/6], & \text{in linear elements.}
\end{cases}
\]

(4.7.10)

The error in (4.7.9) also depends directly on the activity of the solution and so will be large where the solution is more active and small otherwise. Therefore we equidistribute this error as the local error per element. An interesting observation from (4.7.8) is that the ratio of the error terms for constant and linear elements is a higher order term. That is

\[
\frac{\text{const}}{\text{linear}} \approx - \frac{[\ln l_i - \ln 2 - 1/2]}{2[\ln l_i - 5/6]}
\]

(4.7.11)
which will give a higher order truncation error.

Comparing with (4.3.6) and (4.3.47), the result in (4.7.9) seems to suggest that it is enough to equidistribute the sublocal errors. That is, when the sublocal error is equidistributed, then so is the local error but the reverse is not necessarily true.

Now, equidistributing the sublocal error means
\[ d_j(r_i) = \lambda, \text{ for all } j, \]  
(4.7.12)
where \( \lambda \) is a constant. Then the local error \( d(r_i) \) is given by
\[ d(r_i) = \sum_j d_j(r_i) = \sum_j \lambda = N\lambda =: \Lambda, \text{ for all } i, \]  
(4.7.13)
where \( \Lambda \) is a constant. Therefore the local error is also equidistributed.

On the other hand if \( d(r_i) \) is equidistributed, then
\[ d(r_i) = \beta \text{ for all } i, \]  
(4.7.14)
where \( \beta \) is some constant. That is, in the case of rapidly varying \( q(\xi) \),
\[ \sum_j d_j(r_i) = d(r_i) = \beta \text{ for all } i. \]  
(4.7.15)
This does not necessarily imply \( d_j(r_i) \) is equidistributed as well.

Let us now describe strategies for error equidistribution and give some examples.

Consider the problem of Example 3.7.2. The domain and exact solution on the circle of radius \( R = 1.2 \) are shown in Figure 4.14. Now, using (4.7.8), define
\[ d(r_i) = C_i \frac{\partial^2 q}{\partial \tau^2}(r_i) l_i^3 \]  
(4.7.16)
where \( C_i \) is defined in (4.7.10). Then we have
\[ D^i = \left( C_i \frac{\partial^2 q}{\partial \tau^2}(r_i) \right)^{1/3} l_i. \]  
(4.7.17)
Therefore we take the monitor function \( \phi_i \) to be
\[ \phi_i = \left( C_i \frac{\partial^2 q}{\partial \tau^2}(r_i) \right)^{1/3} \]  
(4.7.18)
where \( C_i \) is defined in (4.7.10). We see that \( \phi_i \) is a measure of the variation of \( q \) on \( \Gamma_i \) and depends on the second order tangential derivative \( \partial^2 q/\partial \tau^2 \). For
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Figure 4.14: A disc domain and solution to Example 3.7.2 with \( r_s = (-1.4,0) \) on the circular boundary of radius \( R = 1.2 \).

a BEM solution of (4.14a), we describe the equidistribution of the error in the solution obtained by using constant elements. The strategy described is such that given a number of elements \( N \), we want a grid that ensures that

\[ \phi_i l_i = \lambda, \quad i = 1,2,\ldots,N, \quad (4.7.19) \]

for some constant \( \lambda \). However, in order to use (4.7.18), we need to estimate the second order tangential derivatives \( \partial^2 q / \partial \tau^2 \). We can use finite difference formulas and the initial BEM approximations to do this. Suppose for each element \( \Gamma_i \) we have the constant element solution \( q^0 \) and the linear element solutions \( q^1 \) and \( q^2 \) as shown in Figure 4.15. The second order derivatives are

\[ \frac{\partial^2 q}{\partial \tau^2}(r_i) \approx \frac{1}{0.5l_i^2} (q^1_i - 2q^0_i + q^2_i). \quad (4.7.20) \]

The monitor function \( \phi_i \) is then given by

\[ \phi_i = \left( \frac{C_i}{0.25l_i^2} (q^1_i - 2q^0_i + q^2_i) \right)^{1/3}. \quad (4.7.21) \]
Then from (4.7.19) we have

$$\sum_{i=1}^{N} \phi_{i} l_{i} = N\lambda \Rightarrow \lambda = \frac{1}{N} \sum_{i=1}^{N} \phi_{i} l_{i}.$$  \hspace{1cm} (4.7.22)

So a new grid is obtained that ensures that

$$l_{j}^{\text{new}} \phi_{j} = \lambda = \frac{1}{N} \sum_{i=1}^{N} \phi_{i} l_{i}.$$  \hspace{1cm} (4.7.23)

Therefore we have a new grid $l_{j}^{\text{new}}$ given by

$$l_{j}^{\text{new}} = \left( \frac{1}{N} \sum_{i=1}^{N} \phi_{i} l_{i} \right) / \phi_{j}.$$  \hspace{1cm} (4.7.24)

Figure 4.16b shows the solution on a uniform grid of 15 elements. We see that the deviation from the exact solution is large in the active region than in the rest of the boundary. Figure 4.17a shows the grid obtained by equidistributing the error using 15 elements. As expected the grid is small in the active region and coarse elsewhere. The solution on this grid is shown in Figure 4.17b. Figure 4.18 shows the results of equidistribution using 45 elements. Likewise we see that the grid is fine in the active region and coarses out as the activity of $q$ reduces.

Figure 4.16: A starting uniform grid of $N = 15$ elements and the corresponding solution using constant elements. The continuous line in 4.16b is the exact continuous solution and the circles are the BEM solution.
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Figure 4.17: An equidistributing grid of $N = 15$ elements and the corresponding solution using constant elements. The continuous line in 4.17b is the exact continuous solution and the circles are the BEM solution.

Figure 4.18: An equidistributing grid of $N = 45$ elements and the corresponding solution using constant elements. The continuous line in 4.18b is the exact continuous solution and the circles are the BEM solution.
“It sounds paradoxical to say the attainment of scientific truth has been effected, to a great extent, by the help of scientific errors.” – Thomas Henry Huxley.
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Chapter 5

Global errors

5.1 Introduction

In Chapter 4 an analysis of local errors was given. Also the behaviour of local errors was discussed and the concept of sublocal errors introduced. However, what is really needed in practice is the global error. In this chapter we assess this in particular by investigating the relationship between the global error and the local error for the Neumann and Dirichlet problems. We would like to show that the global error behaves the same way as the local error. This is important because it means that if we have information about one of the errors then we can know what to expect of the other. For instance if the local error is equidistributed, then we may hope the global error is as well.

In Section 2.5 it was noted that both the single layer operator $K^s(r,r')$ and the double layer operator $K^d(r,r')$ for the model problem on a circle have the same eigenfunctions, being sines and cosines. This provides us with a good opportunity to study and compare solutions to integral equations of the single and double layer operators. We can employ Fourier series for the unknown functions and a spectral expansion of the operators to write general solutions to the equations. This technique is used to show that, indeed, the global error is of the same order as the local error, moreover it will be equidistributed when the local error is equidistributed.

The type of operator in a BEM formulation will depend on whether the problem has Dirichlet, Neumann or mixed boundary conditions. It is therefore rather too general to say that we are looking at errors in BEM. To be more specific, the different problems, that is, the Dirichlet, Neumann and mixed problems, are looked at separately. In Section 5.2 we consider a Dirichlet problem and examine the global error for different cases of local error distribution. In Section 5.4
we look at Neumann problems and then mixed problems in Section 5.5. We illustrate the theory presented with results from numerical experiments. The results show that the global errors are second order indeed.

5.2 Spectral decomposition

It was seen in Section 2.5 that a Dirichlet problem leads to a Fredholm integral equation of the first kind,

\[ \mathcal{K}^s(r, r')q(r') = h(r), \]  

(5.2.1)

where \( h(r) \) is a given function and the operator \( \mathcal{K}^s(r, r') \) is defined in (2.4.5). Let us discretise (5.2.1) using a grid formally indicated by size \( L \). Then we have the approximation, say

\[ \mathcal{K}^s\text{L}(r, r')q\text{L}(r') = h\text{L}(r), \]

(5.2.2)

where superscript \( L \) is a grid parameter denoting a numerical approximation on the grid. If we were to use the exact function \( q(r') \) in (5.2.2) in place of \( q\text{L}(r') \) we would obtain

\[ \mathcal{K}^s\text{L}(r, r')q(r') = h\text{L}(r) + d\text{L}(r), \]

(5.2.3)

where the residual \( d\text{L}(r) \) is the local discretisation error. Subtracting (5.2.2) from (5.2.3) we get

\[ \mathcal{K}^s\text{L}(r, r')e\text{L}(r') = d\text{L}(r), \]

(5.2.4)

where

\[ e\text{L}(r') := q(r') - q\text{L}(r'), \]

(5.2.5)

is the global error. To obtain (5.2.3) we have in fact substituted the exact solution into the approximate integral equation. We can also consider the converse, that is, substitute an approximate solution into the exact continuous integral equation. Thus, suppose \( q\text{L}(r) \) is an approximation of \( q(r) \) on a grid of size \( L \), then we would have

\[ \mathcal{K}^s(r, r')q\text{L}(r') = h(r) + d(r), \]

(5.2.6)

where again \( d(r) \) is a local error. Likewise subtracting (5.2.1) from (5.2.6) gives

\[ \mathcal{K}^s(r, r')e(r') = d(r), \]

(5.2.7)

where

\[ e(r) := q\text{L}(r) - q(r), \]

(5.2.8)
is a global error. Therefore given a local error \( d(r) \), the global error is the solution of the integral equation (5.2.7) with the local error as the right hand side.

From the spectral theory of \( K^s \), let \( \lambda_k \) be the eigenvalues of \( K^s \) and \( \phi_k \) the corresponding eigenfunctions. Then we have

\[
K^s e(r) = \sum_k \lambda_k (e, \phi_k) \phi_k (r).
\] (5.2.9)

where the inner product \( (\cdot, \cdot) \) is defined in (2.5.4). We can then formally conveniently solve (5.2.7) by using an expansion of \( d \) in eigenfunctions. Note that the eigenvalues of \( K^s \) have an accumulation point at zero. Using (5.2.9) in (5.2.7) we have

\[
\sum_k \lambda_k (e, \phi_k) \phi_k (r) = d(r).
\] (5.2.10)

Systematically taking the inner product with \( \phi_k \) (5.2.10) gives

\[
\lambda_k (e, \phi_k) = (d, \phi_k),
\] (5.2.11)

where \( (e, \phi_k) \) are the expansion coefficients of \( e \) and \( (d, \phi_k) \) are the expansion coefficients of \( d \). Solving the global error is now equivalent to solving (5.2.11) for its coefficients \( (e, \phi_k) \). This formally yields

\[
(e, \phi_k) = \frac{1}{\lambda_k} (d, \phi_k),
\] (5.2.12)

where we assume that \( \lambda_k \neq 0 \). So

\[
e(r) = \sum_k (e, \phi_k) \phi_k (r).
\] (5.2.13)

From (5.2.12) we see that since the eigenvalues \( \lambda_k \) go to zero for increasing \( k \), the global error coefficients might grow unboundedly large depending on the local error coefficients. We now have the following

**Theorem 5.2.1** If \( d \) is such that 

\[
\left| \frac{(d, \phi_k)}{\lambda_k} \right| \leq O \left( \left( \frac{1}{k} \right)^{\alpha+1} \right), \quad \alpha > 0,
\]

then \( \sum_k \frac{1}{\lambda_k} |(d, \phi_k)| \) is a finite bound for \( \|e\|_{\infty} \).

**Proof.** Substituting (5.2.12) into (5.2.13) gives

\[
e(r) = \sum_k \frac{1}{\lambda_k} (d, \phi_k) \phi_k (r).
\] (5.2.14)

Since the basis functions are orthonormal, we then find

\[
\|e\|_{\infty} \leq \sum_k \frac{1}{\lambda_k} |(d, \phi_k)|.
\] (5.2.15)
Global errors

Corollary 5.2.1 Under the assumptions of Theorem 5.2.1 both the constant and the linear elements schemes are convergent.

It is therefore important to have information about the \( \lambda_k \) to assess (5.2.12). The case for a general boundary is very complicated and therefore we restrict ourselves to a circular domain. We conjecture that the general case then follows using conformal mapping. In [16, p. 26], it has been established that, in the case of a Dirichlet problem on a circle, the eigenvalues \( \lambda_k \) are \( O(1/k) \). From (5.2.12) we therefore conclude that to have convergence in the coefficients of the global error the coefficients of the local error must be \( O(1/k^{2+\alpha}) \) where \( \alpha > 0 \). It is this phenomenon that is the subject of investigation in the following subsections for different forms of \( d \).

In order to do this we need to have the eigensolutions of the problem. We still restrict ourselves to a Dirichlet problem on a circle, in which case the eigenfunctions are sines and cosines and expansions of functions are just Fourier series. We begin with a problem where the local error is constant and then will show how this can be used for almost constant problems, that is, where the local error is properly equidistributed.

5.3 Dirichlet problems

A more detailed investigation of the global error requires assessing the Fourier coefficients \( (d, \phi_k) \). As we fix our thought on a circular domain, we can use trigonometric functions for a basis. Recall from Section 2.5.1 that the single layer operator \( K^s \) for the Dirichlet problem has cosines and sines as eigenfunctions. On a circle of radius \( R \), \( R/2k \) is an eigenvalue for \( K^s \) with eigenfunctions \( \cos k\theta \) and \( \sin k\theta \) where \( \theta \) is the polar angle. Also, for a symmetric kernel \( K \) with orthonormal eigenfunctions \( y_k \), the Fourier coefficients of an arbitrary function \( h \) are given by \( h_k = (h, y_k) \), see [41, p. 324]. Basically, for a function \( f \) of period \( 2\pi \) that is integrable over the period, the Fourier series of \( f \) is the trigonometric series, see [39, p. 532],

\[
a_0 + \sum_{n=1}^{\infty} (a_n \cos n\chi + b_n \sin n\chi),
\]

where \( a_n, b_n, n = 1,2,\ldots \) are the Fourier coefficients of \( f \) given by

\[
a_0 := \frac{1}{2\pi} \int_{-\pi}^{\pi} f(\chi) \, d\chi, \quad (5.3.2a)
\]

\[
a_n := \frac{1}{\pi} \int_{-\pi}^{\pi} f(\chi) \cos n\chi \, d\chi, \quad n = 1,2,\ldots, \quad (5.3.2b)
\]

\[
b_n := \frac{1}{\pi} \int_{-\pi}^{\pi} f(\chi) \sin n\chi \, d\chi, \quad n = 1,2,\ldots. \quad (5.3.2c)
\]
We note here that since we focus ourselves on a circular boundary, the natural arc length coordinate $\chi$ is given by $\chi = R \theta$. In what follows we use Fourier series analysis to relate global error to local error.

**Theorem 5.3.1** If the local error $d$ is constant over $\partial \Omega$, say $d \equiv C$ over $\partial \Omega$, then $e$ is also constant over $\partial \Omega$, that is,

$$e(r) = C_0,$$  \hspace{1cm} (5.3.3)

for some constant $C_0 \in \mathbb{R}$.

**Proof.** This result follows directly from Theorem 5.2.1 noting that all Fourier coefficients of $d$ are zero except the one for the constant function. $\blacksquare$

**Corollary 5.3.1** If we use constant elements and $l_j^2 \frac{\partial^2 q}{\partial \chi^2} \big|_{\chi_j}$ is equidistributed, that is, $l_j^2 \frac{\partial^2 q}{\partial \chi^2} \big|_{\chi_j} = C_0$ a constant, then the global error has the same order as the local error and is given by

$$\|e_0\|_\infty \leq \frac{1}{48\pi} C_0 (2\pi R) \log(1/R),$$  \hspace{1cm} (5.3.4)

where $R$ is the radius of the circle.

**Proof.** Recall from Lemma 4.3.2, $l_j^2 \frac{\partial^2 q}{\partial \chi^2} \big|_{\chi_j} = C_0$ results in

$$d_0(s) = \frac{1}{48\pi} C_0 (2\pi R) \log(1/R),$$  \hspace{1cm} (5.3.5)

where $C_0$ is second order in grid size. This result is independent of $s$ since the contour integral in (4.3.40) gives the same result for all positions $s$. So using Theorem 5.2.1, only the Fourier coefficient for the constant mode survives to give the result. $\blacksquare$

**Corollary 5.3.2** If we use linear elements and $l_j^2 \frac{\partial^2 q}{\partial \chi^2} \big|_{\chi_j}$ is equidistributed, that is, $l_j^2 \frac{\partial^2 q}{\partial \chi^2} \big|_{\chi_j} = C_1$ a constant, then the global error has the same order as the local error and is given by

$$\|e_1\|_\infty \leq \frac{1}{24\pi} C_1 (2\pi R) \log R,$$  \hspace{1cm} (5.3.6)

where $R$ is the radius of the circle.
Proof. Again, from Lemma 4.3.5, \( l_1^2 \frac{\partial^2 q}{\partial \chi^2} |(x_i) = C_1 \) results in
\[
d_1(s) = \frac{1}{4\pi} C_1 (2\pi R) \log(1/R),
\]
where \( C_1 \) is second order in grid size. The result is independent of \( s \) since the contour integral in (4.3.40) gives the same result for all positions \( s \). So using the results of Theorem 5.2.1, only the Fourier coefficient for the constant mode survives to give the result. ■

For a more general result we can proceed along two lines. First one may wonder what is the effect of neglecting higher order terms in local error estimates. For this we have

**Theorem 5.3.2** Let \( q \in C^2(\partial \Omega) \) and define \( l := \max_{i=1,\ldots,N} l_i \). Then \( \|e\|_\infty = O(l^2) \).

Proof. From Theorem 4.3.1 we conclude that
\[
d_0(s) = \frac{1}{24\pi} C_1 \int \frac{\partial^2 r}{\partial \chi^2} \frac{1}{r} d\chi - \frac{1}{48\pi} C_2 \int \log(||s - r(\chi)||) d\chi + O(l^3),
\]
where
\[
\min \left| \frac{\partial q}{\partial \chi} (x_i) l_j \right| \leq C_1 \leq \max \left| \frac{\partial q}{\partial \chi} (x_i) l_j \right|,
\]
\[
\min \left| \frac{\partial^2 q}{\partial \chi^2} (x_i) l_j^2 \right| \leq C_2 \leq \max \left| \frac{\partial^2 q}{\partial \chi^2} (x_i) l_j^2 \right|.
\]
Let
\[
M(\chi) := \frac{1}{24\pi} C_1 \int \frac{\partial^2 r}{\partial \chi^2} \frac{1}{r} d\chi - \frac{1}{48\pi} C_2 \int \log(||s - r(\chi)||) d\chi,
\]
and
\[
\delta(\chi) := O(l^3),
\]
that is \( \delta(\chi) \) is the order three terms. Thus we have
\[
d_0(s) = M(\chi) + \delta(\chi).
\]

We can expand the \( \delta \) formally in a Fourier expansion. Before doing that we note that they can be approximated by a periodic higher order approximation polynomial of degree less than or equal to \( N - 1 \), which means that the coefficients for frequencies larger that \( N \) are zero. Hence
\[
\delta(\chi) = \sum_{j=0}^{N-1} (\alpha_j \cos j\chi + \beta_j \sin j\chi),
\]

where $|\alpha_j|, |\beta_j| = O\left(\frac{1}{j}\right)$. We now find that

$$e(\chi) = M + \sum_{j=0}^{N-1} \left( \frac{j}{2\pi} \alpha_j \cos j\chi + \frac{j}{2\pi} \beta_j \sin j\chi \right)$$

(5.3.13)

Since $\alpha_j, \beta_j$ are $O(l^3)$ and we sum over $N$ terms $N = O(l^4)$ and, finally, since $M = O(l^2)$ we thus have proven the result.

In Table 5.1 we have the infinity norm of the global errors in the solution of Example 3.7.1. We see that each time we increase the number of elements $N$ by three the error goes down by a factor of nine. The behaviour is the same for both constant and linear elements as shown in Tables 5.1(a) and (b) respectively. Thus the error is second order in grid size as is the local error.

| $N$ | $||e||_\infty$ | error ratios | $N$ | $||e||_\infty$ | error ratios |
|-----|----------------|-------------|-----|----------------|-------------|
| 5   | 1.02E-01       | 2.63        | 5   | 7.14E-02       | 1.50        |
| 15  | 3.87E-02       | 7.58        | 15  | 4.74E-02       | 7.46        |
| 45  | 5.12E-03       | 8.56        | 45  | 6.37E-03       | 8.53        |
| 135 | 5.98E-04       | 8.85        | 135 | 7.46E-04       | 8.85        |
| 405 | 6.75E-05       | 8.92        | 405 | 8.44E-05       | 8.92        |
| 1215| 7.57E-06       | -           | 1215| 9.45E-06       | -           |

(a) Constant elements  
(b) Linear elements

Table 5.1: Global errors in the solution of Dirichlet Example 3.7.1 using constant elements in (a), and linear elements in (b).

### 5.4 Neumann problems

A Neumann problem leads to a Fredholm integral equation of the second kind given by

$${\frac{1}{2}}I + \mathcal{K}^d u = f.$$  

(5.4.1)

Since we restrict ourselves to a circular domain, we have a relatively simple spectral decomposition. Indeed, from (2.5.16) we obtain for the operator $\mathcal{K} = \frac{1}{2}I + \mathcal{K}^d$ that

$$\lambda_0 = 0, \quad \lambda_j = \frac{1}{2}, \quad j \geq 1,$$

(5.4.2)
with corresponding eigenfunctions $1$, and $\cos j\chi$ and $\sin j\chi$ for $j \geq 1$ respectively. Following the same approach as in obtaining (5.2.7), we have

$$e = \left(\frac{1}{2}I + K^d\right) d.$$

(5.4.3)

**Theorem 5.4.1** The global error $e(r)$ of the solution to a Neumann problem is second order in grid size, that is, the same order as the local error $d(r)$. That is

$$e(r) = Cd(r),$$

(5.4.4)

for some $C \in \mathbb{R}$.

**Proof.** For a given $d$ we look for solutions of (5.4.3) in the space $W_1$ introduced in Section 2.5. In this space the operator $K = \left(\frac{1}{2}I + K^d\right)$ has all eigenvalues equal to $1/2$ with sines and cosines as eigenfunctions. So we have

$$\sum_k \lambda_k(e, \phi_k)(r) = d(r), \quad \lambda_k = 1/2,$$

(5.4.5)

for all $k$. Taking the inner product with a $\phi_k$ we obtain

$$(e, \phi_k) = 2(d, \phi_k),$$

(5.4.6)

for all $k$. Thus we expect the global error to be of the same order as the local error since its Fourier coefficients are only a scalar multiple of the local error coefficients. ■

The behaviour is the same for Neumann problems as shown in Table 5.2 and as expected the error order is the same as that for the local error.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$|e|_\infty$</th>
<th>error ratios</th>
<th>$N$</th>
<th>$|e|_\infty$</th>
<th>error ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>5.93E-01</td>
<td>9.56</td>
<td>5</td>
<td>1.33E-01</td>
<td>4.00</td>
</tr>
<tr>
<td>15</td>
<td>6.20E-02</td>
<td>9.38</td>
<td>15</td>
<td>3.32E-02</td>
<td>5.38</td>
</tr>
<tr>
<td>45</td>
<td>6.61E-03</td>
<td>9.70</td>
<td>45</td>
<td>6.16E-03</td>
<td>8.08</td>
</tr>
<tr>
<td>135</td>
<td>6.81E-04</td>
<td>9.36</td>
<td>135</td>
<td>7.63E-04</td>
<td>8.74</td>
</tr>
<tr>
<td>405</td>
<td>7.28E-05</td>
<td>9.16</td>
<td>405</td>
<td>8.73E-05</td>
<td>8.92</td>
</tr>
<tr>
<td>1215</td>
<td>7.95E-06</td>
<td>-</td>
<td>1215</td>
<td>9.78E-06</td>
<td>-</td>
</tr>
</tbody>
</table>

(a) Constant elements  
(b) Linear elements

Table 5.2: Global errors in the solution of Neumann Example 3.7.3 using constant elements in (a) and linear elements in (b).
5.5 Mixed problem

The mixed problem requires some additional analysis. Suppose \( u(r) = g(r) \) on a part \( \partial \Omega^1 \) of the boundary and \( q(r) = h(r) \) on a part \( \partial \Omega^2 \), see Figure 5.1.

![Figure 5.1: Boundary with mixed boundary conditions.](image)

The integral equation for such a mixed problem can be written as

\[
\frac{1}{2} u + \mathcal{K}^d_{\partial \Omega^2} u - \mathcal{K}^s_{\partial \Omega^1} q = f \tag{5.5.1}
\]

where

\[
f := -\mathcal{K}^d_{\partial \Omega^1} g + \mathcal{K}^s_{\partial \Omega^1} h. \tag{5.5.2}
\]

So we have

\[
\mathcal{K}^d_{\partial \Omega^2} u - \mathcal{K}^s_{\partial \Omega^1} q = f - \frac{1}{2} g, \quad r \in \partial \Omega^1, \tag{5.5.3a}
\]

\[
\frac{1}{2} u + \mathcal{K}^d_{\partial \Omega^2} u - \mathcal{K}^s_{\partial \Omega^1} q = f, \quad r \in \partial \Omega^2. \tag{5.5.3b}
\]

Consider

\[
\mathcal{K}^d u - \mathcal{K}^s q = f. \tag{5.5.4}
\]

Now let

\[
u(\theta) = \sum (\alpha_k \sin k\theta + \beta_k \cos k\theta) \quad \text{on} \quad \partial \Omega^2, \tag{5.5.5}
\]

\[
q(\theta) = \sum (\gamma_k \sin k\theta + \delta_k \cos k\theta) \quad \text{on} \quad \partial \Omega^1. \tag{5.5.6}
\]
where as
\[
f(\theta) = \sum (\xi_k \sin k\theta + \eta_k \cos k\theta) \quad \text{on } \partial \Omega^1, \tag{5.5.7}
\]
\[
f(\theta) = \sum (\tau_k \sin k\theta + \rho_k \cos k\theta) \quad \text{on } \partial \Omega^2. \tag{5.5.8}
\]
Let
\[
\mathcal{L}(u, q) = K^d_{\delta \Omega^2} u - K^s_{\delta \Omega^1} q.
\]
Then we have
\[
\mathcal{L}(1, 1) = \sum (\tilde{a}_j \cos j\theta + \tilde{b}_j \sin j\theta). \tag{5.5.9}
\]
Similarly
\[
\mathcal{L}(\cos k\cdot, \cos k\cdot) = a_k + b_k \sin k\theta + c_k \cos k\theta \tag{5.5.10}
\]
and
\[
\mathcal{L}(\sin k\cdot, \sin k\cdot) = \hat{a}_k + \hat{b}_k \sin k\theta + \hat{c}_k \cos k\theta. \tag{5.5.11}
\]
Then on \( \partial \Omega^1 \)
\[
\mathcal{L}(u, q) = \sum_k \{ \alpha_k \hat{a}_k + \alpha_k \hat{b}_k \sin k\theta + \alpha_k \hat{c}_k \cos k\theta \\
+ \beta_k a_k + \beta_k b_k \sin k\theta + \beta_k c_k \cos k\theta + \beta_0 \tilde{a}_k \} . \tag{5.5.12}
\]
So
\[
\eta_0 = \sum (\alpha_k \hat{a}_k + \beta_k a_k), \tag{5.5.13a}
\]
\[
\eta_k = \sum (\alpha_k \hat{c}_k + \beta_k c_k) + \beta_0 \tilde{a}_k, \tag{5.5.13b}
\]
\[
\xi_k = \sum (\alpha_k \hat{b}_k + \beta_k b_k) + \beta_0 \tilde{b}_k. \tag{5.5.13c}
\]
If \( \beta_0 \) were known, we would find \( \alpha_k \) and \( \beta_k \) from (5.5.13b) and (5.5.13c) since \( \eta_0, \eta_k \) and \( \xi_k \) are known from the right hand side of (5.5.4) which is given. In fact we have to solve a sparse system. If we truncate the series in (5.5.13) we have a sparse system from which we can solve for \( \beta_1, \beta_2, \ldots, \beta_N \) and \( \alpha_1, \alpha_2, \ldots, \alpha_N \).

Now, for the mixed problem, the integrals in (2.5.11), (2.5.12) and (2.5.14) are valid only on part of the circle. Thus, suppose \( \partial \Omega^1 \) is the arc \( \theta \in [0, \alpha] \) and \( \partial \Omega^2 \) is the arc \( \theta \in [\alpha, 2\pi] \), see Figure 5.1. Then we have, for the \( \cos k\theta \) eigenfunctions,
\[
(K^s \cos k\theta)_{\partial \Omega^1} = -\frac{R}{2\pi} \log R \int_0^\alpha \cos(k\theta^') d\theta^' + \frac{R}{2\pi k} \int_0^\alpha \cos(k\theta) \cos^2(k\theta^') d\theta^' \\
+ \frac{R}{2\pi k} \int_0^\alpha \sin(k\theta) \sin(k\theta^') \cos(k\theta') d\theta'. \tag{5.5.14}
\]
Evaluating the integrals we get

\[(K^s \cos k\theta)_{\partial \Omega^1} = -\frac{R}{2\pi} \log \frac{R}{k} \sin \frac{k\alpha}{k} + \frac{R}{2\pi k} \cos k\theta \left( \frac{\alpha}{2} + \frac{\sin(2k\alpha)}{4k} \right)\]

\[+ \frac{R}{2\pi k} \sin k\theta \frac{\sin^2 k\alpha}{2k} \]  

\[(5.5.15)\]

For the \(\sin k\theta\) eigenfunctions we have

\[(K^s \sin k\theta)_{\partial \Omega^1} = -\frac{R}{2\pi k} \log R \int_0^\alpha \sin(k\theta') \, d\theta' + \frac{R}{2\pi k} \int_0^\alpha \cos(k\theta) \cos(k\theta') \sin(k\theta') \, d\theta'\]

\[+ \frac{R}{2\pi k} \sin(k\theta) \left( \frac{\alpha}{2} - \frac{\sin 2k\alpha}{4k} \right).\]  

\[(5.5.16)\]

which yields

\[(K^s \sin k\theta)_{\partial \Omega^1} = -\frac{R}{2\pi k} \log R \left( 1 - \cos k\alpha \right) + \frac{R}{2\pi k} \cos k\theta \frac{\sin^2 k\alpha}{2k} \]

\[+ \frac{R}{2\pi k} \sin(k\theta) \left( \frac{\alpha}{2} - \frac{\sin 2k\alpha}{4k} \right).\]  

\[(5.5.17)\]

For well conditioning of (5.5.13b) and (5.5.13c), we have to look at the system

\[
\begin{bmatrix}
\check{c}_k & c_k \\
\check{b}_k & b_k
\end{bmatrix} =
\begin{bmatrix}
\frac{R}{2k\pi} \sin \frac{k\alpha}{2} & \frac{R}{2k\pi} \left( \frac{\alpha}{2} + \frac{\sin 2k\alpha}{4k} \right) \\
\frac{R}{2k\pi} \left( \frac{\alpha}{2} - \frac{\sin 2k\alpha}{4k} \right) & \frac{R}{2k\pi} \sin^2 \frac{k\alpha}{2}
\end{bmatrix}
\]

\[= \mathbf{A}, \]  

\[(5.5.18)\]

which is obtained by comparing (5.5.15) and (5.5.17) with (5.5.10) and (5.5.11). So,

\[\det \mathbf{A} = \frac{R^2}{4k^2\pi^2} \left[ \frac{\sin^4 k\alpha}{4k^2} - \frac{\alpha^2}{4} + \frac{\sin^2 2k\alpha}{16k^2} \right],\]

\[(5.5.19)\]

which is not zero unless \(\alpha = 0\). We are therefore able to obtain the coefficients \(\alpha_k\) and \(\beta_k\). A similar process as above will show that we are able to compute the coefficients \(\gamma_k\) and \(\delta_k\). So we deduce that \(u(\theta)\) can be found as an infinite Fourier series (5.5.5), and likewise \(q(\theta)\) in (5.5.6). In computing the global error, the unknowns \(u(\theta)\) on \(\partial \Omega^2\) and \(q(\theta)\) on \(\partial \Omega^1\) are instead the local errors in these functions. So we have the following theorem

**Theorem 5.5.1** If we use linear elements and \(L^1_{\partial \Omega} \frac{\partial^2 q}{\partial \chi^2}(\chi_i)\) is constant over \(\partial \Omega^1\) and \(L^1_{\partial \Omega} \frac{\partial^2 u}{\partial \chi^2}(\chi_i)\) is constant over \(\partial \Omega^2\), then the expansion coefficients \(\alpha_k\), \(\beta_k\) of the global error are second order in grid size, that is \(\alpha_k, \beta_k = O(1^2)\).
Global errors

Proof. The coefficients $\alpha_k$, $\beta_k$ are obtained from solving the system (5.5.13). In (5.5.19) we have shown that the system is well conditioned. Since the right hand side is from the local error, which in Corollary 4.5.2 we have shown that it is second order, then the coefficients will also be second order.

Corollary 5.5.1 For a mixed problem, if we use linear elements and have equidistribution, then the global error is $O(1)$.

Proof. Since the global error is a sum over the expansion coefficients $\alpha_k$, $\beta_k$ which are second order, we expect this error to be of first order.
“A good scientist is a person in whom the childhood quality of perennial curiosity lingers on. Once he gets an answer, he has other questions. – Frederick Seitz.
Chapter 6

Local Defect Correction for BEM

6.1 Introduction

Often boundary value problems have small localised regions of high activity where the solution varies very rapidly compared to the rest of the domain. This behaviour is due to boundary conditions or due to an irregular boundary. One therefore has to use relatively fine meshes to capture the high activity. Since the activity is localised, one may also choose to solve on a uniform structured grid. That is, instead of a uniform global grid, the solution is approximated using several uniform grids with different grid sizes that cover different parts of the domain. The size of each grid is chosen in agreement with the activity of the solution in that part of the domain. This refinement strategy is called local uniform grid refinement [19]. The solution is approximated on a composite grid which is the union of the various uniform local grids. One way of approximating this composite grid solution that is simple and less complex is by Local Defect Correction (LDC).

In LDC, at least one grid, the global coarse grid, covers the entire domain. Then a uniform local fine grid is used in a small part of the domain containing the high activity. In [19, 23] LDC has been shown to be a useful way of approximating the composite grid solution in which a global coarse grid solution is improved by a local fine grid solution through a process whereby the right hand side of the global coarse grid problem is corrected by the defect of a local fine grid approximation. This method has been well explored for numerical methods such as finite differences and finite volumes, see [1, 19, 23, 51].
In this chapter we explore potential analogues and develop an LDC strategy for BEM. The first attempt on LDC for BEM was in [32] and [34] where an algebraic approach was suggested and studied. Since in BEM we discretise the boundary, we will be concerned with problems in which the high activity occurs at the boundary. In Section 6.2 we develop an LDC strategy for BEM alongside an example. In Section 6.5 we will show that indeed LDC is a fixed point iterative method and discuss some convergence properties of the algorithm.

6.2 LDC formulation with an introductory example: A Neumann problem

Consider the Neumann problem of Example 3.7.4. Let the domain be a unit square in two dimension, that is, \( \Omega = [0, 1] \times [0, 1] \) and the fixed point \( r_s = (0.5, -0.02) \). So we have the problem

\[
\begin{align*}
\nabla^2 u(r) &= 0, \quad r \in \Omega := [0, 1] \times [0, 1], \\
q(r) &= h(r), \quad r \in \Gamma,
\end{align*}
\]

where

\[
h(r) = \frac{(r - r_s) \cdot n(r)}{\|r - r_s\|^2}, \quad r_s = (0.5, -0.02).
\]

The solution in \( \Omega \), shown in Figure 6.1, has a small area close to the boundary where it changes rapidly. As a result, the solution \( u(r) \) in the boundary has a region of high activity in a small part of the boundary, see Figure 6.1.

![Solution in Ω with small region of high activity.](a) Solution in Ω with small region of high activity.](image-a)

![The solution u(r) in part of ∂Ω that borders the high activity.](image-b)

(b) The solution \( u(r) \) in part of \( \partial \Omega \) that borders the high activity.

Figure 6.1: Solution in the domain and part of the solution \( u(r) \) at the boundary for Example (3.7.4) on a unit square with \( r_s \) in \( h(r) \) equal to \( (0.5, -0.02) \).

Therefore we can identify a small region inside \( \Omega \) which contains the high activity. This region we call the local domain and denote it by \( \Omega_{\text{local}} \), see Figure 6.2.
The interest in BEM is to compute a numerical approximation of \( u(r) \) as accurately as possible. For such kind of multiscaled variations one is faced with the option of using a global uniform grid with a mesh of relatively small size \( l \) in order to capture the high activity. This would result in very large systems which are computationally expensive since BEM matrices are full matrices. Besides, outside the local active boundary \( \Gamma_{\text{active}} \), the variation of the solution is smooth and a relatively coarse grid would suffice. The other option is to use a uniform structured grid designed to capture the different activities. This would be a composite grid with a relatively fine mesh of size \( l \) in the local active region and a coarse grid of size \( L \) elsewhere.

With LDC we approximate the solution on a composite grid in an iterative way that involves solving a so called local problem which is a boundary value problem defined on the local domain. The local problem is solved on a fine mesh whose size is chosen in agreement with the local activity. The solution on the local fine grid is combined with the solution on the global coarse grid through defect correction to obtain a composite grid solution on \( \Gamma \).

The advantage of this approach is that instead of solving a large composite grid system, two smaller systems; a global coarse grid system and a local fine grid system, are solved independently. For problems with various local activities the local problems can be solved separately in parallel giving a tremendously
cheaper way of obtaining a composite grid solution other than solving directly on the composite grid.

As introduced in Section 3.1, let \( \Gamma \) be the numerical representation of \( \partial \Omega \) in BEM. The \textit{global coarse grid} \( \Gamma^L \) is a uniform mesh of \( N \) elements each of size \( L \) covering the whole of \( \Gamma \), that is,

\[
\Gamma^L := \{ \Gamma^L_1, \Gamma^L_2, \ldots, \Gamma^L_N \}
\]

(6.2.3)

where \( |\Gamma^L_j| = L \) for all \( j \). The \textit{local fine grid} \( \Gamma^l_\text{local} \) is a uniform mesh of \( N_l \) elements each of size \( l \) covering \( \Gamma^l_\text{local} \), that is,

\[
\Gamma^l_\text{local} := \{ \Gamma^l_\text{local},1, \Gamma^l_\text{local},2, \ldots, \Gamma^l_\text{local},N_\text{local} \}
\]

(6.2.4)

where \( |\Gamma^l_{\text{local},i}| = l \) for all \( i \). The size of the local fine grid \( l \) is chosen in agreement with the activity of the solution in \( \Gamma^\text{active} \). Since the solution varies much more rapidly in \( \Gamma^\text{active} \) than elsewhere, we expect \( l \) to be much smaller than \( L \). Part of the grid \( \Gamma^l_\text{local} \) belongs to \( \Gamma^\text{active} \) and part belongs to \( \Gamma^\text{inside} \). The part that belongs to \( \Gamma^\text{active} \) is denoted \( \Gamma^l_\text{active} \) and that that belongs to \( \Gamma^\text{inside} \) is denoted \( \Gamma^l_\text{inside} \). That is

\[
\Gamma^l_\text{active} := \{ \Gamma^l_\text{active},1, \Gamma^l_\text{active},2, \ldots, \Gamma^l_\text{active},N_\text{active} \}
\]

(6.2.5a)

\[
\Gamma^l_\text{inside} := \{ \Gamma^l_\text{inside},1, \Gamma^l_\text{inside},2, \ldots, \Gamma^l_\text{inside},N_\text{inside} \}
\]

(6.2.5b)

where \( \Gamma^l_\text{active} \cup \Gamma^l_\text{inside} = \Gamma^l_\text{local} \) and \( N_\text{active} + N_\text{inside} = N_\text{local} \). In constant elements that we discuss here, the collocation nodes are the midpoints of the elements,
where the solution is computed. Let us denote the nodes of the coarse grid as $r^L$, 
$$r^L := \{ r^L_1, r^L_2, \ldots, r^L_N \}. \quad (6.2.6)$$
Similarly we denote the nodes of the local fine grid as $r^l_{\text{local}}$, 
$$r^l_{\text{local}} := \{ r^l_{\text{local},1}, r^l_{\text{local},2}, \ldots, r^l_{\text{local},N_{\text{local}}} \}, \quad (6.2.7)$$
and consist of $r^l_{\text{active}}$ and $r^l_{\text{inside}}$ that are analogously defined.

We assume that all the grid nodes of $r^L \cap r^l_{\text{active}}$ belong to $r^l_{\text{active}}$, see Figure 6.3.

The composite grid nodes $r^l,L$ are the union $r^L \cup r^l_{\text{active}}$ of the global coarse grid nodes $r^L$ and the active local fine grid nodes $r^l_{\text{active}}$. The composite grid $\Gamma^{l,L}$ consists of the finest elements that correspond to $r^l,L$.

First we discretise the BIE on $\Gamma^L$ to yield

Step (i)

$$\frac{1}{2} u^L_i + \sum_{j=1}^{N} u^L_j \int_{\Gamma^L_j} \frac{\partial v}{\partial n}(r_i;r(\chi)) \, d\chi = \sum_{j=1}^{N} \int_{\Gamma^L_j} q(r(\chi))v(r_i;r(\chi)) \, d\chi, \quad (6.2.8)$$

which gives the global coarse grid system of equations 
$$A^L u^L_0 = b^L. \quad (6.2.9)$$

Once we have solved (6.2.9), the next step is to use the solution $u^L_i$ to formulate a local problem on $\Omega_{\text{local}}$. This local problem on $\Omega_{\text{local}}$ satisfies the same operator as in the global problem. The boundary conditions on $\Gamma_{\text{active}}$ are the same as those in the global problem that is $q(r) = h(r)$, since $\Gamma_{\text{active}} \subset \Gamma$. On $\Gamma_{\text{inside}}$ we prescribe an artificial boundary condition $\tilde{g}(r)$ defined below. So we have

$$\begin{cases}
\nabla^2 u(r) = 0, & r \in \Omega_{\text{local}}, \\
q(r) = h(r), & r \in \Gamma_{\text{active}}, \\
u(r) = \tilde{g}(r), & r \in \Gamma_{\text{inside}},
\end{cases} \quad (6.2.10)$$

where $\tilde{g}(r)$ is a piecewise constant function given by

$$\tilde{g}(r) := u_{\text{inside}}(r_i), \quad r \in \Gamma_{\text{inside,1}} \subset \Gamma_{\text{inside}}, \quad (6.2.11)$$

and

Step (ii)

$$u_{\text{inside}}(r_i) := \sum_{j=1}^{N} \int_{\Gamma^L_j} q(r(\chi))v(r_i;r(\chi)) \, d\chi - \sum_{j=1}^{N} u^L_j \int_{\Gamma^L_j} \frac{\partial v}{\partial n}(r_i;r(\chi)) \, d\chi, \quad r_i \in \Gamma_{\text{inside}}. \quad (6.2.12)$$
Step (iii) Then a BIE for (6.2.10) on $\Gamma_{\text{local}}$ is, for $r, r(\chi) \in \Gamma_{\text{local}},$

$$\frac{1}{2}u(r) + \int_{\Gamma_{\text{active}}} u(r(\chi)) \frac{\partial v(r; r(\chi))}{\partial n} d\chi + \int_{\Gamma_{\text{inside}}} \tilde{g}(r(\chi)) \frac{\partial v(r; r(\chi))}{\partial n} d\chi = \int_{\Gamma_{\text{active}}} q(r(\chi)) v(r; r(\chi)) d\chi + \int_{\Gamma_{\text{inside}}} q(r(\chi)) v(r; r(\chi)) d\chi. \quad (6.2.13)$$

Discretising (6.2.13) on a local fine grid defined in (6.2.4) and (6.2.5) we have

$$\frac{1}{2}u_{l_{\text{local}},i} + \sum_{j} u_{l_{\text{active}},j} \int_{\Gamma_{l_{\text{active}},j}} \frac{\partial v}{\partial n} (r_i; r(\chi)) d\chi + \sum_{j} u_{l_{\text{inside}},j} \int_{\Gamma_{l_{\text{inside}},j}} \frac{\partial v}{\partial n} (r_i; r(\chi)) d\chi =$$

$$\sum_{j} q_{l_{\text{active}},j} \int_{\Gamma_{l_{\text{active}},j}} v(r_i; r(\chi)) d\chi + \sum_{j} q_{l_{\text{inside}},j} \int_{\Gamma_{l_{\text{inside}},j}} v(r_i; r(\chi)) d\chi. \quad (6.2.14)$$

In (6.2.14) we have two vectors on $\Gamma_{l_{\text{local}}}$: $\mathbf{u}_{l_{\text{local}}}$ and $\mathbf{q}_{l_{\text{local}}}$, where

$$\mathbf{u}_{l_{\text{local}}} = \begin{bmatrix} \mathbf{u}_{l_{\text{active}}} \\ \mathbf{u}_{l_{\text{inside}}} \end{bmatrix}, \quad \mathbf{q}_{l_{\text{local}}} = \begin{bmatrix} \mathbf{q}_{l_{\text{active}}} \\ \mathbf{q}_{l_{\text{inside}}} \end{bmatrix}. \quad (6.2.15)$$

The vector $\mathbf{u}_{l_{\text{inside}}}$ is known through (6.2.12) and the vector $\mathbf{q}_{l_{\text{active}}}$ is known because $q(r(\chi))$ is given on $\Gamma_{\text{active}}$. So if we repeat (6.2.14) for all the local nodes we obtain an algebraic system of $N_{\text{local}}$ equations. We rearrange the system in matrix by putting the known quantities on one side to obtain the local problem system

$$\mathbf{A}_{l_{\text{local}}} \mathbf{x}_{l_{\text{local}}} = \mathbf{b}_{l_{\text{local}}} \quad (6.2.16)$$

where

$$\mathbf{x}_{l_{\text{local}}} = \begin{bmatrix} \mathbf{u}_{l_{\text{active}}} \\ \mathbf{q}_{l_{\text{inside}}} \end{bmatrix}. \quad (6.2.16)$$

The formation of the system (6.2.16) will further be detailed in Section 6.5.

The solution $\mathbf{u}_{l_{\text{active}}}$ is expected to be more accurate than the coarse grid solution $\mathbf{u}_l$ in $\Gamma_{\text{active}}$. The next step of LDC is to use the local fine grid solution to update the global coarse grid problem. In updating, the right hand side of the global coarse grid problem is corrected by the defect of the local fine grid approximation, we will call this step the defect correction step. The two approximations are then used to define a composite grid approximation of $u(r)$.

The question now is: how do we compute the defect? Consider the coarse grid discretisation (6.2.8). If we knew the exact continuous function $u(r)$ and hence the exact solution $u_j := u(r_j)$ in the nodes we would use it in (6.2.8) to obtain

$$\frac{1}{2}u_i + \sum_{j=1}^{N} u_j \int_{\Gamma_{l_{j}}} \frac{\partial v(r; r(\chi))}{\partial n} d\chi = \sum_{j=1}^{N} q(r(\chi)) v(r_i; r(\chi)) d\chi + d^l_i. \quad (6.2.17)$$
where \( d_i \) is the local defect for the \( i \)-th equation introduced in (4.2.9). We also have the exact BIE as
\[
\frac{1}{2}u_i + \sum_{j=1}^{N} \int_{\partial\Omega_j} u(r(\chi)) \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi = \sum_{j=1}^{N} \int_{\partial\Omega_j} q(r(\chi)) v(r_i; r(\chi)) \, d\chi. \tag{6.2.18}
\]
Subtracting (6.2.18) from (6.2.17) gives
\[
\sum_{j=1}^{N} u_i \int_{\partial\Omega_j} u(r(\chi)) \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi - \sum_{j=1}^{N} \int_{\partial\Omega_j} u(r(\chi)) \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi = d_L^i. \tag{6.2.19}
\]
From (6.2.19) we define the local defect per element \( j \) as
\[
d_{Lij} := u_i \int_{\partial\Omega_j} \partial v \partial n(r_i; r(\chi)) \, d\chi - \int_{\partial\Omega_j} u(r(\chi)) \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi, \tag{6.2.20}
\]
so that the total defect at \( r_i \) is given by
\[
d_L^i := \sum_{j} d_{Lij}, \quad i = 1, 2, \ldots, N. \tag{6.2.21}
\]
Therefore if we would know the exact continuous function \( u(r) \) we could compute the local defect \( d_L^i \), add it to the right hand side of (6.2.8) and solve for the exact solution \( u_i \) on each element. However \( u(r) \) is not known and therefore we cannot compute the defect using (6.2.20). All we can do is estimate \( d_{Lij} \) as accurately as possible using the best solution available, which is

Step (iv)
\[
u_{\text{best},j}^L = \begin{cases} \quad u_i^L, & r_i^L \subset \Gamma_c, \\ u_{\text{active},j}^L, & r_i^L \subset \Gamma_{\text{active}}. \end{cases} \tag{6.2.22}
\]
So for elements in the high activity region we have the fine grid solution which we can use to estimate the local defect as follows.

Let us consider the case of a square where \( \Gamma^L_{\text{active}} \equiv \partial\Omega_j \). Suppose that in the local fine grid \( \Gamma^L_{\text{active}} \) a global coarse grid element \( r_i^L \) is divided into \( k \) fine elements \( \Gamma^L_{\text{active},j_k} \) such that \( \Gamma^L_i = \bigcup_k \Gamma^L_{\text{active},j_k} \), see an illustration in Figure 6.4 for \( k = 3 \).

Then the best approximations of the integrals in (6.2.20) are
\[
u_i \int_{\Gamma^L_i} \partial v \partial n(r_i; r(\chi)) \, d\chi \approx u_{\text{active},j}^L \int_{\Gamma^L_i} \partial v \partial n(r_i; r(\chi)) \, d\chi, \tag{6.2.23a}
\]
\[
\int_{\Gamma^L_i} u(r(\chi)) \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi \approx \sum_k u_{\text{active},j_k}^L \int_{\Gamma^L_{\text{active},j_k}} \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi. \tag{6.2.23b}
\]
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Step (v) Therefore we have the following best approximation of the defect per element

\[ d^L_{ij} \approx u^l_{\text{active},j} \int_{\Gamma^L_j} \frac{\partial v}{\partial n}(ri; r(\chi)) \, d\chi - \sum_k u^l_{\text{active},jk} \int_{\Gamma^L_{jk}} \frac{\partial v}{\partial n}(ri; r(\chi)) \, d\chi, \]  

(6.2.24)

for \( \Gamma^L_j \subset \Gamma_{\text{active}} \) and

\[ d^L_{ij} \approx 0 \]

for \( \Gamma^L_j \subset \Gamma_c \). We can then compute the defect

\[ d^L_i \approx \sum_j d^L_{ij}, \quad \Gamma^L_j \subset \Gamma_{\text{active}}, \quad \text{for all } i = 1, 2, \ldots, N. \]  

(6.2.25)

By default integration in the BIE is global. Each node of the global coarse grid communicates with the active region through integration. So although the activity is local, its effect is global. The defect \( d^L_i \) is therefore computed for all nodes of the global coarse grid.

Step (vi) The next step now is the updating step. The global coarse grid discretisation is updated with the defect of the local fine grid solution. So we have

\[ A^L u^L_1 = b^L + d^L \]  

(6.2.26)

Solving (6.2.26) gives the updated coarse grid solution \( u^L_1 \).

At this stage we use the fine grid solution on \( \Gamma^l_{\text{active}} \) and the global coarse grid solution to form a composite grid solution \( u^{L,l} \) as

\[ u^{L,l}(r) = \begin{cases} 
  u^l_{\text{active}}(r), & r \in \Gamma_{\text{active}}, \\
  u^L_1(r), & r \in \Gamma_c.
\end{cases} \]  

(6.2.27)

The composite grid solution (6.2.27) can now be used to compute better boundary conditions on \( \Gamma_{\text{inside}} \) and then form and solve the updated fine grid problem

\[ A_{\text{local}} x^l_{\text{local}} = b^l_{\text{local}}. \]  

(6.2.28)
Step (vii) Thus we obtain the updated composite grid solution given by

\[
 u^{1,1}_{l,L}(r) = \begin{cases} 
 u^1_{\text{active}}(r), & r \in \Gamma_{\text{active}}, \\
 u^1_L(r), & r \in \Gamma_c.
\end{cases}
\]  

(6.2.29)

In Figures 6.5 and 6.6 we have the results at each of the above stages of local defect correction for the problem (6.2.1) with boundary conditions (6.2.2). Figure 6.7 shows how fast the global error converges. Basically the algorithm has converged already in the first iteration since the error reduction between successive iterations after the first one is small compared to that in the first iteration.

The process of defect correction can be repeated generating a composite grid solution at the end of Step (vii) of each cycle. In the next section we show that this process is a fixed point iterative process for computing the solution on a composite grid. The solution is obtained by solving separate global coarse and local fine grid problems.

### 6.3  LDC formulation: A Dirichlet problem

The process of LDC formulation for a Dirichlet problem is completely the same as that for a Neumann problem. The only differences will be in the operators involved. The global operator will be a single layer operator. In the case of a Neumann problem, the local problem is a mixed problem with \( q \) given on \( \Gamma_{\text{active}} \) and \( u \) on \( \Gamma_{\text{inside}} \) prescribed through the use of the global solution. For a Dirichlet
Figure 6.6: Results of a typical LDC process for a Neumann problem in one iteration.

Figure 6.7: Convergence of the global coarse grid error.
problem, the local problem will be a completely Dirichlet with \( u \) given on \( \Gamma_{\text{active}} \) and \( u \) on \( \Gamma_{\text{inside}} \) prescribed through the use of the global solution.

### 6.4 Complexity of the algorithm

In brief, the LDC iterative process can be summarised as follows:

**Algorithm 6.1**

**LDC iteration summary**

(I) Solve the global coarse grid problem on \( \Gamma \).

(II) Compute \( u \) on \( \Gamma_{\text{inside}} \).

(III) Solve a fine grid problem on \( \Gamma_{\text{local}} \).

(IV) Update the global coarse grid problem.

Suppose we have \( p \) locally active small regions and thus \( p \) local problems. Let, for each local problem, \( M^l \) be the number of elements \( \Gamma_{\text{local}} \) and \( M^m \) the number of elements on \( \Gamma_{\text{inside}} \). Then the size of the local problem is \( M = M^l + M^m \). Let \( M^m \) be so small that \( M \approx M^l \). Let \( N \) be the size of the global problem and \( N_{\text{local}}^l \) the number of global elements in \( \Gamma_{\text{local}} \). We assume \( \Gamma_{\text{local}} \) is such a small part of the global boundary that \( N - N_{\text{local}}^l \approx N \). Then the equivalent size of the composite grid would be \( pM + N \). The operational count for LU-decomposition is \( N^3/3 \) for a size \( N \) matrix. So the complexity of the equivalent composite grid problem would be

\[
\frac{1}{3}(pM + N)^3 \approx \frac{(p + 1)^3}{3}N^3 \text{ if } M \approx N. \tag{6.4.1}
\]

The BEM-LDC algorithm converges in one step which involves solving two coarse grid problems and \( p \) local problems and so has total complexity

\[
2 \cdot \frac{1}{3}N^3 + \frac{p}{3}M^3 \approx \frac{N^3}{3}(2 + p). \tag{6.4.2}
\]

So when we compare (6.4.1) with (6.4.2) we see that the composite problem is \( (p + 1)^3/(2 + p) \) times more expensive than BEM-LDC. Suppose instead we were to refine globally to a grid of size equal to that of the local problems. Then if the refinement ratio is \( \alpha \), that is, \( L/l = \alpha \), the resulting problem would be of complexity \( \frac{1}{3}N^3 \). So the resulting problem would be \( \alpha^3/(p + 2) \) times more complex than using LDC. For instance in the modes case of \( \alpha = 2 \), this factor is more than one for up to \( p = 5 \) local problems. Thus BEM-LDC is cheaper.
than both of its obvious alternatives of either composite gridding or refining uniformly.

Another advantage of LDC over solving on direct composite or fine uniform grids is the memory required. LDC requires less memory than the equivalent composite or uniform grid problems. This is because instead of handling large matrices and vectors of sizes say \((M + N)\) or \(\alpha N\), it handles smaller vectors of sizes \(N\) and \(M\) at a time.
6.5 LDC algorithm as a fixed point iteration

In BEM, Dirichlet and Neumann problems have different properties because they result in different integral operators. However the LDC process is the same for both the Neumann and Dirichlet problems, with the only differences being in the operators involved. In this chapter we consider the Neumann problem and show that the LDC algorithm is a fixed point iterative process. The case of a Dirichlet problem is developed along the same lines.

In general the LDC process can be summarised in the following algorithm:

Algorithm 6.2
LDC algorithm for BEM

Initialisation

(1) Solve a global coarse grid problem

\[ A_L^k x_L^k = b_L \quad \text{on} \quad \Gamma_L. \]

(2) Compute the potential \( u(r) \) on \( \Gamma_{\text{inside}} \) using \( x_0^L \) and the boundary integral relation for a point inside \( \Omega \).

(3) Solve a local fine grid problem

\[ A_{\text{local}}^l x_{\text{local}}^l = b_{\text{local}} \quad \text{on} \quad \Gamma_{\text{local}}^l. \]

Iterations \( i=1,2,... \)

(4) Compute the defect \( d_{i-1}^L \).

(5) Solve the global coarse grid problem.

\[ A_L^k x_L^k = b_L + d_{i-1}^L \quad \text{on} \quad \Gamma_L. \]

(6) Assemble the partly updated composite grid solution \( x_{i-1,i}^L \).

(7) Compute the potential \( u(r) \) on \( \Gamma_{\text{inside}} \) using \( x_{i-1,i}^L \) and the boundary integral relation for points inside \( \Omega \).

(8) Solve the local fine grid problem

\[ A_{\text{local}}^l x_{\text{local}}^l = b_{\text{local}}^i \quad \text{on} \quad \Gamma_{\text{local}}^l. \]

(9) Assemble the updated composite grid solution \( x_{i,i}^L \).

In the sequel we will formulate the above algorithm as a fixed point iteration for a Neumann problem.
Consider the Neumann problem
\[
\begin{aligned}
\nabla^2 u(r) &= 0, \quad r \in \Omega, \\
q(r) &= h(r), \quad r \in \partial \Omega.
\end{aligned}
\] (6.5.1)

To formulate the LDC algorithm as a fixed point iteration, we need a vector formulation for the steps in Algorithm 6.2. The first step of the Algorithm 6.2 is to solve a global coarse grid problem
\[
A^L x^L_0 = b^L,
\] (6.5.2)

for an initial solution \(x^L_0\) and this involves “inversion” of the coefficient matrix \(A^L\). The coefficient matrix for a Neumann problem is singular. In order to obtain a unique solution we prescribe \(u(r)\) at a point at the boundary as explained in Section 2.5.2. In particular, we prescribe Dirichlet boundary conditions in the last node of the grid. So we use \(x^L_0\) to denote the solution vector in (6.5.2) which is a vector of \(u\)'s except the last entry which is a \(q\). Using \(u^L_0\), the boundary conditions and the boundary integral relation (2.4.1), we compute the potential \(u(r)\) on \(\Gamma \) inside.

Let us introduce a vector \(g\) and a matrix \(\tilde{H}^L\) such that
\[
g_i := \int_{\Gamma} q(r(\chi)) v(r_i; r(\chi)) d\chi, \quad r_i \in \Gamma_{\text{inside}}.
\] (6.5.4)
\[
\tilde{H}^L_{ij} := \int_{\Gamma_{\text{inside}}} \frac{\partial v}{\partial n}(r_i; r(\chi)) d\chi, \quad r_i \in \Gamma_{\text{inside}}.
\] (6.5.5)

Then we can write (6.5.3) as
\[
u_{\text{inside}}(r_i) = g - \tilde{H}^L u^L_0_{\text{inside}},
\] (6.5.6)

Using (6.6.6) we obtain Dirichlet boundary conditions on \(\Gamma_{\text{inside}}\). The boundary conditions on \(\Gamma_{\text{active}}\) are the given Neumann boundary conditions since \(\Gamma_{\text{active}} \subset \Gamma\). Using (3.2.10) we can then write the equations on \(\Gamma_{\text{local}}\) in vector form as
\[
H^l_{\text{local}} \begin{bmatrix} u^l_{\text{active}} \\ u^l_{\text{inside}} \end{bmatrix} = G^l_{\text{local}} \begin{bmatrix} q_{\text{active}} \\ q_{\text{inside}} \end{bmatrix},
\] (6.5.7)

where \(H^l_{\text{local}}\) and \(G^l_{\text{local}}\) are matrices on \(\Gamma^l_{\text{local}}\), \(u^l_{\text{active}}\) and \(q^l_{\text{active}}\) are vectors on \(\Gamma^l_{\text{active}}\) and \(u^l_{\text{inside}}\) and \(q^l_{\text{inside}}\) are vectors on \(\Gamma^l_{\text{inside}}\). The vector \(u^l_{\text{inside}}\) is known through (6.5.6) and the vector \(q^l_{\text{active}}\) is known through the boundary conditions. So we rearrange (6.5.7) as
\[
\begin{bmatrix} H^l_{\text{active}} \quad G^l_{\text{inside}} \end{bmatrix} \begin{bmatrix} u^l_{\text{active}} \\ q^l_{\text{inside}} \end{bmatrix} = \begin{bmatrix} G^l_{\text{active}} \quad H^l_{\text{inside}} \end{bmatrix} \begin{bmatrix} q_{\text{active}} \\ u^l_{\text{inside}} \end{bmatrix}
\] (6.5.8)
6.5 LDC algorithm as a fixed point iteration

The matrix $H^l_{\text{active}}$ is a block of $H^l$ for which the column index corresponds to nodes in $\Gamma^l_{\text{active}}$. Similarly $H^l_{\text{inside}}$ is a block of $H^l$ for which the column index corresponds to nodes in $\Gamma^l_{\text{inside}}$. The blocks $G^l_{\text{active}}$ and $G^l_{\text{inside}}$ are defined analogously. The quantities on the right hand side of (6.5.8) are all known. Let

$$B^l_{\text{local}} := [G^l_{\text{active}} - H^l_{\text{inside}}],$$

(6.5.9)

$$A^l_{\text{local}} := [H^l_{\text{active}} - G^l_{\text{inside}}],$$

(6.5.10)

$$b^l_{\text{local}} := B^l_{\text{local}} \begin{bmatrix} q^l_{\text{active}} \\ u^l_{\text{inside}} \end{bmatrix},$$

(6.5.11)

$$x^l_{\text{local}} := \begin{bmatrix} u^l_{\text{active}} \\ q^l_{\text{inside}} \end{bmatrix}.$$  

(6.5.12)

Then we have

$$A^l_{\text{local}} x^l_{\text{local}} = b^l_{\text{local}}.$$  

(6.5.13)

The solution of (6.5.13) gives us another solution $u^l_{\text{active}}$ in $\Gamma^l_{\text{active}}$ which should be a better approximation of $u(r)$ than $u^l_0$ in $\Gamma^l_{\text{active}}$ because of the fine grid used. Next we use this solution to compute the defect and update the global coarse grid solution. Using (6.2.24), the defect on an element $\Gamma^l_j$ when the collocation node is $i$ is given by

$$d^0_{ij} \approx \sum_k \int_{\Gamma^l_{\text{active},j_k}} \frac{\partial v}{\partial n}(r^l_i; r^l(\chi)) \, d\chi - \int_{\Gamma^l_j} \frac{\partial v}{\partial n}(r^l_i; r^l(\chi)) \, d\chi, \quad (6.5.14)$$

where $\bigcup_{k \in \Gamma^l_{\text{active},j_k}} \Gamma^l_k = \Gamma^l_j$, see Figure 6.4. The integration in (6.5.14) is computed at all the global elements that lie in $\Gamma^l_{\text{active}}$ so that the total defect for the $i$-th collocation node is

$$d^0_i = \sum_{j: \Gamma^l_j \subset \Gamma^l_{\text{active}}} d^0_{ij}. \quad (6.5.15)$$

Since each collocation node communicates with the local active region through integration, the defect $d^0_i$ is computed for all the collocation nodes.

Let us introduce a matrix $\bar{H}$ as

$$\bar{H}_{ik} = \int_{\Gamma^l_k} \frac{\partial v}{\partial n}(r^l_i; r^l(\chi)) \, d\chi, \quad r^l_i \in r^l, \quad \Gamma^l_k \in \Gamma^l_{\text{active}}.$$  

Let $P^{l,1}$ be a restriction from the fine grid $\Gamma^l_{\text{active}}$ to the coarse grid $\Gamma^{l_{1}}_{\text{active}}$ in $\Gamma^l_{\text{active}}$. Then we can write the defect $d^0_0$ as

$$d^0_0 = \bar{H}u^l_{\text{active}} - \bar{H}P^{l,1}u^l_{0_{\text{active}}} = (\bar{H} - \bar{H}P^{l,1})u^l_{0_{\text{active}}}, \quad (6.5.16)$$

where

$$d^0_{ij} = \sum_{k} d^0_{ij}, \quad d^0_i = \sum_{j: \Gamma^l_j \subset \Gamma^l_{\text{active}}} d^0_{ij}.$$  

(6.5.15)
where the matrix $\mathbf{H}$ is as defined in (3.2.5) with the superscript $L$ indicating on a coarse grid of size $L$. Now we have the defect for all the coarse grid nodes. We update the coarse grid system (6.5.2) to obtain the updated coarse grid solution $x_1^L$. That is

$$\mathbf{A}^L x_1^L = \mathbf{b}^L - (\mathbf{H} - \mathbf{H}^L \mathbf{P}^{L-1}) x_0^{active}.$$  (6.5.17)

At this stage we can assemble a composite grid solution on $\Gamma_{L+1}$ that consists of the initial fine grid solution and the updated coarse grid solution. So

$$u_{0,1}^{L+1} := \begin{bmatrix} u_{active}^L \\ u_c^L \end{bmatrix},$$  (6.5.18)

where $u_c^L$ is the updated coarse grid solution on $\Gamma_c$ outside the active region $\Gamma_{active}$. To complete the updated composite grid solution, we need to solve a new local problem. To this end we use the solution in (6.5.18) to compute another approximation of $u(r)$ on $\Gamma_{inside}$. Thus we have

$$u_{inside}^L = \mathbf{g} - \tilde{\mathbf{H}}^{L+1} u_{0,1}^{L+1},$$  (6.5.19)

where the matrix $\tilde{\mathbf{H}}^{L+1}$ is as defined in (6.5.6) but on the composite grid, that is,

$$\tilde{H}^{L+1}_{ij} = \begin{cases} \int_{\Gamma^c_{active}} \frac{\partial v}{\partial n}(r_i, r(\chi)) d\chi, & r(\chi) \in \Gamma_c, \\ \int_{\Gamma^active} \frac{\partial v}{\partial n}(r_i, r(\chi)) d\chi, & r(\chi) \in \Gamma_{active}, \end{cases}$$  (6.5.20)

and $r_i \in \Gamma_{inside}$. Then we formulate an updated local problem system

$$\mathbf{A}_i^{local} x_{i,local}^L = \mathbf{b}_{i,local}^L,$$  (6.5.21a)

where

$$\mathbf{b}_i = \begin{bmatrix} \mathbf{q}_{active}^L \\ \mathbf{u}_{inside}^{L+1} \end{bmatrix}.$$  (6.5.21b)

Solving (6.5.21) gives us an updated solution $u_{active}^L$ of $u(r)$ on $\Gamma_{active}$. At this stage we have a completely updated composite grid solution given by

$$u_{1,1}^{L+1} = \begin{bmatrix} u_{active}^L \\ u_c^L \end{bmatrix}.$$  (6.5.22)

This completes the first iteration that gives us the first updated composite grid solution. The process can be repeated till there is no more change in the solution. In what follows we formulate the above process as a fixed point iterative process.

Let $I_{active}$ be an identity of size $N_{active}$. Then the part of the local solution in $\Gamma_{active}$ is given by, for the $i$-th iteration,

$$u_{active}^i = I_{active} O x_{local}^i.$$  (6.5.23)
Consider the updated composite grid solution (6.5.22) for iteration \(i + 1\). Using (6.5.21) and (6.5.23), we have

\[
\begin{bmatrix}
\mathbf{u}^{i+1}_{L,i+1} \\
\mathbf{u}^{i+1}_{1+1,c}
\end{bmatrix} =
\begin{bmatrix}
\mathbf{I}_{\text{active}} & \mathbf{O}\mathbf{A}_{\text{local}}^{-1}\mathbf{B}_{\text{local}} \\
\mathbf{O} & \mathbf{I}_c
\end{bmatrix}
\begin{bmatrix}
\mathbf{q}^{i}_{\text{active}} \\
\mathbf{u}^{i}_{1+1,\text{inside}}
\end{bmatrix}.
\] (6.5.24)

From the second block row of (6.5.24) we have

\[
\mathbf{u}^{i}_{1+1,c} = \mathbf{O} \mathbf{I}_c \mathbf{u}^{i}_{1+1}.
\]

This is the global coarse grid solution outside the active region. For a Neumann problem we prescribe Dirichlet boundary conditions in the last node in order to obtain a unique solution. Thus the last value of the solution vector will be a \(q\) value. So in general let us write

\[
\mathbf{x}^{L}_{1+1,c} = \mathbf{O} \mathbf{I}_c \mathbf{x}^{L}_{1+1}.
\] (6.5.25)

Using (6.5.17) we have

\[
\mathbf{x}^{L}_{1+1,c} = \mathbf{O} \mathbf{I}_c \mathbf{A}^{-1} \left( \mathbf{b}^l - (\hat{\mathbf{H}} - \hat{\mathbf{H}}^l \mathbf{p}^l,1) \mathbf{u}^{l}_{\text{active}} \right) = \mathbf{x}^{L}_0 - \mathbf{O} \mathbf{I}_c \mathbf{A}^{-1} \left( \hat{\mathbf{H}} - \hat{\mathbf{H}}^l \mathbf{p}^l,1 \right) \mathbf{u}^{l}_{\text{active}},
\] (6.5.26)

where

\[
\mathbf{x}^{L}_0 = \mathbf{A}^{-1} \mathbf{b}^l.
\]

Let us introduce a matrix \(\mathbf{M}\) as

\[
\mathbf{M} := \begin{bmatrix}
\mathbf{I}_{\text{active}} & \mathbf{O}\mathbf{A}_{\text{local}}^{-1}\mathbf{B}_{\text{local}}
\end{bmatrix}
\]

Then from the first block row of (6.5.24) we have

\[
\mathbf{u}^{i+1}_{\text{active}} = \mathbf{M} \begin{bmatrix}
\mathbf{q}^{i}_{\text{active}} \\
\mathbf{u}^{i}_{1+1,\text{inside}}
\end{bmatrix}.
\] (6.5.27)

Note that the matrix \(\mathbf{M}\) is rectangular in size. Let us break it into two blocks: a square block \(\mathbf{M}_{\text{active}}\) that operates on \(\Gamma_{\text{active}}^l\) and a block \(\mathbf{M}_{\text{inside}}\) that operates on \(\Gamma_{\text{inside}}^l\). Then we can write (6.5.27) as

\[
\mathbf{u}^{i+1}_{\text{active}} = \begin{bmatrix}
\mathbf{M} & \mathbf{M}_{\text{inside}}
\end{bmatrix} \begin{bmatrix}
\mathbf{q}^{i}_{\text{active}} \\
\mathbf{u}^{i}_{1+1,\text{inside}}
\end{bmatrix} = \mathbf{M} \mathbf{q}^{i}_{\text{active}} + \mathbf{M}_{\text{inside}} \mathbf{u}^{i}_{1+1,\text{inside}}.
\] (6.5.28)

From (6.5.19) we see that

\[
\mathbf{u}^{i+1}_{\text{inside}} = \mathbf{g} - \hat{\mathbf{H}}^{1,l} \mathbf{u}^{i}_{1+1,\text{inside}}.
\] (6.5.29)
Let us also break down the operator $\tilde{\mathcal{H}}^{1,1}$ in (6.5.29) into a part that operates on $\Gamma_{\text{active}}$ and another that operates on $\Gamma_{c}$, so that we can write (6.5.29) as

$$u_{i+1}^{\text{inside}} = g - \tilde{\mathcal{H}}_{\text{active}}^{1,1} u_{i+1}^{\text{active}} - \tilde{\mathcal{H}}_{c}^{1,1} u_{i+1}^{c}. \quad (6.5.30)$$

Using (6.5.30) in (6.5.28) we have

$$u_{i+1}^{\text{active}} = M_{\text{active}} q_{i}^{\text{active}} + M_{\text{inside}} g - M_{\text{inside}} \tilde{\mathcal{H}}_{\text{active}}^{1,1} u_{i+1}^{\text{active}} - M_{\text{inside}} \tilde{\mathcal{H}}_{c}^{1,1} u_{i+1}^{c}. \quad (6.5.31)$$

We introduce the following operators

$$\mathbf{R} := -M_{\text{inside}} \tilde{\mathcal{H}}_{\text{active}}^{1,1},$$

$$\mathbf{T} := -M_{\text{inside}} \tilde{\mathcal{H}}_{c}^{1,1},$$

so that we can write (6.5.31) as

$$u_{i+1}^{\text{active}} = M_{\text{active}} q_{i}^{\text{active}} + M_{\text{inside}} g - M_{\text{inside}} \mathbf{R} u_{i+1}^{\text{active}} + M_{\text{inside}} \mathbf{T} u_{i+1}^{c}. \quad (6.5.32)$$

In (6.5.32) the updated solution on the active grid $\Gamma_{\text{active}}^{i}$ is expressed in terms of the previous solution there and the updated solution outside the active grid. To have an expression for the iteration that takes place on the active region alone, we use (6.5.26) to replace $u_{i+1}^{c}$. So,

$$u_{i+1}^{c} = D_{1} x_{i+1,c}^{l} + D_{2} b_{c}. \quad (6.5.33)$$

where $b_{c}$ is the vector of boundary conditions outside the active region. Because the last entry of $x_{i+1,c}^{l}$ is a $q$-value and that of $b_{c}$ is a $u$-value, the matrices $D_{1}$ and $D_{2}$ are the projections

$$D_{1} := \begin{bmatrix} I & 0 \\ 0 & 1 \end{bmatrix}, \quad D_{2} := \begin{bmatrix} O & 0 \\ 0 & 1 \end{bmatrix}. \quad (6.5.34)$$

So we have

$$u_{i+1}^{c} = D_{1} x_{i+1,c}^{l} - D_{1} [O \ I_{c}] A_{l}^{-1} \left( \tilde{\mathcal{H}} - \tilde{\mathcal{H}}_{c}^{1,1} P_{l}^{1,1} \right) u_{i}^{\text{active}} + D_{2} b_{c}. \quad (6.5.35)$$

Let us introduce the following notation

$$\mathbf{W} := [O \ I_{c}] A_{l}^{-1} \left( \tilde{\mathcal{H}} - \tilde{\mathcal{H}}_{c}^{1,1} P_{l}^{1,1} \right)$$

so that we can write (6.5.35) as

$$u_{i+1}^{l} = D_{1} x_{i+1,c}^{l} - D_{1} \mathbf{W} u_{i}^{\text{active}} + D_{2} b_{c}. \quad (6.5.37)$$
Now we use (6.5.37) in (6.5.32) to obtain
\[ u_{l+1}^{\text{active}} = M_{\text{active}} q_{l}^{\text{active}} + M_{\text{inside}} g + Ru_{l}^{\text{active}} + T D_{1} x_{c}^{l} + D_{1} W u_{l}^{\text{active}} + D_{2} b_{c}. \]
which can be rearranged as
\[ u_{l+1}^{\text{active}} = (R - TD_{1} W) u_{l}^{\text{active}} + TD_{1} x_{c}^{l} + M_{\text{active}} q_{l}^{\text{active}} + M_{\text{inside}} g + TD_{2} b_{c}. \] (6.5.38)

We introduce a vector \( v \) as
\[ v := TD_{1} x_{c}^{l} + M_{\text{active}} q_{l}^{\text{active}} + M_{\text{inside}} g + TD_{2} b_{c}. \]

We can now write equation (6.5.38) as
\[ u_{l+1}^{\text{active}} = (R - TD_{1} W) u_{l}^{\text{active}} + v. \] (6.5.39)

The vector \( v \) remains fixed throughout the iteration since \( q_{l}^{\text{active}}, g, b_{c} \), remain fixed and \( x_{c}^{l} = [0, L_{c}] A^{-1} b_{c}^{l} \) remains the same throughout the iteration. Equation (6.5.39) expresses the iteration that takes place on the fine grid \( \Gamma_{l}^{n} \) as a fixed point iteration with iteration matrix \( Q \) defined as
\[ Q := R - TD_{1} W. \] (6.5.40)

Thus we have
\[ u_{l+1}^{\text{active}} = Q u_{l}^{\text{active}} + v. \] (6.5.41)

This iteration will converge if the spectral radius of the iteration matrix \( Q \) is less than unity. In Tables 6.1 and 6.2 we have the spectral radii of \( Q \) for different combinations of \( l \) and \( L \).

<table>
<thead>
<tr>
<th>( L )</th>
<th>( l )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>0.2/3</td>
<td>0.2/9</td>
</tr>
<tr>
<td>0.2/9</td>
<td>0.2/27</td>
</tr>
<tr>
<td>0.2/27</td>
<td>0.2/81</td>
</tr>
</tbody>
</table>

Table 6.1: Spectral radius of the iteration matrix \( Q \) for a Neumann problem for different combinations of fine and coarse grid sizes \( l \) and \( L \) respectively. The local problem domain is the rectangle \([0, 0.2] \times [0, 0.4]\) and \( \Omega = [0, 1] \times [0, 1] \).

Recall again the problem of Example 3.7.4 on page 31 with \( \Omega = [0, 1] \times [0, 1] \) and \( r_{s} = (0.5, -0.02) \) as summarised in (6.2.1). We identify \( \Omega_{\text{local}} \) as \( \Omega_{\text{local}} := [0.2, 0.8] \times [0, 0.4] \), see Figure 6.8. LDC is then used with various sizes of coarse grid size \( L \) and fine grid size \( l \). We also expect the ratios \( ||u_{l+1}^{\text{active}} - u_{l}^{\text{active}}||/||u_{l}^{\text{active}} - u_{l-1}^{\text{active}}|| \) to be a measure of the convergence speed. In Table 6.3 we have computed these ratios for five iterations and different combinations of grid sizes. The results in Tables 6.1, 6.2 and 6.3 all indicate that the spectral radius of the LDC algorithm iteration matrix is smaller than one and therefore we expect the algorithm to converge.
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Table 6.2: Spectral radius of the iteration matrix $\varrho$ for a Neumann problem for different combinations of grid sizes $L$ and $l$. The local problem domain is the rectangle $[0.4, 0.6] \times [0, 0.2]$ and $\Omega = [0, 1] \times [0, 1]$.

<table>
<thead>
<tr>
<th>$L$</th>
<th>$l$</th>
<th>$\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>1.756E-01</td>
</tr>
<tr>
<td>0.2/3</td>
<td></td>
<td>2.165E-01</td>
</tr>
<tr>
<td>0.2/9</td>
<td></td>
<td>2.338E-01</td>
</tr>
<tr>
<td>0.2/27</td>
<td></td>
<td>2.426E-01</td>
</tr>
<tr>
<td>0.2/81</td>
<td></td>
<td>2.476E-01</td>
</tr>
</tbody>
</table>

Table 6.3: The ratios $\rho_i = \|u_{i+1}^l - u_i^l\|_2 / \|u_i^l - u_{i-1}^l\|_2$ when we use LDC to solve the problem in (6.2.1).

<table>
<thead>
<tr>
<th>$L$</th>
<th>$l$</th>
<th>$\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.1574</td>
</tr>
<tr>
<td>0.2/3</td>
<td></td>
<td>0.1848</td>
</tr>
<tr>
<td>0.2/9</td>
<td></td>
<td>0.1883</td>
</tr>
<tr>
<td>0.2/27</td>
<td></td>
<td>0.1886</td>
</tr>
<tr>
<td>0.2/81</td>
<td></td>
<td>0.1886</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$L$</th>
<th>$l$</th>
<th>$\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.2024</td>
</tr>
<tr>
<td>0.2/3</td>
<td></td>
<td>0.2228</td>
</tr>
<tr>
<td>0.2/9</td>
<td></td>
<td>0.2295</td>
</tr>
<tr>
<td>0.2/27</td>
<td></td>
<td>0.2312</td>
</tr>
<tr>
<td>0.2/81</td>
<td></td>
<td>0.2316</td>
</tr>
</tbody>
</table>

**Figure 6.8:** Part of the solution at the boundary and the LDC domain demarcations.
6.6 Continuous formulation of the LDC steps

The integral operators $K^s$ and $K^d$ have somewhat been extensively studied in continuous form. We can make use of this available information to draw an analysis for our LDC algorithm if we can have its equivalent formulation in continuous form. That is the focus of this section.

Basically we would like to study the error convergence during the iteration process. So we develop a continuous formulation of the LDC algorithm in terms of the error. For this purpose we need the equations which the initial and converged solutions satisfy. The Algorithm 6.2 can be summarised in the following six steps:

**Step (i) Initialisation:** solve the global coarse grid problem

$$\frac{1}{2}u_{0,i}^l + \sum_{j=1}^N u_{0,j}^l \int_{r_j} \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi = b_i^l. \tag{6.6.1}$$

**Step (ii) After discretisation of $\Gamma_{\text{local}}$ into $\Gamma_{\text{local}}^l = \Gamma_{\text{inside}}^l \cup \Gamma_{\text{active}}^l$, see (6.2.4), (6.2.5) and Figure (6.3), compute $u(r)$ on $\Gamma_{\text{inside}}^l$ using the integral relation

$$u_{\text{inside},i}^l = \int_{r_i} v(r_i; r(\chi)) q(r(\chi)) \, d\chi - \sum_{j=1}^N u_{0,j}^l \int_{r_j} \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi, \quad r_i \in r_{\text{inside}}^l. \tag{6.6.2}$$

This gives a vector $u_{\text{inside}}^l$ of $u$'s on $\Gamma_{\text{inside}}$ as introduced in (6.2.15).

**Step (iii) Now we have Dirichlet boundary conditions on $\Gamma_{\text{inside}}$. On $\Gamma_{\text{active}}$ $q(r)$ is known. Next is to solve the local problem:**

$$\frac{1}{2}u_{\text{local},i}^l + \sum_j u_{\text{active},i}^l \int_{r_{\text{active},j}} \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi + \sum_j u_{\text{inside},j}^l \int_{r_{\text{inside},j}} \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi =$$

$$\int_{\Gamma_{\text{active}}} v(r_i; r(\chi)) q_{\text{active}}(r(\chi)) \, d\chi + \sum_j q_{\text{inside},j}^l \int_{r_{\text{inside},j}} v(r_i; r(\chi)) \, d\chi. \tag{6.6.3}$$

Here $q_{\text{active}}(r)$ is known from the boundary conditions of the global problem since $\Gamma_{\text{active}} \subset \Gamma$. Also $u_{\text{inside}}^l$ is known through (6.6.2). Solving (6.6.3) gives $q_{\text{inside}}^l$ and $u_{\text{active}}^l$. 
Step (iv) We need to compute the defect. First we need the best solution available, which is:

\[
\begin{cases} 
  u_{0,\text{best},j}^l = u_{0,c,j}^l, & \Gamma_j^l \subset \Gamma_c, \\
  u_{0,\text{active},j}^l, & \Gamma_j^l \subset \Gamma_{\text{active}}.
\end{cases}
\]

(6.6.4)

Step (v) Using the fine grid solution, we estimate the defect per element \(d_{0,ij}^l\) in (6.2.24) as

\[
\begin{cases} 
  u_{0,\text{active},j}^l \int_{\Gamma_j^l} \frac{\partial v}{\partial n} (r_i; r(\chi)) \, d\chi - \\
  \sum_k u_{0,\text{active},jk}^l \int_{\Gamma_{\text{active}},jk} \frac{\partial v}{\partial n} (r_i; r(\chi)) \, d\chi, & \Gamma_j^l \subset \Gamma_{\text{active}}, \\
  0 & \Gamma_j^l \subset \Gamma_c.
\end{cases}
\]

(6.6.5a)

Then the defect \(d_i^l\) for each equation is estimated as

\[
d_i^l = \sum_j d_{0,ij}^l
\]

\[
\geq \sum_j \left( u_{0,\text{active},j}^l \int_{\Gamma_j^l} \frac{\partial v}{\partial n} (r_i; r(\chi)) \, d\chi - \sum_k u_{0,\text{active},jk}^l \int_{\Gamma_{\text{active}},jk} \frac{\partial v}{\partial n} (r_i; r(\chi)) \, d\chi \right)
\]

(6.6.5b)

for all \(r_i\). Here \(\bigcup_k \Gamma_{\text{active},jk}^l = \Gamma_j^l\) for \(\Gamma_j^l \subset \Gamma_{\text{active}}\), see Figure 6.4.

Step (vi) Defect correction: add the defect to the right hand side of the coarse grid equation and solve for the updated global coarse grid solution \(u_{1}^l\). That is

\[
\frac{1}{2} u_{1,i}^l + \sum_{j=1}^{N} u_{1,j}^l \int_{\Gamma_j^l} \frac{\partial v}{\partial n} (r_i; r(\chi)) \, d\chi = b_i^l + d_i^l.
\]

(6.6.6)

Step (vii) Assemble the composite grid solution and go back to step (ii), replace \(u_0^l\) with \(u_1^l\) and continue.

We assume that the algorithm (i) to (vi) converges. Let the unknowns in steps (ii) to (vi) converge to their respective fixed points denoted by an asterisk, namely \(u_{\ast}^l, u_{\ast,\text{inside}}^l, u_{\ast,\text{active}}^l\) and \(q_{\ast,\text{inside}}^l\). The fixed point should satisfy the equations in (6.6.2) to (6.6.6). So we have:
6.6 Continuous formulation of the LDC steps

Step (ii) Computing \( u(\mathbf{r}) \) on \( \Gamma_{\text{inside}} \):

\[
\begin{align*}
\mathbf{u}_{\text{inside},i}^* &= \int_{\Gamma} v(\mathbf{r}_i; \mathbf{r}(\chi)) q(\mathbf{r}(\chi)) \, d\chi - \sum_{j=1}^{N} \int_{r_j^L} u_{j}^* \frac{\partial v}{\partial n}(\mathbf{r}_i; \mathbf{r}(\chi)) \, d\chi, \quad \mathbf{r}_i \in r_i^L. \\
(6.6.7)
\end{align*}
\]

Step (iii) The local problem equations for \( \mathbf{u}_{\text{active}} \) and \( q_{\text{inside}} \):

\[
\begin{align*}
\frac{1}{2} u_{\text{local},i}^* + \sum_{j} u_{\text{active},j}^* \int_{\Gamma_{\text{active},j}} \frac{\partial v}{\partial n}(\mathbf{r}_i; \mathbf{r}(\chi)) \, d\chi \\
+ \sum_{j} u_{\text{inside},j}^* \int_{\Gamma_{\text{inside},j}} \frac{\partial v}{\partial n}(\mathbf{r}_i; \mathbf{r}(\chi)) \, d\chi = \\
\int_{\Gamma_{\text{active}}} v(\mathbf{r}_i; \mathbf{r}(\chi)) q(\mathbf{r}(\chi)) \, d\chi + \sum_{j} q_{\text{inside},j}^* \int_{\Gamma_{\text{inside},j}} v(\mathbf{r}_i; \mathbf{r}(\chi)) \, d\chi.
\end{align*}
\]

(6.6.8)

Step (iv) Computing the defect; Best solution available:

\[
\mathbf{u}_{\text{best},j}^* = \begin{cases} 
\mathbf{u}_{\text{c},j}^*, & \Gamma_j^L \subset \Gamma_{\text{c}}, \\
\mathbf{u}_{\text{active},j}^*, & \Gamma_j^L \subset \Gamma_{\text{active}}.
\end{cases}
\]

(6.6.9)

Step (v) Fixed point for the defect:

\[
d_i^L \approx \sum_j \left( u_{\text{active},j}^* \int_{\Gamma_{\text{active},j}} \frac{\partial v}{\partial n}(\mathbf{r}_i; \mathbf{r}(\chi)) \, d\chi \\
- \sum_k u_{\text{active},jk}^* \int_{\Gamma_{\text{active},jk}} \frac{\partial v}{\partial n}(\mathbf{r}_i; \mathbf{r}(\chi)) \, d\chi \right)
\]

(6.6.10a)

for all \( i, \Gamma_j^L \subset \Gamma_{\text{active}} \).

Step (vi) The fixed point for the updated global coarse grid equations:

\[
\frac{1}{2} u_i^L + \sum_{j=1}^{N} u_j^L \int_{r_j^L} \frac{\partial v}{\partial n}(\mathbf{r}_i; \mathbf{r}(\chi)) \, d\chi = b_i^L + d_i^L.
\]

(6.6.11)

Let us define the errors:

\[
\begin{align*}
\delta u_j^L &:= u_j^L - u_j^L, \\
\delta u_{\text{active},j}^L &:= u_{\text{active},j}^L - u_{\text{active},j}, \\
\delta u_{\text{inside},j}^L &:= u_{\text{inside},j}^L - u_{\text{inside},j}, \\
\delta q_{\text{inside},j}^L &:= q_{\text{inside},j}^L - q_{\text{inside},j}, \\
\delta d_i^L &:= d_i^L - d_i^L.
\end{align*}
\]
Then subtracting equations (6.6.2) to (6.6.6) from (6.6.7) to (6.6.11) yields the following equations for the errors:

Step (ii) In computing \( u \) on \( \Gamma_{\text{inside}} \):

\[
\delta u_{\text{inside},i} = - \sum_{j=1}^{N} \delta u_j^l \int_{\Gamma_{\text{inside},i}} \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi, \quad r_i \in \Gamma_{\text{inside}}. \tag{6.6.13}
\]

Step (iii) In solving the local problem:

\[
\frac{1}{2} \delta u_i^l + \sum_j \delta u_{\text{active},j}^l \int_{\Gamma_{\text{active},j}} \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi + \sum_j \delta u_{\text{inside},j}^l \int_{\Gamma_{\text{inside},j}} \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi = \sum_j \delta q_{\text{inside},j}^l \int_{\Gamma_{\text{inside},j}} v(r_i; r(\chi)) \, d\chi. \tag{6.6.14}
\]

Step (iv) In the best solution available:

\[
\delta u_{\text{best},i}^l = \begin{cases} 
\delta u_{\epsilon,j}^l, & \Gamma_{\text{inside},i} \subset \Gamma_{\epsilon}, \\
\delta u_{\text{active},j}^l & \Gamma_{\text{inside},i} \subset \Gamma_{\text{active}}.
\end{cases} \tag{6.6.15}
\]

Step (v) In computing the defect:

\[
\delta d_i^l \approx \sum_j \left( \delta u_{\text{active},j}^l \int_{\Gamma_{\text{active},j}} \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi - \int_{\Gamma_{\text{active},j}} \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi \right) + \sum_k \delta u_{\text{active},j_k}^l \int_{\Gamma_{\text{active},j_k}} \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi. \tag{6.6.16}
\]

Step (vi) In updating the global solution:

\[
\frac{1}{2} \delta u_i^l + \sum_{j=1}^{N} \delta u_j^l \int_{\Gamma_{\text{inside},i}} \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi = \delta d_i^l. \tag{6.6.17}
\]
Like we did in investigating global errors in Chapter 5, we can also model the above error equations in continuous form. Then we can use the available properties of the operators to derive some convergence properties for the LDC algorithm.

Consider the exact BIE on \( \Gamma \)
\[
\frac{1}{2}u(r) + \int_{\Gamma} u(r(\chi)) \frac{\partial v}{\partial n}(r; r(\chi)) \, d\chi = \int_{\Gamma} q(r(\chi)) v(r; r(\chi)) \, d\chi \tag{6.6.18}
\]
Let \( u_0(r) \) be a BEM solution of (6.6.18) on \( \Gamma \) with error \( \delta u_0(r) \). That is
\[
\frac{1}{2}u_0(r) + \int_{\Gamma} u_0(r(\chi)) \frac{\partial v}{\partial n}(r; r(\chi)) \, d\Gamma = \int_{\Gamma} q(r(\chi)) v(r; r(\chi)) \, d\Gamma + f_0(r).
\]
where \( f_0(r) \) is a source term incorporating discretisation errors. Since
\[
u(r) = u_0(r) + \delta u_0(r), \tag{6.6.19}
\]
we can write
\[
\frac{1}{2}(u_0(r)+\delta u_0(r)) + \int_{\Gamma} (u_0(r(\chi)) + \delta u_0(r(\chi))) \frac{\partial v}{\partial n}(r; r(\chi)) \, d\chi = \int_{\Gamma} q(r(\chi)) v(r; r(\chi)) \, d\chi. \tag{6.6.20}
\]
So the error term \( f_0(r) \) is given by
\[
f_0(r) := \frac{1}{2} \delta u_0(r) + \int_{\Gamma} \delta u_0(r(\chi)) \frac{\partial v}{\partial n}(r; r(\chi)) \, d\chi, \quad r, \, r(\chi) \in \Gamma. \tag{6.6.21}
\]

**Theorem 6.6.1** For points on \( \Gamma^{in} \), if we eliminate the error in integration, the error in \( u \) is bounded by the error in \( u \) on \( \Gamma \).

**Proof.** Let \( u_0(r) \) be the global solution on \( \Gamma \). Let \( u_{inside}(r) \) be \( u \) on \( \Gamma^{in} \) computed using the solution \( u_0(r) \). Then
\[
u_{inside}(r) = \int_{\Gamma} q(r(\chi)) v(r, r(\chi)) \, d\chi - \int_{\Gamma} u_0(r(\chi)) \frac{\partial v}{\partial n}(r; r(\chi)) \, d\chi, \quad r \in \Gamma^{in}, \, r(\chi) \in \Gamma. \tag{6.6.22}
\]
If \( \delta u_{inside}(r) \) is the error in \( u_{inside}(r) \) and \( \delta u_0(r) \) is the error in \( u_0(r) \), then
\[
u_{inside}(r) + \delta u_{inside}(r) = \int_{\Gamma} q(r) v(r, r(\chi)) \, d\chi - \int_{\Gamma} (u_0(r(\chi)) + \delta u_0(r(\chi))) \frac{\partial v}{\partial n}(r; r(\chi)) \, d\chi. \tag{6.6.23}
\]
So the error \( \delta u_{inside}(r) \) is given by
\[
\delta u_{inside}(r) = - \int_{\Gamma} \delta u_0(r(\chi)) \frac{\partial v}{\partial n}(r; r(\chi)) \, d\chi, \quad r \in \Gamma^{in}, \, r(\chi) \in \Gamma. \tag{6.6.24}
\]
In (6.6.24) we have a continuous equivalent of (6.6.13). Taking the maximum norm (6.6.24) gives
\[ \| \delta u_{\text{inside}}(r) \|_{\infty} = \max_{\Gamma} \left| \int_{\Gamma} \delta u_0(r(\chi)) \frac{\partial v}{\partial n}(r, r(\chi)) \, d\chi \right| \]
\[ \leq \int_{\Gamma} \| \delta u_0(r(\chi)) \|_{\infty} \left| \frac{\partial v}{\partial n}(r, r(\chi)) \right| \, d\chi, \]
\[ \leq \| \delta u_0(r(\chi)) \|_{\infty}, \quad (6.6.25) \]
\[ \text{since } \frac{\partial v}{\partial n} \text{ does not change sign over } \Gamma \text{ and the integral of } \frac{\partial v}{\partial n} \text{ over } \Gamma \text{ is 1 for source points inside the domain}. \]

Now, let \( u_{\text{local}} \) and \( q_{\text{local}} \) be functions on \( \Gamma_{\text{local}} \). Let \( u_{0\text{local}} \) and \( q_{0\text{local}} \) be the initial BEM solutions on \( \Gamma_{\text{local}} \). The functions \( u_{0\text{local}} \) and \( q_{0\text{local}} \) can also be divided into \( u_{0\text{active}} \) and \( u_{0\text{inside}} \) and \( q_{0\text{active}} \) and \( q_{0\text{inside}} \) respectively. Then we have
\[ \frac{1}{2} u_{0\text{local}}(r) + \int_{\Gamma_{\text{active}}} u_{0\text{active}}(r(\chi)) \frac{\partial v}{\partial n}(r, r(\chi)) \, d\chi + \int_{\Gamma_{\text{inside}}} u_{0\text{inside}}(r(\chi)) \frac{\partial v}{\partial n}(r, r(\chi)) \, d\chi = \]
\[ \int_{\Gamma_{\text{active}}} q_{\text{active}}(r(\chi)) v(r, r(\chi)) \, d\chi + \int_{\Gamma_{\text{inside}}} q_{0\text{inside}}(r(\chi)) v(r, r(\chi)) \, d\chi; \quad r, r(\chi) \in \Gamma_{\text{local}}, \quad (6.6.26) \]

Again using \( \delta f \) to denote a perturbation of a function \( f \), we have
\[ \frac{1}{2} \left( u_{\text{local}}(r) + \delta u_{\text{local}}(r) \right) + \int_{\Gamma_{\text{active}}} \left( u_{\text{active}}(r(\chi)) + \delta u_{\text{active}}(r(\chi)) \right) \frac{\partial v}{\partial n}(r, r(\chi)) \, d\chi + \]
\[ \int_{\Gamma_{\text{inside}}} \left( u_{\text{inside}}(r(\chi)) + \delta u_{\text{inside}}(r(\chi)) \right) \frac{\partial v}{\partial n}(r, r(\chi)) \, d\chi = \int_{\Gamma_{\text{active}}} q_{\text{active}}(r(\chi)) v(r, r(\chi)) \, d\chi + \]
\[ \int_{\Gamma_{\text{inside}}} \left( q_{\text{inside}}(r(\chi)) + \delta q_{\text{inside}}(r(\chi)) \right) v(r, r(\chi)) \, d\chi; \quad r, r(\chi) \in \Gamma_{\text{local}}. \quad (6.6.27) \]

Comparing (6.6.27) with (6.6.26) gives a BIE for the error:
\[ \frac{1}{2} \delta u_{\text{local}}(r) + \int_{\Gamma_{\text{active}}} \delta u_{\text{active}}(r(\chi)) \frac{\partial v}{\partial n}(r, r(\chi)) \, d\chi + \int_{\Gamma_{\text{inside}}} \delta u_{\text{inside}}(r(\chi)) \frac{\partial v}{\partial n}(r, r(\chi)) \, d\chi = \]
\[ \int_{\Gamma_{\text{active}}} \delta q_{\text{active}}(r(\chi)) v(r, r(\chi)) \, d\chi + \int_{\Gamma_{\text{inside}}} \delta q_{\text{inside}}(r(\chi)) v(r, r(\chi)) \, d\chi; \quad r, r(\chi) \in \Gamma_{\text{local}}. \quad (6.6.28) \]

**Theorem 6.6.2** The fine grid solution error \( \delta u_{\text{active}}(r) \) on \( \Gamma_{\text{active}} \) is bounded by the error committed on \( \Gamma_{\text{inside}} \); that is,
\[ \| \delta u_{\text{active}}(r(\chi)) \|_{\infty(\Gamma_{\text{active}})} \leq \| \delta u_{\text{inside}}(r(\chi)) \|_{\infty(\Gamma_{\text{inside}})}. \quad (6.6.29) \]
6.6 Continuous formulation of the LDC steps

Proof. Equation (6.6.28) is a BIE for an error function \( \delta u_{0,\text{local}}(r) \) on \( \Gamma_{\text{local}} \), the boundary of \( \Omega_{\text{local}} \), with homogeneous Neumann boundary conditions on \( \Gamma_{\text{active}} \). According to the weak maximum principle, the maximum of \( \delta u_{0,\text{local}}(r) \) occurs at the boundary. That is, there is an \( r_0 \in \Gamma_{\text{local}} \) such that

\[
\delta u_{0,\text{local}}(r) \leq \delta u_{0,\text{local}}(r_0) = \max_{\Gamma_{\text{local}}} \delta u_{0,\text{local}}(r). \tag{6.6.30}
\]

We suppose that the maximum \( \delta u_{0,\text{local}}(r_0) \) is on \( \Gamma_{\text{inside}} \). Suppose \( r_0 \in \Gamma_{\text{active}} \).

- \( \delta u_{0,\text{local}}(r_0) \) is continuous at \( r_0 \).
- \( \delta u_{0,\text{local}}(r) < \delta u_{0,\text{local}}(r_0) \) \( \forall \ r \in \Omega_{\text{local}} \).
- there is a ball \( B_R \) of radius \( R \), \( B_R \subset \Omega_{\text{local}} \), with \( r_0 \in \partial B_R \).

then \( \frac{\partial}{\partial n} \delta u_{0,\text{local}}(r_0) > 0 \). This is a contradiction since we have homogeneous Neumann boundary conditions on \( \Gamma_{\text{active}} \). If \( \delta u_{0,\text{local}}(r) \) is a negative function then starting with the weak minimum principle would give a similar result. So we have

\[
\| \delta u_{0,\text{active}}(\cdot) \|_{\infty} \leq \max_{\Omega_{\text{local}}} | \delta u_{0,\text{local}}(\cdot) | = \| \delta u_{0,\text{inside}}(\cdot) \|_{\infty}. \tag{6.6.31}
\]

However we note that Hopf’s lemma does not rule out the corner points. ■

The next step in the LDC algorithm is to compute the defect. The defect \( d(r) \) is the integral of the double layer with a perturbation in the exact \( u \), that is

\[
d_0(r) = \int_{\Gamma} \delta u_0(r(\chi)) \frac{\partial v}{\partial n}(r,r(\chi)) \, d\chi, \quad r, r(\chi) \in \Gamma. \tag{6.6.32}
\]

In our simulations \( \delta u_0(r(\chi)) \) is the difference between the local problem and global problem solutions. Once we have the defect then we apply defect correction to the initial BIE and solve for the updated solution. Let \( u_1 \) denote the updated solution on \( \Gamma \), then

\[
\frac{1}{2} u_1(r) + \int_{\Gamma} u_1(r(\chi)) \frac{\partial v}{\partial n}(r,r(\chi)) \, d\chi + d_0(r) =
\int_{\Gamma} q(r(\chi))v(r,r(\chi)) \, d\Gamma + f_1(r); \quad r, r(\chi) \in r(\chi). \tag{6.6.33}
\]

Using notations already introduced above, we have

\[
\frac{1}{2} |u_1(r) + \delta u_1(r)| + \int_{\Gamma} (u_1(r(\chi)) + \delta u_1(r(\chi))) \frac{\partial v}{\partial n}(r,r(\chi)) \, d\chi + d_0(r) =
\int_{\Gamma} q(r(\chi))v(r,r(\chi)) \, d\chi. \tag{6.6.34}
\]
Comparing (6.6.34) with (6.6.33) we have

$$\frac{1}{2} \delta u_1 (r) + \int_{\Gamma} \delta u_1 (r(\chi)) \frac{\partial v}{\partial n} (r; r(\chi)) \, d\chi + d_0 (r) = 0. \quad (6.6.35)$$

That is,

$$\left( \frac{1}{2} I + \frac{\partial v}{\partial n} (r; r(\chi)) \right) \delta u_1 (r) = -d_0 (r), \quad r \in \Gamma. \quad (6.6.36)$$

**Theorem 6.6.3 (The combined process)** The combined LDC process will converge since the error of the updated solution is bounded by the error of old solution provided the shifted double layer operator inverse is bounded by a constant not more than 2 in absolute size.

**Proof.** Let the error in the initial global coarse grid solution be \( \delta u_0 (r) \), that is,

$$u (r) = u_0 (r) + \delta u_0 (r). \quad (6.6.37)$$

Then (6.6.24) implies that the error in \( u \) on \( \Gamma_{\text{in}} \) is given by

$$\delta u_{\text{inside}} (r) = \int_{\Gamma} \delta u_0 (r(\chi)) \frac{\partial v}{\partial n} (r; r(\chi)) \, d\chi, \quad r \in \Gamma_{\text{in}} \subset \Omega, \ r(\chi) \in \Gamma. \quad (6.6.38)$$

In the space \( W_1 \) defined in (2.5.19), equation (6.6.36) has a unique solution. Thus the operator \( (0.5I + K^d) \) is invertible in that space. Using (6.6.36) we have

$$\delta u_1 (r) = - \left( \frac{1}{2} I + K^d \right)^{-1} d_0 (r), \quad r \in \Gamma. \quad (6.6.39)$$

Also recall that the defect is given by

$$d_0 (r) = \int_{\Gamma} \delta u_0 (r(\chi)) \frac{\partial v}{\partial n} (r; r(\chi)) \, d\chi = \int_{r_{\text{active}}} \delta u_{0\text{active}} (r(\chi)) \frac{\partial v}{\partial n} (r; r(\chi)) \, d\chi, \quad r \in \Gamma. \quad (6.6.40)$$

So we have,

$$\delta u_1 (r) = - \left( \frac{1}{2} I + K^d \right)^{-1} \int_{r_{\text{active}}} u_{0\text{active}} (r(\chi)) \frac{\partial v}{\partial n} (r; r(\chi)) \, d\chi. \quad (6.6.41)$$

Let a scalar \( C \) be such that

$$\left\| \left( 0.5I + K^d \right)^{-1} \right\|_\infty \leq C. \quad (6.6.42)$$

Then

$$\| \delta u_1 (r) \|_\infty \leq C \| d_0 (r) \|_\infty. \quad (6.6.43)$$
For the defect $d_0(r)$ we have

$$
\|d_0(r)\|_\infty = \max \left| \int_{\Gamma_{\text{active}}} \delta u_{0_{\text{active}}}(r(\chi)) \frac{\partial v}{\partial n}(r, r(\chi)) \, d\chi \right|
\leq \int_{\Gamma_{\text{active}}} |\delta u_{0_{\text{active}}}(r(\chi))| \left| \frac{\partial v}{\partial n}(r, r(\chi)) \right| \, d\chi
\leq \|\delta u_{0_{\text{active}}}(r(\chi))\|_\infty \int_{\Gamma_{\text{active}}} \left| \frac{\partial v}{\partial n}(r, r(\chi)) \right| \, d\chi,
\leq \frac{1}{2} \|\delta u_{0_{\text{active}}}(r(\chi))\|_\infty, \quad (6.6.44)
$$

since $\partial v/\partial n$ is of the same sign around $\Gamma$ and the integral of $\partial v/\partial n$ around $\Gamma$ is $1/2$ for boundary points. Using (6.6.44) in (6.6.43) yields

$$
\|\delta u_1(r)\|_\infty \leq \frac{C}{2} \|\delta u_{0_{\text{active}}}(r(\chi))\|_\infty. \quad (6.6.45)
$$

Then we use (6.6.31) and (6.6.25) to obtain

$$
\|\delta u_1(r)\|_\infty \leq \frac{C}{2} \|\delta u_0(r)\|_\infty. \quad (6.6.46)
$$
“Education is what remains after one has forgotten everything one learned in school.” – Albert Einstein
Chapter 7

The potential problem for the impressed current cathodic protection system

7.1 Introduction

Usually steel structures are protected from corrosion by painting. But not all parts can be painted, like for instance propellers of a ship. Also, due to damage, some parts lose their paint hence creating more exposed parts of the steel. Cathodic protection effectively protects underground or submerged metallic structures through the use of a negative potential applied by an external source to the structure. The method is typically applied to iron or steel structures such as underground pipelines, storage tanks, submarine structures, ocean pilings, and electrical transmission towers. Cathodic protection is a proven technology for controlling corrosion on the bottoms of above ground storage tanks [40].

There are two types of cathodic protection systems used against corrosion: a galvanic or sacrificial anode cathodic protection system and an impressed current cathodic protection system (ICCP). The galvanic anode system is based upon the natural potential difference which exists between the structure being protected and the auxiliary electrode (anode) which is installed in the electrolyte. The current that prevents corrosion is then due to the potential difference between the structure and the anode. Materials commonly used for galvanic anode systems are magnesium, zinc and aluminum.

The ICCP system uses anodes in conjunction with an external direct current (DC) power source. The structure to be protected is connected to the nega-
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tive terminal of a direct current power source and electrical current is forced
to flow from the positive terminal to the anodes through the electrolyte to the
structure. This type of cathodic protection system uses long life anode ma-
terials such as high silicon chromium, cast iron, graphite, and mixed metal
oxide coated titanium. In water storage tanks, cathodic protection systems are
usually designed to protect the interior wetted surfaces of the tank [47, p. 40].
However, in some cases, the exterior of a tank bottom or shell is in contact with
corrosive soils and in that case cathodic protection can also be used [40].

A properly designed, installed and operated cathodic protection system will
eliminate the corroding areas by passing direct current to the metal surface.
This therefore necessitates the solution of the ICCP potential problem. In this
chapter we discuss the solution of the potential problem associated with im-
pressed current cathodic protection (ICCP) of the external surfaces of tank bot-
toms which are in contact with corrosive soils. The potential problem has
localised regions of high activity. These are the anodes or the cathodes
which are the corroded parts of the surface to be protected. Because of the small re-
gions of high activity associated with the problem, we would like to use of LDC
for BEM to solve the potential problem model and that is the subject of this
chapter. In the sequel we begin with a brief description of the problem. Then
in Section 7.2 we introduce the model and an example of a full BEM solution
and in Section 7.3 we give the BEMLDC solution.

Corrosion is an electrochemical process that involves passage of electrons from
one substance, usually metallic, called the anode to another substance called
the cathode. It is at the anode that the oxidation reaction which is responsible
for the corrosion of the metal involved takes place according to the following
ionic equation, in the case of steel
\[
\text{Fe}_s \rightarrow \text{Fe}^{2+}_{\text{aq}} + 2e^-,
\]
where Fe represents a ferrous atom, Fe\(^{2+}\) a ferrous II ion, \(e\) an electron and the
subscripts \(s\) and \(\text{aq}\) imply the solid state and the aqueous state respectively. The electrons so produced pass on to the cathode where they are used up in a
reduction reaction
\[
2\text{H}^+_{\text{aq}} + 2e^- \rightarrow \text{H}_2(g)
\]
in acidic solutions, or:
\[
\text{O}_2(g) + 2\text{H}_2\text{O}_{(l)} + 4e^- \rightarrow 4\text{OH}^-_{\text{aq}}
\]
in neutral solutions, see Figure 7.1. Metal II is a metal that is more electropos-
itive than steel.
In equations (7.1.2) and (7.1.3), H\(^+\) represents a hydrogen ion, O\(_2\) oxygen gas,
H\(_2\)O a water molecule and OH\(^-\) a hydroxyl ion. The subscripts \(l\) and \(g\) imply
the liquid state and the gaseous state respectively. Therefore corrosion basic-
ally occurs at the anode. Cathodic protection involves attaching an anode to
the surface to be protected and supplying a direct current through it such that
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Anode (Steel) and Cathode (Metal II) corrosion:

\[ \text{2Fe} \rightarrow \text{2Fe}^{2+} + 4e^- \quad \text{(corrosion)} \]

\[ O_2 + 2H_2O + 4e^- \rightarrow 4OH^- \]

Figure 7.1: Bimetallic corrosion cell.

All the other parts of the surface become cathodic and therefore do not corrode, see Figure 7.2.

(a) ICCP system for a submarine ship, source: [31].

(b) ICCP system for a storage tank, source: [40].

Figure 7.2: Examples of ICCP systems for ship’s hull and exterior of a water storage tank.
We will now describe a two dimensional model for ICCP. The ICCP problem for the cathodic protection of a ship in water is an exterior problem, see [31]. For continuity of the analysis in this thesis we will solve a model for the ICCP protection of water storage tanks, which is an interior problem. One typical situation of a tank under cathodic protection is shown in Figure 7.2b. This problem can be modelled in two dimensions as shown in Figure 7.3. The domain consists of soil of electric conductivity $\sigma$. Further, the potential satisfies boundary conditions at the anode surface, cathode surface and insulating surface. The insulating surface is the perfectly (not damaged) painted tank surface and the anodes interconnectivity. The boundary conditions are derived by taking into account the electric field $E$ and the electric current density $J$ in the domain, which are related by

$$E = -\nabla u, \quad J = \sigma E,$$

where $\sigma$ represents the soil conductivity and $u$ is the potential. For the insulating surface we have

$$n \cdot J = \sigma n \cdot E = -\sigma n \cdot \nabla u.$$

Since no current flows through the insulating surface, this results in the condition

$$\frac{\partial u}{\partial n}(r) = n \cdot \nabla u(r) = 0,$$

at the insulating surface. At the cathode surface, the relation between current density and potential difference is given by a polarisation curve

$$J \cdot n = -\sigma \frac{\partial u}{\partial n} = f_{\text{cathode}}(u),$$

with the general shape of $f_{\text{cathode}}(u)$ determined by the oxidation and reduction currents of Iron and Oxygen, [31, p. 13]. At the anode surface, perfect contact with the domain medium is assumed. Therefore either one of the following relations may be assumed at the anode surface:

$$u(r) = u_{\text{anode}},$$

$$\sigma n \cdot \nabla u = \frac{1}{A},$$

$$J \cdot n = -\sigma \frac{\partial u}{\partial n} = f_{\text{anode}}(u).$$

The first boundary condition expresses that each point of the anode surface has the same potential, see [77]. The second boundary condition expresses a homogeneously distributed current density flowing out of the anode surface. Here $I$ is the total current flowing through the anode surface and $A$ is the total
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surface area, see [74]. The third condition is a more general polarisation curve for anodic surfaces used by [18, 49, 52, 58]. Boundary conditions involving polarisation curves are non-linear. That is, the relation between the potential and the current density is non-linear, but it can be linearised [49, 53]. For our model, we shall use (7.2.5a). Similarly, we also assume at the cathode \( f_{\text{cathode}}(u) = u_{\text{cathode}} \). The current \( J \) flows from the anode to the cathode as depicted in the illustration Figure 7.3. The domain is the soil area between

\[
\begin{align*}
\nabla^2 u(r) &= 0, & r &\in \Omega, \\
u(r) &= u_{\text{anode}}, & r &\in \Gamma^1, \\
u(r) &= u_{\text{cathode}}, & r &\in \Gamma^2, \\
\frac{\partial u}{\partial n}(r) &= 0, & r &\in \Gamma^3.
\end{align*}
\]

(7.2.6)

Figure 7.3: Schematic two dimension model for the ICCP of a water storage tank shown in Figure 7.2b.

the tank surface and the anodes interconnectivity. Apart from the anodes and the damaged parts, the rest of the painted surface is assumed to be a perfect insulator. Also, for simplicity we assume one anode and cathode. However, the solution process is still the same for more active regions. At the electrodes we consider the potential to be a prescribed value.

Thus, let \( \Omega \) be the region between the tank surface and the anodes interconnectivity, \( \Gamma^1 \) the anode surface, \( \Gamma^2 \) the cathode surface and \( \Gamma^3 \) the insulating surface. Let \( u(r) \) be the potential at a point \( r \in \Omega \subseteq \mathbb{R}^2 \), then we have the following problem:
where \( n(r) \) is the unit normal vector at \( r \) pointing into \( \Omega^c \), see Figure 7.4.

\[
\Omega^c = \Gamma_1 \cup \Gamma_2 \cup \Gamma_3.
\]

As we will see in Section 7.3, the solution of the integral equation (7.2.7) together with the boundary conditions in (7.2.6) has rapid variation of the potential around the electrodes and the solution is smooth elsewhere. This is why the use of LDC is recommended for such a problem in order to use a grid that captures the activity well yet keeping the computational costs low. In the next section we present the application of LDC to solve this problem.

### 7.3 BEM-LDC for the ICCP problem

In this section we give an LDC formulation and solution for the ICCP potential problem model presented in Section 7.2. In practice the number of active regions \( p \) can be one, two, or even more, that is, several anodes and cathodes. Here we consider two active regions, that is \( p = 2 \), one anode and one cathode. The procedure for even more anodes and cathodes is the same and the gain in complexity for a given \( p \) is discussed on page 97. After solving a global coarse grid problem on the global boundary \( \Gamma \), we formulate a local problem at each of the electrodes \( \Gamma_{1, \text{active}}^\text{active} \) and \( \Gamma_{2, \text{active}}^\text{active} \), see Figure 7.5.
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On each $\Omega_p^{\text{local}}, p = 1, 2$, see Figure 7.5, we have the interior problem

$$
\begin{align*}
\nabla^2 u(r) &= 0, & r \in \Omega_p^{\text{local}}, \\
\quad u(r) &= u_{\text{electrode}}(r), & r \in \Gamma_p^{\text{active}}, \\
\quad u(r) &= \tilde{g}(r), & r \in \Gamma_p^{\text{inside}},
\end{align*}
$$

(7.3.1)

where $\tilde{g}(r)$ is a piecewise constant function given by

$$
\tilde{g}(r) = u_{\text{inside}}(r_i), \quad r \in r_i^{\text{inside}} \subseteq \Gamma_p^{\text{inside}}, \quad r = r_i,
$$

(7.3.2)

and

$$
\begin{align*}
\quad u_{\text{electrode}}(r) &= \begin{cases} 
\quad u_{\text{anode}}, & r \in \Gamma_1^{\text{active}}, \\
\quad u_{\text{cathode}}, & r \in \Gamma_2^{\text{active}}.
\end{cases}
\end{align*}
$$

(7.3.3)

The LDC process is what has been described in Section 6.2. Here we only add in the twist of having more than one local problem. So we have the following process:

(i) Initialisation: we solve the global coarse grid problem on $\Gamma$ using a grid of
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size $L$ to obtain the initial solution $q^L_0$, $u^L_0$:

$$\frac{1}{2} u^L_{0,i} = \sum_{j=1}^{N} u^L_{0,j} \int_{r^L_i} \frac{\partial v}{\partial n}(r_i; r(\chi)) d\chi - \sum_{j=1}^{N} q^L_{0,j} \int_{r^L_i} v(r_i; r(\chi)) d\chi. \quad (7.3.4)$$

(ii) For each local problem, after discretisation of $\Gamma^p_{\text{local}}$ into $\Gamma^p_{\text{local}} = \Gamma^p_{\text{inside}} \cup \Gamma^p_{\text{active}}$, compute $u(r)$ on $\Gamma^p_{\text{inside}}$ using the global coarse grid solution and the integral relation

$$u^p_{\text{inside},i} = \sum_{j=1}^{N} u^L_{0,j} \int_{r^L_j} \frac{\partial v}{\partial n}(r_i; r(\chi)) d\chi - \sum_{j=1}^{N} q^L_{0,j} \int_{r^L_j} v(r_i; r(\chi)) d\chi, \quad r_i \in \Gamma^p_{\text{inside}}. \quad (7.3.5)$$

(iii) Now we have Dirichlet boundary conditions on $\Gamma^p_{\text{inside}}$. On $\Gamma^p_{\text{active}}$ the boundary conditions are as given on the global $\Gamma$ since $\Gamma^p_{\text{active}} \subset \Gamma$, $p = 1, 2$. So next is to solve the local problems on $\Gamma^p_{\text{local}}$:

$$\frac{1}{2} u^p_{\text{local},i} + \sum_j u^p_{\text{active},j} \int_{r^L_{\text{active},j}} \frac{\partial v}{\partial n}(r_i; r(\chi)) d\chi$$

$$+ \sum_j u^p_{\text{inside},j} \int_{r^L_{\text{inside},j}} \frac{\partial v}{\partial n}(r_i; r(\chi)) d\chi =$$

$$\sum_j q^p_{\text{active},j} \int_{r^L_{\text{active},j}} v(r_i; r(\chi)) d\chi + \sum_j q^p_{\text{inside},j} \int_{r^L_{\text{inside},j}} v(r_i; r(\chi)) d\chi. \quad (7.3.6)$$

Note that the $p$ problems are independent of one another and can be solved in parallel.

(iv) To compute the defect: we now have a better solution on $\Gamma^p_{\text{active}}$, $p = 1, 2$ and

$$u^L_{\text{best},j} = \begin{cases} u^L_{c,j}, & \Gamma^L_j \subset \Gamma_c, \\ u^p_{\text{active},j}, & \Gamma^L_j \subset \Gamma^p_{\text{active}}. \end{cases} \quad (7.3.7)$$

$$q^L_{\text{best},j} = \begin{cases} q^L_{c,j}, & \Gamma^L_j \subset \Gamma_c, \\ q^p_{\text{active},j}, & \Gamma^L_j \subset \Gamma^p_{\text{active}}. \end{cases} \quad (7.3.8)$$

Using the fine grid solution, we approximate the defect $d_i$ for each node of
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the global coarse grid as follows. We compute

\[
 d_{ij}^L \approx \begin{cases} 
 \sum_{p=1}^{2} \left( q_{p,k,active,j}^L \int_{\Gamma_k^{active,j}} v(r_i; r(\chi)) \, d\chi \right), & \Gamma_j^{active} \\
 0 & \Gamma_j \subset \Gamma_c.
\end{cases}
\]  

(7.3.9)

Here \( \bigcup_{k} \Gamma_{p,k,active,j}^{active} = \Gamma_j^{active} \), see Figure 6.4. Then

\[
 d_i^L = \sum_j d_{ij}^L
\]  

(7.3.10)

for \( \Gamma_j^{active} \subset \Gamma_c \). The defect \( d_i \) has contributions from all the \( p \) active regions hence the summation for \( p = 1, 2 \), in (7.3.9).

(v) We now do the defect correction: the defect (7.3.10) is added to the right hand side of the coarse grid equation and then we solve for the updated global coarse grid solution \( u_1, q_1^L \) on the global coarse grid,

\[
 \frac{1}{2} u_{1,i}^L = \sum_{j=1}^{N} u_{1,j}^L \int_{\Gamma_j} \frac{\partial v}{\partial n}(r_i; r(\chi)) \, d\chi - \sum_{j=1}^{N} q_{1,j}^L \int_{\Gamma_j} v(r_i; r(\chi)) \, d\chi + d_i^L.
\]  

(7.3.11)

(vi) Go back to step (ii) with \( u^L \) replaced by \( u_1^L \) and \( q^L \) replaced by \( q_1^L \).

To test this LDC formulation for more than one local problem we solve the following problem, whose continuous solution is known. We consider the function

\[
 f(r) = \log(r_1) + \log(r_2)
\]  

(7.3.12)

where

\[
 r_1 = ||r - s_1||_2, \quad r_2 = ||r - s_2||_2
\]  

(7.3.13)

and \( s_1, s_2 \) are source points just outside the square. Then we solve the problem

\[
 \begin{cases} 
 \nabla^2 u(r) = 0, & r \in \Omega = [0 1] \times [0 1], \\
 q(r) = \frac{\partial f}{\partial n}(r), & r \in \Gamma.
\end{cases}
\]  

(7.3.14)

The solution to (7.3.14) is shown in Figure 7.6.

Clearly the solution has two small regions, one on the lower side and another on the upper side of the square where \( u \) varies rapidly. In Figures 7.7 and 7.8...
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Figure 7.6: Profile of the potential $u$ inside a unit square due to problem (7.3.14). The source points $s_1$ and $s_2$ are $(0.5, -0.02)$ and $(0.5, 1.02)$ respectively.

Figure 7.7: LDC solutions to problem 7.3.14 on a unit square after the first iteration.

Figure 7.8: LDC solutions to problem 7.3.14 on a unit square after the first iteration.
we have the BEM solutions to the problem using local defect corrections with a local problem at each active region.

The updated solution agrees with the continuous solution better than the initial problem as expected. We can therefore proceed to solve the ICCP problem whose continuous solution is not known. Once we have the potential \( u \) in \( \Omega \) we use (7.2.1) to compute the electric field in \( \Omega \). Figure 7.2.6 shows the potential and the electric field lines for the ICCP potential problem (7.2.6) with \( u_{\text{anode}} = 1 \) and \( u_{\text{cathode}} = -u_{\text{anode}} \). Now for the ICCP problem we let

\[
\Gamma_1^{\text{active}} = \{ (x,y) : x \in [0.4, 0.6], y = 0 \},
\Gamma_2^{\text{active}} = \{ (x,y) : x \in [0.4, 0.6], y = 1 \}.
\]

Then we set, see Figure 7.10,

\[
\Omega_1^{\text{local}} = \{ (x,y) \in [0.4, 0.6] \times [0, 0.4] \},
\Omega_2^{\text{local}} = \{ (x,y) \in [0.4, 0.6] \times [0.6, 1] \}.
\]

LDC solutions for the problem are shown in Figures 7.11 and 7.12.

Since we do not have the exact continuous solution to (7.3.1) we cannot compute the actual error. However, assuming that the solution converges to a fixed point \( \mathbf{x}_{\text{fixed}} \), we can then compute the errors \( \|\mathbf{x}_i - \mathbf{x}_{\text{fixed}}\|_\infty \) where \( \mathbf{x}_i \) is the solution after the i-th iteration to demonstrate how fast we reach the fixed point. The results are shown in Figure 7.13. The results indeed show that one or two iterations is just enough.
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Figure 7.10: Domain demarcations for the LDC solution of the model problem.

Figure 7.11: LDC solutions to first local problem.
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(a) Solution of local problem on $\Omega_{\text{local}}^2$.

(b) Field lines due to potential of local problem solution on $\Omega_{\text{local}}^2$.

Figure 7.12: LDC solutions to the second local problem.

Figure 7.13: Variation of the global coarse grid solution error from the fixed point solution during iteration. The fine grid is of size $l = L/9$ and the global coarse grid of size $l = 0.2$. 
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Summary

Adaptive gridding methods are of fundamental importance both for industry and academia. As one of the computing methods, the Boundary Element Method (BEM) is used to simulate problems whose fundamental solutions are available. The method is usually characterised as constant elements BEM or linear elements BEM depending on the type of interpolation used at the elements. Its popularity is steadily growing because of its advantages over other numerical methods most important of which being that it only involves obtaining data at the boundary and computation of the solution in the domain is merely a case of post processing through the use of an identity. This results in the reduction of the problem dimension by unity.

Although there is a reduction in dimension when we use BEM, the method usually results in full matrices which can be expensive to solve. This makes the method costly for problems that require very fine grids like those with hot spots as in the example of impressed current cathodic protection systems (ICCP). The BEM is a global method in nature in that the solution in one node depends on the solutions in all the other nodes of the grid. Hence an error in one node can pollute the solution in all the other nodes.

In this thesis, we first focus our attention on defining and studying both the local and global errors for the BEM. This is not a completely new study as the literature suggests, however, our approach is different. We use the basic foundations of the the method to define the errors. Since the method is a global method, first we use the interpolation error on each element to define what we have called a sublocal error. Then using the sublocal error we have defined the local error. Understanding the local errors enabled us study the global error. Theoretical and numerical results show that these errors are second order in grid size for both the constant and linear element cases.

Then, having explored errors, we study a method for adaptive grid refinement for the BEM. Rather than using a truly nonuniform grid, we present a method called local defect correction (LDC) that is based on local uniform grid refinement. This method is already developed and documented for other numerical methods such as finite difference and finite volume methods but not for BEM.
In the LDC method, the discretization on a *composite grid* is based on a combination of standard discretizations on several uniform grids with different grid sizes that cover different parts of the domain. At least one grid, the uniform *global coarse grid*, should cover the entire boundary. The size of the global coarse grid is chosen in agreement with the relatively smooth behaviour of the solution outside the hot spots. Then several uniform *local fine grids* each of which covers only a (small) part of the boundary are used in the hot spots. The grid sizes of the local grids are chosen in agreement with the behaviour of the continuous solution in that part of the boundary.

The LDC method is an iterative process whereby a basic global discretisation is improved by local discretisations defined in subdomains. The update of the coarse grid solution is achieved by adding a *defect correction* term to the right hand side of the coarse grid problem. At each iteration step, the process yields a discrete approximation of the continuous solution on the corresponding composite grid. We have shown how this discretisation can be achieved for the BEM. We apply the discretisation to an academic example to demonstrate its implementation and later show how to use it for an application as the ICCP system. The results show that it is a cheaper method than solving on a truly composite grid and converges in a single step.
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