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Chapter 1

Introduction

1.1 Background and motivation

An algorithm is a series of steps or instructions that can be followed in order to determine the answer to a particular question. The construction of algorithms as methods of computation has a long history, going back to the ancient Greeks: one of the oldest known algorithms is Euclid’s algorithm for computing the greatest common divisor of two natural numbers. The study of algorithms and computation became more relevant than ever before with the advent of the modern computer in the 1940s and its rapid development over the next decades. Mathematical models of computation, like the Turing machine [122], were developed and further refined to allow for sound formal reasoning about computers, algorithms and the nature of computing. Also, formal techniques were developed for the derivation of an algorithm or computer program such that its correctness is guaranteed. These methods of structured programming and programming by derivation [35], elevated the art of computer programming from a mathematical diversion to a scientific discipline. Along with many other pioneering works, they contributed to the establishment of computer science as an academic research field of its own.

In those early days, computer programs were predominantly viewed as input-output functions, much like the algorithms that they implemented. Given a certain input, a program performs a predefined sequence of steps that should always terminate and, upon termination, it delivers some output. Indeed, this is still the way in which many programs, most notably command-line tools, work today. We call such programs sequential programs. A sequential program is typically monolithic by design, meaning that the program conceptually consists of a single entity that performs the entire computation.

In the 1980s a completely different view on computer programs gained in popularity: a computer program as a collection of processes that run concurrently and can interact with each other and the environment to perform complex tasks.
Each of the individual processes may be fully sequential or may itself consist of concurrently running processes. Moreover, the program is often assumed to be running indefinitely, without ever terminating. We call such programs concurrent programs, or concurrent systems to express the fact that they are in general collections of programs. They are modular by design, in the sense that multiple processes (or components, or agents), each having its own specific task, cooperate in order to perform the required computation. Today the software for many complex systems is built in this fashion, in particular the software that is embedded into devices like cellular phones, television sets, copying machines, cars and aeroplanes.

The fundamental difference with sequential programs is the presence of concurrency and interaction. Similar to the way in which models of computation (like the Turing machine) were developed to study sequential computations, models of concurrency were proposed to allow for formal reasoning about concurrent computations that involve interaction between the processes. Examples of such models include Petri nets [107, 108] and process algebras, like the Calculus of Communicating Systems (CCS) [99], Communicating Sequential Processes (CSP) [74], the Algebra of Communicating Processes (ACP) [8, 9] and the π-calculus [100]. In these languages a concurrent system can be specified, so that its behaviour, being the collection of all computations and interactions that it can perform, can be studied. Some of these languages have been extended for various purposes, e.g. for studying computations that involve real-time or probabilistic aspects.

In addition, a number of techniques has been developed for proving the correctness of concurrent systems, which is usually called verification in this context. Among the popular verification techniques are model checking, equivalence checking and theorem proving. The ultimate goal of these techniques is to prove that a concurrent system will always perform the right computations, or never perform wrong computations. In many critical applications, like the on-board software of an aeroplane, a software failure is undesirable. By formally verifying such systems, their reliability can be improved. The verification techniques that we focus on in this thesis are model checking and equivalence checking.

In model checking, a model of a concurrent system is constructed together with a desired property that this system should have. It is then checked whether the model satisfies the property. The model is represented by a finite state machine and the property is formulated in a temporal logic (see e.g. [109]). The technique originated from works by Clarke and Emerson [23], and Queille and Sifakis [110]. For finite systems, model checking is effectively decidable, meaning that it can be done fully automatically by a computer program. Indeed, the development of automated model checkers – like EMC [23, 24], CESAR [110], SPIN [77, 78], CWB [27], SMV [96] and CADP [47, 50] – played an important role in the successful application of the technique to real-life sequential systems like hardware circuit designs. However, limitations of the approach were encountered when it was applied to more complex, concurrent software systems. The parallelism between the processes of such systems leads to a combinatorial blow-up of the number of states
that the system can be in, yielding state spaces that are too large to handle for traditional model checkers. This problem is known as the state (space) explosion problem and a range of techniques has been developed to address it, including: symbolic representation of state spaces using binary decision diagrams [18, 96], partial order reduction [57, 106, 124], abstract interpretation [32], symmetry reduction [25, 44] and compositional reasoning [1, 101]. Some of these techniques can also be used for model checking infinite-state systems [37, 87, 97] in addition to other approaches, e.g. [12, 13, 42].

Equivalence checking is a verification technique that operates on two models of a system: one describing its desired behaviour and the other describing its actual behaviour. It is then checked whether these models are, in a certain sense, behaviourally equivalent. A related technique is refinement checking, where it is checked whether one model is behaviourally ‘contained’ in the other model, meaning that any computation that one model can perform, can also be performed by the other model. The history of equivalence checking can be traced back to the decidability of language equivalence on finite-state automata [102]. Its decidability and complexity has been studied for a variety of computational models. Later, other equivalences were developed for comparing concurrent systems. They serve as the underlying semantics of process algebras: trace semantics [73] and failures semantics [16] for CSP, and (bi)simulation semantics [99, 105] for CCS and ACP. A comparison of these and other equivalences is presented in [55]. For finite-state processes, all of these equivalences are decidable: trace equivalence and failure equivalence require exponential time, while bisimulation equivalence is decidable in polynomial time [83, 104]. Simulation refinement and equivalence are also polynomially decidable [11, 72]. Automated equivalence and refinement checking is provided by a number of tools, including CWB [27], FDR [112] and CADP [47, 50]. For infinite-state systems many equivalences are undecidable, though bisimulation equivalence is still decidable for particular classes of processes [3, 20, 21].

The goal of the work in this thesis is to find improved verification methods for large and infinite-state concurrent systems. This is motivated by the fact that we found existing techniques to be inadequate for the verification of certain large or infinite-state systems. We limit ourselves to pure discrete-event systems, i.e. systems that perform computations solely by taking discrete steps, and we do not consider systems that involve real-time, stochastic or probabilistic aspects.

1.2 Overview of the thesis

The thesis has the following structure:

- Chapter 2 defines the relevant concepts for the remainder of the work. Model checking and equivalence checking are described in more detail. We introduce models for concurrent systems, equivalence and refinement relations on such models, a temporal logic in which properties can be expressed, and equation systems in which model-checking problems can be represented.
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- Chapter 3 presents five new algorithms for the determinization of automata. Determinization plays an important role in equivalence checking for certain equivalences. The algorithms are based on a standard determinization algorithm and aim to reduce its average-case space requirements and the size of its output. They are implemented and experimentally evaluated.

- Chapter 4 corrects a space-efficient algorithm for checking simulation equivalence and refinement on models of concurrent systems. We show that the theory surrounding the original algorithm was flawed, repair the algorithm, prove its correctness, and analyse its time and space complexities to show that they are unaffected by our corrections.

- Chapter 5 shows how equivalence-checking problems on infinite-state systems can be finitely represented in an equation system. Checking for equivalence then amounts to solving the equation system. This shows that such equation systems can not only be used for model checking but also for equivalence checking. Hence, these equation systems allow for different types of verification problems to be studied within a single, generic framework. We illustrate our approach by two examples.

- Chapter 6 shows how such equation systems can be transformed to simpler ones, for which a solution may be found more easily. More specifically, this technique, called instantiation, aims to remove data from an equation system. In an extreme case all data can be removed, by which solving the equation system becomes decidable and can be done fully automatically. We illustrate the efficacy of our technique by two examples and automated experiments.

- Chapter 7 proposes an extension of ordinary graphs, called switching graphs, as a novel formalism in which combinatorial problems can be represented and studied. In particular, we show that solving equation systems – and therefore model checking – corresponds with one of the presented switching-graph problems and we investigate the complexity of several closely related problems. Some of these turn out to be polynomial, while others are shown to be NP-complete.

Hence, chapters 3–5 are concerned with equivalence checking. In chapters 6 and 7 we study equation systems, that can be used for both model checking and equivalence checking. All of these chapters depend on chapter 2 for the definitions, notations and theoretical results that it contains. Apart from this, every chapter can be read in isolation.

1.3 Origin of the contents

This thesis is based on the following research papers:

1.3. Origin of the contents

International Conference on Concurrency Theory (CONCUR 2007), LNCS 4703, pp. 120–135. Springer.


Chapters 3, 4, 5, 6 and 7 are extended and updated versions of [4], [3], [1], [2] and [5], respectively. Chapter 2 consists of both newly written material and excerpts from the above publications.
Chapter 2

Model Checking and Equivalence Checking

2.1 Introduction

Model checking is a technique for the verification of concurrent systems that has its roots in works by Clarke and Emerson [23] and Queille and Sifakis [110] from the early 1980s. We refer to the literature for more information on its origins [22, 39] and for comprehensive introductions to the field [5, 26]. In their book [5], Baier and Katoen define model checking as follows:

Model checking is an automated technique that, given a finite-state model of a system and a formal property, systematically checks whether this property holds for (a given state in) that model.

In section 2.3 we show how models can be represented and in section 2.5 we introduce a temporal logic in which properties can be formulated. Though the definition above is in accordance with the original definition of model checking, it is too narrow for the purpose of this thesis, in two respects.

First of all, model checking need not necessarily be automated. It can equally be done completely by hand or semi-automatically, i.e. using manipulations by both computer programs and human beings. Automation is particularly useful for efficiently executing repetitive and clearly defined tasks on large data sets. This type of task is common in model checking. More automation then allows for more complex models or properties to be checked. However, not all tasks can be automated. In model checking it depends on the decidability and complexity of the modelling languages and logics that are used, whether the process can be fully automated. When the models and properties are expressed in languages and logics that are too rich, model checking can become undecidable or practically infeasible, in which case human ingenuity can help to solve the problem.
This brings us to the second point: a model need not necessarily be finite-state. It can have infinitely many states, in which case model checking is generally undecidable. Infinite-state models cannot be finitely represented by explicitly enumerating all possible states. Finite representations of such models are therefore symbolic: they use data sorts and algebraic constructs to specify the set of states implicitly. Similarly, the problem of checking a property on an infinite model can often be finitely and symbolically represented in equation systems, which are sequences of fixed-point equations (see section 2.6). Such a representation can be manipulated using both automatic and manual techniques in order to solve the model-checking problem that it encodes.

An alternative way of establishing desirable properties of a model, is by showing that it is behaviourally related to another model that has these desirable properties. Depending on the type of relation that is desired, this verification technique is called refinement or equivalence checking. In section 2.4 we introduce a number of relations between models and show that some are more strict than others, meaning that the models should resemble each other more closely in order for them to be related. Equivalence checking can also be used to reduce the number of states in a model by merging equivalent states. This is particularly profitable when dealing with large models of which the analysis would otherwise consume too much space or time.

Indeed, the most challenging task when applying automated model checking in practice is to conquer the so-called state explosion problem: models can easily become very large, on the order of millions or billions of states. This is usually due to parallelism between the processes of the modelled system. When models are too large to fit in a computer’s main memory, automated model checking quickly breaks down. In such cases attempts have to be made to reduce the model, for which a number of techniques can be applied, that we do not explore further here.

Before we define the concepts that are related specifically to model checking and equivalence checking, we first introduce some basic mathematical concepts and notations.

### 2.2 Preliminaries

#### 2.2.1 Partitions and relations

For any set $S$, the powerset of $S$, denoted $\mathcal{P}(S)$, is the set of all subsets of $S$. A partition over $S$ is a set $\Sigma \subseteq \mathcal{P}(S)$ of non-empty, mutually disjoint subsets of $S$ that together cover $S$, i.e. $\bigcup \Sigma = S$ and $\forall \alpha \in \Sigma . \alpha \neq \emptyset \land \forall \beta \in \Sigma . \alpha \neq \beta \implies \alpha \cap \beta = \emptyset$. An element $\alpha$ of a partition $\Sigma$ is called a block and for any $s \in S$ we denote by $[s]_{\Sigma}$ the block $\alpha \in \Sigma$ such that $s \in \alpha$. Given two partitions $\Sigma$ and $\Pi$ we say $\Pi$ is finer than $\Sigma$ iff for every $\alpha \in \Pi$ there exists an $\alpha' \in \Sigma$ such that $\alpha \subseteq \alpha'$.

For given sets $S$ and $T$, a relation $R$ on $S$ and $T$ is a set of ordered pairs of elements from $S$ and $T$, i.e. $R \subseteq S \times T$. We may use infix notation $s R t$ to denote
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the fact that \((s, t) \in R\). For any \(s \in S\) we denote by \(R(s)\) the set \(\{t \in T \mid s \mathrel{R} t\}\). We say that \(R\) is total if \(R(s) \neq \emptyset\) for all \(s \in S\); otherwise we say \(R\) is partial. The inverse \(R^{-1}\) of \(R\) is the relation that contains the reverse of every pair in \(R\):

\[
R^{-1} := \{(t, s) \mid (s, t) \in R\}.
\]

A relation on a single set \(S\) is a relation on \(S\) and \(S\). Let \(S\) be a set, \(R\) be a relation on \(S\), and \(R^+\) be as defined below. Then \(R\) is:

- reflexive iff \(\forall s \in S \cdot (s, s) \in R\);
- symmetric iff \(\forall s, t \in S \cdot (s, t) \in R \implies (t, s) \in R\);
- anti-symmetric iff \(\forall s, t \in S \cdot (s, t) \in R \land (t, s) \in R \implies s = t\);
- acyclic iff \(\forall s, t \in S \cdot (s, t) \in R^+ \land (t, s) \in R^+ \implies s = t^1\);
- transitive iff \(\forall s, t, u \in S \cdot (s, t) \in R \land (t, u) \in R \implies (s, u) \in R\).

The identity relation \(I\) on \(S\) is the smallest reflexive relation on \(S\). The transitive closure \(R^+\) of \(R\) is the smallest transitive relation that subsumes \(R\). The reflexive and transitive closure \(R^*\) of \(R\) is the smallest reflexive relation that subsumes \(R^+\).

Formally, for \(i \geq 0\) let \(R^i\) be defined recursively as follows:

\[
R^0 := \{(s, s) \mid s \in S\}
\]

\[
R^1 := R
\]

\[
R^{i+2} := \{(s, u) \mid \exists t \in S \cdot (s, t) \in R^{i+1} \land (t, u) \in R^{i+1}\}.
\]

Then we define:

\[
I := R^0 \quad R^+ := \bigcup_{i \geq 0} R^i \quad R^* := \bigcup_{i \geq 0} R^i.
\]

Furthermore, we define the following common types of relations:

- a preorder is a reflexive and transitive relation;
- a partial order is an anti-symmetric preorder;
- an equivalence is a symmetric preorder.

For any preorder \(\sqsubseteq\), the equivalence induced by \(\sqsubseteq\) is the equivalence \(\equiv\) defined as \(\equiv := \sqsubseteq \cap \sqsubseteq^{-1}\). It is not hard to see that \(\equiv\) is an equivalence indeed.

For any sets \(S\) and \(T\), a function \(f\) from \(S\) to \(T\), denoted \(f : S \to T\), is a relation on \(S\) and \(T\) such that for every \(s \in S\) there is precisely one \(t \in T\) such that \((s, t) \in f\). Hence, \(f(s)\) is a single element of \(T\). In this context, \(S\) is called the domain and \(T\) is called the codomain of \(f\). The set of all functions from \(S\) to \(T\) is denoted by \(T^S\). Given a function \(f : S \to T\), \(s \in S\) and \(t \in T\), we write \(f[s \mapsto t]\) to denote the function \(f\) in which \(s\) is mapped to \(t\), i.e. \(f[s \mapsto t](s) = t\) and \(f[s \mapsto t](s') = f(s')\) for all \(s' \in S \setminus \{s\}\). We use \(\lambda\)-notation for function abstraction, e.g. \(\lambda x. f(x)\) is the function that maps \(x\) to \(f(x)\).

\footnote{Acyclicity is sometimes defined as \((s, t) \in R^+ \implies (t, s) \notin R^+\) which also excludes reflexive pairs. In this thesis, we need the weaker notion defined here to allow for relations to be both reflexive and acyclic.}
2.2.2 Lattices and fixed points

A partially ordered set or poset \((S, \preceq)\) is a set \(S\) with a partial order \(\preceq\) on \(S\). Let \((S, \preceq)\) be a poset. For any \(X \subseteq S\), the set of upper bounds of \(X\), \(ub(X)\), is defined as \(ub(X) := \{ u \in S \mid \forall x \in X . x \preceq u \}\). If it exists, the least upper bound or supremum of \(X\), denoted \(\bigsqcup X\), is the unique \(u \in ub(X)\) such that \(v \preceq u\) for all \(v \in ub(X)\). For any \(x, y \in S\) we use the shorthand \(x \sqcup y\) to denote \(\bigsqcup \{x, y\}\). Similarly, the set of lower bounds of \(X\) is defined as \(lb(X) := \{ u \in S \mid \forall x \in X . u \preceq x \}\); the greatest lower bound or infimum of \(X\), \(\bigsqcap X\), is the unique \(u \in lb(X)\) such that \(v \preceq u\) for all \(v \in lb(X)\); and \(x \sqcap y\) denotes \(\bigsqcap \{x, y\}\) for all \(x, y \in S\).

Now, \((S, \preceq)\) is a lattice if \(x \sqcup y\) and \(x \sqcap y\) exist for all \(x, y \in S\). Moreover, \((S, \preceq)\) is a complete lattice if \(\bigsqcup X\) and \(\bigsqcap X\) exist for all \(X \subseteq S\). It is well known that for any set \(S\) the poset \((\wp(S), \subseteq)\) is a complete lattice.

A function \(f : S \rightarrow S\) is monotonic if \(x \preceq y\) implies \(f(x) \preceq f(y)\) for all \(x, y \in S\). Suppose \((S, \preceq)\) is a complete lattice and let \(f : S \rightarrow S\) be a monotonic function. The set of fixed points (or fixpoints) of \(f\) is defined as \(\text{fix}(f) := \{ x \in S \mid f(x) = x \}\). Tarski’s famous fixpoint theorem [121] states that the poset \((\text{fix}(f), \preceq)\) is a complete lattice. In particular, this implies the existence of a least fixed point, \(\mu f\), and a greatest fixed point, \(\nu f\), of \(f\), which are defined as follows:

\[
\mu f := \bigsqcap \{x \in S \mid x = f(x)\}
\]
\[
\nu f := \bigsqcup \{x \in S \mid x = f(x)\}.
\]

Moreover, \(=\) may be replaced by \(\succeq\) in the definition of \(\mu f\) and by \(\preceq\) in that of \(\nu f\).

In the sequel, we use \(\sigma\) to denote either \(\mu\) or \(\nu\) and we abbreviate \(\sigma(\lambda x . f(x))\) to \(\sigma x . f(x)\) for any function \(f\).

2.2.3 Graphs

A directed graph (or simply graph) is a tuple \((V, \rightarrow)\) where \(V\) is a set of vertices and \(\rightarrow \subseteq V \times V\) is a relation on \(V\) that is the set of directed edges. A rooted graph \((V, \rightarrow, r)\) is a graph \((V, \rightarrow)\) in which vertex \(r \in V\) is designated as the root vertex.

Given a fixed set \(S\), an edge-labelled graph \((V, \rightarrow)\) is a graph in which an element of \(S\) is associated with every edge, i.e. \(\rightarrow \subseteq V \times S \times V\). In this context, the set \(S\) is usually called an alphabet. Let \(S^*\) denote the set of all finite sequences of elements of \(S\) and \(\varepsilon \in S^*\) denote the empty sequence. For any \(v, w \in V\) and \(\alpha = \alpha_1 \cdots \alpha_n \in S^*\) for some \(\alpha_1, \ldots, \alpha_n \in S\) and \(n \geq 0\), we denote by \(v \xrightarrow{\alpha} w\) the fact that there exist \(v_0, \ldots, v_n \in V\) such that \(v_0 = v, v_n = w\) and \((v_i, \alpha_{i+1}, v_{i+1}) \in \rightarrow\) for all \(i, 0 \leq i < n\). Similarly, a vertex-labelled graph \((V, \rightarrow, L)\) is a graph in which an element of \(S\) is associated with every vertex via the labelling function \(L : V \rightarrow S\). A graph can be depicted in the following way:

- a vertex \(v\) is represented by a circle \(\bigcirc\), optionally containing the name: \(v\);
- a (labelled) edge is represented by a (labelled) arrow, e.g. \(\bigcirc \xrightarrow{a} \bigcirc\);
- the root vertex of a rooted graph is indicated by a short incoming arrow: \(\bigcirc \xleftarrow{}\).
Vertex labels are only drawn in chapter 7. There, a vertex label is placed within the circle and a vertex name is placed outside of it, because the labels are of higher importance to the theory.

2.2.4 Data

In some theoretical considerations in this thesis, abstract data sorts are used to represent data. We have a set $D$ of data variables and we assume that there is some data language that is sufficiently rich to denote all relevant data terms, like $3 + d_1 \leq d_2$. We assume that every countable sort has a collection of basic elements to which every term can be rewritten. For a sort $D$, we write $v \in D$ to denote that $v$ is a basic element of $D$ and we use set notation to list the basic elements of $D$, e.g., $D = \{v_1, \ldots, v_n\}$. For any terms $t$ and $u$, and variable $d$ we denote by $t[u/d]$ the syntactic substitution of $u$ for $d$ in $t$.

With every sort $D$ we associate a semantic set $\mathbb{D}$ such that every syntactic term of sort $D$ can be mapped to the element of $\mathbb{D}$ it represents. The set of basic elements of a countable sort $D$ is isomorphic to the semantic set $\mathbb{D}$. For a closed term $t$ of sort $D$ (denoted $t : D$), we assume an interpretation function $J_t$ that maps $t$ to the data element of $\mathbb{D}$ it represents. For open terms we use a data environment $\varepsilon : D \to \mathbb{D}$ that maps each variable from $D$ to a data element from the right set $\mathbb{D}$. The interpretation of an open term $t$, denoted as $\varepsilon(t)$, is given by $\varepsilon$ is extended to terms in the standard way.

We assume the existence of a sort $B = \{\top, \bot\}$ representing the Booleans $\mathbb{B}$, and a sort $N = \{0, 1, \ldots\}$ representing the natural numbers $\mathbb{N}$. For these sorts, we assume the usual operators are available and we do not write constants or operators in the syntactic domain any different from their semantic counterparts. For example, we have $\mathbb{B} = \{\top, \bot\}$, and the syntactic operator $\_ \land : \mathbb{B} \times \mathbb{B} \to \mathbb{B}$ corresponds to the usual semantic conjunction $\_ \land : \mathbb{B} \times \mathbb{B} \to \mathbb{B}$.

2.3 Models

We are interested in modelling concurrent systems, in which a number of processes operate in parallel. At any time, every process is in a certain state from which it may execute an action to reach a new state. Several actions may be possible in a state, in which case the action to be executed is chosen nondeterministically. Hence, the operation of every process consists in the sequential execution of actions, where sequential means that a process cannot execute more than one action at the same time. The execution of an action itself is atomic in the sense that it cannot be interrupted. Additionally, in some states a process may have the option of successful termination to indicate that its computation has finished.

Concurrency between the processes is interpreted in the following way. In principle, the behaviour of a concurrent system consists of all possible interleavings of the action sequences that its individual processes can perform. However, some
specific pairs of actions, called communicating actions, can be executed simultaneously by two separate processes. This allows for synchronous communication between the processes, whereby messages are sent and received at the same time. Except for the communicating actions, no two actions can be executed simultaneously. Because the simultaneous execution of two communicating actions must be viewed as a single atomic step, a concurrent system is again a process that executes actions in a purely sequential fashion. Finally, the state of a concurrent system is the combination of the states of its constituent processes, and a concurrent system can terminate successfully only in states where every process can do so.

For modelling the behaviour of concurrent systems, we fix the set \( \text{Act} \) of actions that a system can perform. Furthermore, we fix a non-empty set \( \text{AP} \) of atomic propositions that can be either valid or invalid in a system’s state. The behaviour of a concurrent system can be represented explicitly or implicitly. In both cases, we use the term model to refer to the representation of that behaviour.

### 2.3.1 Explicit representation

In explicit representations, every state and possible action in the modelled system is mapped one-to-one to an entity in the model. The most well-known and common explicit representation is the transition system.

**Definition 2.1.** A transition system is a rooted, edge- and vertex-labelled graph \((S, \rightarrow, i, L)\), where \(\rightarrow \subseteq S \times \text{Act} \times S\), \(i \in V\) is the root vertex and \(L : S \rightarrow \wp(\text{AP})\).

A transition system models the behaviour of a concurrent system in the following way. The vertices in \(S\) are the states of the concurrent system and the root vertex \(i\) is its initial state. The labelled edges in \(\rightarrow\) are called transitions in this context. A transition \(s \xrightarrow{a} t\) indicates that when the system is in state \(s\) it can execute the action \(a\) after which it ends up in the state \(t\). A set of atomic propositions from \(\text{AP}\) is associated with every state via the labelling function \(L\). For every \(s \in S\), \(L(s)\) is the set of propositions that hold when the system is in state \(s\); all other propositions do not hold there.

We define \(\tau \in \text{Act}\) to be a special action, called the unobservable action; any action from the set \(\text{Act} \setminus \{\tau\}\) is called an observable action. The \(\tau\)-action cannot be executed by any real system. It can be used in a model to represent any action that should be considered internal to the modelled system. By renaming all such actions to \(\tau\), internal behaviour can be abstracted from the model in order to reduce its complexity. For any transition system \((S, \rightarrow, i, L)\) and \(s, t \in S\) we write \(s \Rightarrow t\) if there is a sequence of \(\tau\)-transitions from \(s\) to \(t\), i.e. \(\Rightarrow := (\xrightarrow{\tau})^*\).

Let \(\mathbb{T}\) denote the domain of transition systems. For any \(M \in \mathbb{T}\), the elements of \(M\) are referred to using subscripts, e.g. \(S_M\) is the set of states of \(M\). The subscript is omitted from the relation \(\rightarrow_M\) unless it is necessary to avoid ambiguity. More specific subdomains of \(\mathbb{T}\) can be obtained by applying any of the following restrictions.
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Figure 2.1. An overview of possible domains of transition systems, derived from the general domain $\mathbb{T}$ by applying various restrictions. A coarse distinction can be made between action-based and state-based domains.

Definition 2.2. A transition system $(S, \rightarrow, i, L)$ is called:

1. finite if $S$, $\rightarrow$ and $L(s)$ are finite for all $s \in S$;
2. total if $\forall s \in S. \exists a \in \text{Act}, t \in S . s \overset{a}{\rightarrow} t$;
3. abstract if $\rightarrow \subseteq S \times \{\tau\} \times S$;
4. concrete if $\rightarrow \subseteq S \times (\text{Act} \setminus \{\tau\}) \times S$;
5. deterministic if it is concrete and $\forall s \in S, a \in \text{Act} . |\{t \in S \mid s \overset{a}{\rightarrow} t\}| = 1$;$^2$
6. bipolar if $\forall s \in S . L(s) = \emptyset \lor L(s) = \text{AP}$;
7. unipolar if $\forall s \in S . L(s) = \text{AP}$.

A restricted domain is denoted by appending the first letter of the restriction to the superscript of $\mathbb{T}$, e.g. $\mathbb{T}^{bd}$ is the bipolar deterministic domain. An overview of some commonly encountered domains is shown in figure 2.1. More restrictions and subdomains of $\mathbb{T}$ can be defined, but we only consider the ones that are relevant for this thesis. An arrow from domain $A$ to domain $B$ indicates that $A$ subsumes $B$. The validity of the arrows can be easily verified. The analysis of transition systems typically focuses on either the actions that occur on the transitions, or the labels that are assigned to the states. Hence, there is a natural distinction between action-based and state-based domains.

$^2$ Another notion of determinism that is common for concurrent systems, merely demands that $|\{t \in S \mid s \overset{a}{\rightarrow} t\}| \leq 1$. In this thesis we shall only use the stronger notion defined here, which has its roots in the classical theory of finite-state acceptors (see also chapter 3).
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Action-based domains

Action-based domains are useful when the main focus of the analysis is on the actions that are performed by the modelled concurrent system. In these domains, the state labels are (almost) completely neglected: the labelling function $L$ is either very simple (bipolar domains) or fully trivial (unipolar domains).

The bipolar domains are used for modelling successful termination of a system. The two possible labels that a state $s$ can have, are interpreted as follows:

- if $L(s) = \emptyset$ then $s$ is a non-final or non-accepting state;
- if $L(s) = AP$ then $s$ is a final or accepting state.

The system has the option to terminate successfully whenever it is in a final state. As the specific atomic propositions are irrelevant for this purpose, $L$ is usually replaced by a set $F$ of final states, i.e. $F = \{ s \in S \mid L(s) = AP \}$. Hence, we normally write $(S, \rightarrow, i, F)$ instead of $(S, \rightarrow, i, L)$. In graphical representations of bipolar transition systems, a final state is depicted by a doubly lined circle $\circ$.

The unipolar domains are used when successful termination plays no role. It is useful to assume that all states are final for reasons that become apparent in section 2.4. Hence, $L(s) = AP$ for all states $s$, so that $F = S$. As the state labels and the set $F$ have become irrelevant, $L$ and $F$ are usually omitted in practice.

In the diagram of action-based models in figure 2.1, a downwards arrow indicates a restriction from bipolar to unipolar domains. A leftwards arrow indicates a restriction to finite domains. Finally, the diagonal dimension consists of two tiers: the first one indicates a restriction to concrete domains, and the second one indicates a further restriction to deterministic domains.

For action-based analysis of concurrent systems, successful termination is often irrelevant and commonly used domains are the unipolar ($\mathcal{T}^u$) and unipolar concrete ($\mathcal{T}^{uc}$) domains. These are usually called labelled transition systems with or without silent steps, i.e. $\tau$, respectively. The bipolar domains are traditionally used for modelling computations of which successful termination is an important aspect. In particular, these include the classical nondeterministic and deterministic finite automaton which correspond with the finite bipolar concrete ($\mathcal{T}^{fbc}$) and finite bipolar deterministic$^3$ ($\mathcal{T}^{fbd}$) domains, respectively.

State-based domains

In state-based domains, the actions occurring on the transitions are neglected and the focus is on the state labels. The action abstraction is reflected in the model by assuming that all transitions are $\tau$-transitions (abstract domain). These $\tau$-labels are usually omitted, i.e. $\rightarrow$ becomes a binary relation on states: $\rightarrow \subseteq S \times S$.

For technical reasons, it is often assumed that the system can always perform an action, i.e. every state has at least one outgoing transition (total domain).

---

$^3$Note, however, that the notion of determinism is usually more strict in this context: it requires that for every state $s$ and observable action $a$ there is precisely one transition $s \xrightarrow{a} t$. 
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In the diagram of state-based domains in figure 2.1, a restriction to finite domains is shown by a rightward arrow and a restriction to total domains is shown by a downward arrow. In state-based model checking, models are commonly represented by Kripke structures (see e.g. [26]), which correspond with the finite total abstract domain \((\mathbb{T}^{\text{fta}})\). Sometimes the totality restriction is not necessary and is lifted for generality, yielding the finite abstract domain \((\mathbb{T}^{\text{fa}})\).

Domains used in this thesis

The action-based and state-based domains are equi-expressive and can be used interchangeably (see e.g. [34]). Though useful in practice, the general domain \(\mathbb{T}\) is too cumbersome for theoretical considerations: it complicates definitions and proofs without adding generality or expressivity over action-based or state-based domains. By default, we work in the context of action-based domains throughout this thesis. This is the case for the remainder of the current chapter, chapter 3 \((\mathbb{T}^{\text{fbc}}\text{ and } \mathbb{T}^{\text{fbd}})\) and chapter 5 \((\mathbb{T}^{\text{u}})\). An exception is chapter 4 where vertex-labelled graphs \((\mathbb{T}^{\text{fa}})\) are used to allow for easier comparison with the work on which it is based. No models of concurrent systems are used in the theory of chapters 6 and 7.

2.3.2 Implicit representation

Implicit representations allow for a more concise and manageable specification of a system's behaviour than explicit representations. The idea is that a transition system is described implicitly and symbolically in a higher-level specification language. The implicit representation we present here is inspired by the process-algebraic specification language mCRL2 [62, 63] that is based on \(\mu\text{CRL} [65, 66]\) and ACP [4, 8, 9]. An mCRL2 specification typically contains a number of sequential processes that are composed in parallel to obtain the entire concurrent system. Apart from parallelism, some other operators may be used, for instance to establish and enforce communication between the processes. We do not deal with these operators here. A central notion in both \(\mu\text{CRL}\) and mCRL2 is the linear process, which is a process in restricted form. In particular, it contains no parallelism or communication operators; they have been removed in favour of nondeterministic choice and sequential composition. In many cases an mCRL2 specification can be translated automatically to a single linear process by linearization [123].

Let \(\mathcal{A}\) be a finite set of parameterized actions, i.e. every \(a \in \mathcal{A}\) can carry a data parameter of some possibly empty data sort \(D_a\). In particular, we have \(\tau \in \mathcal{A}\) and \(D_\tau\) is empty. For brevity, whenever we quantify over all possible actions \(a(d)\) for some \(a \in \mathcal{A}\) and \(d \in D_a\), we also mean to include the action constants \(a\) for which \(D_a\) is empty.

Definition 2.3. A linear process equation (LPE) is an equation of the following
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form, for any data sort \( D \):

\[
P(d : D) = \sum_{a \in A} \sum_{e_a : E_a} h_a(d, e_a) \rightarrow a(f_a(d, e_a)) \cdot P(g_a(d, e_a))
\]

where for every \( a \in A \), \( E_a \) is a data sort, \( h_a : D \times E_a \rightarrow B \), \( f_a : D \times E_a \rightarrow D_a \) and \( g_a : D \times E_a \rightarrow D \).

The LPE defined above consists of a sequence of condition-action-effect rules to specify the behaviour of process \( P \). It specifies that in the current state \( d \) of \( P \), for every action \( a \in A \) and value \( e_a \) of sort \( E_a \), if condition \( h_a(d, e_a) \) holds then \( P \) can execute action \( a \) with parameter \( f_a(d, e_a) \), after which it ends up in the state \( g_a(d, e_a) \).

The condition, action parameter and next state depend on the current state \( d \) and local variable \( e_a \). In mCRL2 the LPE is accompanied by the designation of an initial state \( d_0 \in D \) for \( P \).

For every \( a \in A \), the term \( \sum_{e_a : E_a} h_a(d, e_a) \rightarrow a(f_a(d, e_a)) \cdot P(g_a(d, e_a)) \) is called a summand.\(^4\) For convenience and without loss of generality, this summand is unique for every action \( a \). In fact, the summation over the set of actions \( A \) is not part of the mCRL2 language. We have abused notation to abbreviate a finite nondeterministic choice over all possible actions.

For the sake of brevity and clarity of our further considerations, the current state of process \( P \) is represented by a single parameter \( d \) and an action can carry at most one data parameter. These restrictions do not incur a loss of generality. Also note that the process \( P \) cannot terminate successfully. For the expositions in this thesis where LPEs are used, extending the theory to include termination does not pose any theoretical challenges, hence we exclude it for brevity.

The semantics of an LPE is the transition system that it implicitly describes. The relevant domain here is \( \mathbb{T}^d \); there is no successful termination, unobservable actions are present and the transition system may be infinitely large due to the possibly infinite data sorts. We assume that for every \( a \in A \) and \( d \in D_a \) there is an action \( a([d]) \in \text{Act} \).

**Definition 2.4.** The labelled transition system (LTS) of an LPE is a unipolar transition system \((S, \rightarrow, i)\) where:

- \( S = D; \)
- \( \rightarrow = \{ ([d], a([f_a(d, e_a)]), [g_a(d, e_a)] | d \in D \land a \in A \land e_a \in E_a \land [h_a(d, e_a)] \}; \)
- \( i = [d_0] \) where \( d_0 \in D \) is the initial state of the LPE.

2.4 Preorders and equivalences

In the previous section we introduced the domain of transition systems \( \mathbb{T} \) as the universe of discourse when modelling the behaviour of concurrent systems. We now

\(^4\)The use of the term “summand” and of the \( \sum \)-sign for “summation” over a data sort stem from the fact that, like ACP, mCRL2 uses the \( + \)-sign to denote nondeterministic choice.
introduce equivalences and preorders on this domain, that allow for proper formal reasoning about transition systems 

per se, and for abstraction from irrelevant differences between them. An equivalence prescribes when two transition systems are to be considered equivalent, and thus when two concurrent systems behave equivalently. Every equivalence partitions the domain of transition systems into equivalence classes, such that every equivalence class is a maximal set of transition systems that cannot be distinguished by that equivalence. A preorder specifies when one transition system is a refinement of the other, i.e. when one system’s behaviour is “contained” in that of the other system. For instance, such a relation is often desirable between a system’s implementation and its specification. Every preorder induces an equivalence on the domain of transition systems, along with a partial order on the corresponding equivalence classes.

A large number of preorders and equivalences have been defined in the literature and we only consider the ones that are relevant for this thesis. We first focus on strong preorders and equivalences, that do not treat \( \tau \) any differently from observable actions and are typically used in concrete domains. Then we introduce weak and branching variants, that include special treatment of \( \tau \) to allow for more proper abstractions in non-concrete domains. Finally, the introduced relations are positioned in a lattice based on their discriminating capabilities.

For the remainder of this section, we work in the bipolar domain \( T^b \), i.e. action-based transition systems with successful termination. It is not hard to check that any preorder defined in this section is indeed a preorder and that any equivalence is indeed an equivalence. The relations defined in section 2.4.1 should actually carry the adjective strong, but we only use this term explicitly when a clear contrast with weak or branching variants is desired.

2.4.1 Strong variants

For any bipolar transition system, a trace of a state is a sequence of actions that can be performed from that state. Moreover, if that trace ends in a final state, the state is said to accept the trace. The language of a state is the set of traces that it accepts. Formally, for any \( M \in T^b \) and \( s \in S_M \) we define the set of traces of \( s \), \( T_M(s) \), and the language of \( s \), \( L_M(s) \), as follows:

\[
T_M(s) := \{ \alpha \in \text{Act}^* \mid \exists t \in S_M . s \xrightarrow{\alpha} t \}
\]

\[
L_M(s) := \{ \alpha \in \text{Act}^* \mid \exists t \in F_M . s \xrightarrow{\alpha} t \}.
\]

Moreover, the set of traces and the language of \( M \) are defined as \( T(M) := T_M(i_M) \) and \( L(M) := L_M(i_M) \). We omit the subscripts from \( T_M \) and \( L_M \) if no confusion can arise.

Definition 2.5. Let \( M, N \in T^b \), \( s \in S_M \) and \( t \in S_N \). We say \( s \) is trace included in \( t \), denoted \( s \sqsubseteq_T t \), if \( T(s) \subseteq T(t) \), and \( M \) is trace included in \( N \), denoted \( M \sqsubseteq_T N \), if \( T(M) \subseteq T(N) \). Trace inclusion \( \sqsubseteq_T \) is a preorder on \( T^b \) and trace equivalence \( \equiv_T \) is its induced equivalence.
Definition 2.6. Let $M, N \in \mathbb{T}^b$, $s \in S_M$ and $t \in S_N$. We say $s$ is language included in $t$, denoted $s \sqsubseteq_{L} t$, if $L(s) \subseteq L(t)$, and $M$ is language included in $N$, denoted $M \sqsubseteq_{L} N$, if $L(M) \subseteq L(N)$. Language inclusion $\sqsubseteq_{L}$ is a preorder on $\mathbb{T}^b$ and language equivalence $\equiv_{L}$ is its induced equivalence.

The preorders and equivalences defined above determine whether two transition systems are related by only considering the sequences of actions that are possible from the initial states. More fine-grained comparisons of transition systems take the branching structure of the transition systems into account in order to determine whether one transition system is able to faithfully mimic or simulate another. Starting from the initial states, states of both transition systems are pairwise and iteratively compared based on the action labels and resulting states of the outgoing transitions. The following preorders and equivalences perform this kind of comparison and are due to Milner [99] and Park [105].

Definition 2.7. Let $M, N \in \mathbb{T}^b$. A relation $R \subseteq S_M \times S_N$ is a simulation iff for all $(s, t) \in R$:

- $s \in F_M \implies t \in F_N$, and
- $\forall a \in \text{Act}, s' \in S_M, s \xrightarrow{a} s' \implies \exists t' \in S_N, t \xrightarrow{a} t' \land s' R t'$.

We define $\sqsubseteq_{\rightarrow}$ as the largest simulation and we say $s$ is simulated by $t$ if $s \sqsubseteq_{\rightarrow} t$. Moreover, we define $M \sqsubseteq_{\rightarrow} N$ if $i_M \sqsubseteq_{\rightarrow} i_N$. The relation $\sqsubseteq_{\rightarrow}$ is a preorder on $\mathbb{T}^b$ called simulation preorder and simulation equivalence $\equiv_{\rightarrow}$ is its induced equivalence.

Definition 2.8. Let $M, N \in \mathbb{T}^b$. A relation $R \subseteq S_M \times S_N$ is a bisimulation iff both $R$ and $R^{-1}$ are simulations. Bisimilarity $\equiv_{\leftrightarrow}$ is the largest bisimulation and we define $M \equiv_{\leftrightarrow} N$ iff $i_M \equiv_{\leftrightarrow} i_N$. Bisimilarity is an equivalence on $\mathbb{T}^b$ that is also called bisimulation equivalence.

2.4.2 Weak and branching variants

As mentioned before, an important abstraction mechanism when modelling concurrent systems is to hide internal behaviour by replacing some observable actions by $\tau$. The special meaning of $\tau$ as the unobservable action is not reflected in the strong preorders and equivalences of the previous section. In this section we define variants that are weaker: they relate more transition systems than their strong counterparts by relaxing the rules for $\tau$-transitions. We only do so for the simulation-like relations. It is not hard to define weak trace and language preorders, but they are not used in this thesis.

The idea of weak simulation originated from Milner [99]. Like strong simulation, it says that every observable $a$-step of a state $s$ must be mimicked by a simulating state $t$. However, $t$ may now perform an arbitrary number of $\tau$-steps before and after performing the $a$-step. In other words, it may skip any $\tau$s in order to meet the requirement of mimicking the $a$. 

2.4. Preorders and equivalences

Definition 2.9. Let $M, N \in T^b$. A relation $R \subseteq S_M \times S_N$ is a weak simulation if for all $(s, t) \in R$:
- $s \in F_M \implies \exists t' \in F_N . t \Rightarrow t'$, and
- for all $a \in Act$ and $s' \in S_M$, if $s \xrightarrow{a} s'$ then either:
  - $a = \tau \land s' R t$, or
  - $\exists u, u', t' \in S_N . t \Rightarrow u \xrightarrow{a} u' \Rightarrow t' \land s' R t'$.

We define $\subseteq_w$ as the largest weak simulation and we say $s$ is weakly simulated by $t$ if $s \subseteq_w t$. Moreover, we define $M \subseteq_w N$ if $i_M \subseteq_w i_N$. The relation $\subseteq_w$ is a preorder on $T^b$ called weak simulation preorder and weak simulation equivalence $\equiv_w$ is its induced equivalence.

Definition 2.10. Let $M, N \in T^b$. A relation $R \subseteq S_M \times S_N$ is a weak bisimulation if both $R$ and $R^{-1}$ are weak simulations. Weak bisimilarity $\equiv_w$ is the largest weak bisimulation and we define $M \equiv_w N$ if $i_M \equiv_w i_N$. Weak bisimilarity is an equivalence on $T^b$ that is also called weak bisimulation equivalence.

As argued by Van Glabbeek and Weijland [56], weak bisimulation equivalence does not respect the branching structures of transition systems as well as may be desirable. They introduce a stronger version of weak bisimilarity, called branching bisimilarity. The idea is that when mimicking an $a$-step via arbitrary $\tau$-paths, the intermediately visited states also have to be related to corresponding states in the simulated transition system.

Definition 2.11. Let $M, N \in T^b$. A relation $R \subseteq S_M \times S_N$ is a branching simulation if for all $(s, t) \in R$:
- $s \in F_M \implies \exists t' \in F_N . t \Rightarrow t' \land s R t'$, and
- for all $a \in Act$ and $s' \in S_M$, if $s \xrightarrow{a} s'$ then either:
  - $a = \tau \land s' R t$, or
  - $\exists u, u', t' \in S_N . t \Rightarrow u \xrightarrow{a} u' \Rightarrow t' \land s R u \land s' R u' \land s' R t'$.

We define $\subseteq_b$ as the largest branching simulation and we say $s$ is branching simulated by $t$ if $s \subseteq_b t$. Moreover, we define $M \subseteq_b N$ if $i_M \subseteq_b i_N$. The relation $\subseteq_b$ is a preorder on $T^b$ called branching simulation preorder and branching simulation equivalence $\equiv_b$ is its induced equivalence.

Definition 2.12. Let $M, N \in T^b$. A relation $R \subseteq S_M \times S_N$ is a branching bisimulation if both $R$ and $R^{-1}$ are branching simulations. Branching bisimilarity $\equiv_b$ is the largest branching bisimulation, and we define $M \equiv_b N$ if $i_M \equiv_b i_N$. Branching bisimilarity $\equiv_b$ is an equivalence on $T^b$ that is also called branching bisimulation equivalence.

2.4.3 The linear-time–branching-time spectrum

The trace and language preorders and equivalences are typical examples of linear-time semantics: transition systems are related by only comparing linear sequences
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Figure 2.2. The lattice of equivalence relations.

of actions. On the other hand, the simulation-like relations are prime examples of branching-time semantics: the branching structure of the transition systems is taken into account. Many more linear-time and branching-time semantics have been defined in the literature. They can be ordered in a lattice based on their capabilities to distinguish between transition systems. This lattice, called the linear-time–branching-time spectrum, has been constructed by Van Glabbeek for both concrete [55] and non-concrete [54] domains.

Figure 2.2 shows the lattice for the equivalences introduced in this section. An arrow from A to B means that A is stronger than B, i.e. A distinguishes more (or identifies less) transition systems than B. Alternatively, we can say that if two transition systems are A-equivalent then they are also B-equivalent. The correctness of each of the arrows follows readily from the definitions. Counterexamples to any other arrows are given in figure 2.3.

For concrete domains it is obvious that $\equiv = \leftrightarrow_b = \leftrightarrow_w$ and $\equiv = \equiv_L = \equiv_T$, so that each of those groups collapses to a single class in the lattice. Moreover, a further restriction to deterministic domains yields $\equiv = \equiv = \equiv_L$ [45, 105], by which those three classes converge as well. Orthogonally to these, for unipolar domains we have $\equiv_L = \equiv_T$ and the first clause in the definition of every simulation-relation holds trivially, by which it is usually omitted.

2.5 Temporal logics

Temporal logics are a special kind of modal logics, that extend traditional propositional logic with modalities to allow for propositions like “possibly true” (a statement holds in some possible world) or “necessarily true” (a statement holds in all possible worlds). In temporal logics, the modalities relate to time and are represented by temporal operators. Typical examples of temporal operators include eventually (a statement holds at some time instance, now or in the future) and globally (a statement holds at all time instances, now and in the future).

Temporal logics are commonly used for expressing properties about concurrent
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systems. In this context, time is assumed to progress in a discrete – rather than continuous – manner, along with the computation. Well-known temporal logics include Linear Temporal Logic (LTL) [109] and Computation Tree Logic (CTL) [23]. LTL assumes a linear model of time and can only be used for specifying linear-time properties. On the other hand, CTL assumes a tree-like model of time, thereby admitting the specification of branching-time properties. LTL and CTL share a common subset of expressible properties but each admits properties that cannot be expressed in the other. They are both proper subsets of CTL* [43]. This logic is state-based, but an action-based version has also been proposed [34].

A more generic temporal logic is the modal $\mu$-calculus [85]. It properly contains CTL* and Hennessy–Milner logic [71] and can be used for both state- and action-based properties. In this section we introduce a $\mu$-calculus that is action-based and first-order: it extends the standard $\mu$-calculus with data (cf. [61]). We work in the context of action-based models without termination, i.e. the domain $\mathbb{T}^u$.

2.5.1 Syntax

Let $X$ be a set of predicate variables. Every predicate variable $X \in X$ is a function from a number of data sorts to the Booleans, i.e. if $X$ has arity $n \geq 0$ then $X : D_1 \times \ldots \times D_n \rightarrow B$ for some data sorts $D_1, \ldots, D_n$. If $n = 0$, we have $X : B$ and we call $X$ a proposition variable. In our definitions of the syntax and semantics of the $\mu$-calculus, we only consider variables of arity 1 for the sake of brevity. It is elementary to extend these definitions for variables with arbitrary arities, and we allow ourselves to use such variables in the remainder of this thesis.
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**Definition 2.13.** The syntax of \( \mu \)-calculus formulae \( \varphi \) and action formulae \( \alpha \) is given by the following grammar:

\[
\varphi ::= b \mid X(e) \mid \varphi \oplus \varphi \mid Qd:D.\varphi \mid (\alpha)\varphi \mid [\alpha]\varphi \mid (\sigma X(d:D).\varphi)(e) \\
\alpha ::= b \mid a(e) \mid \neg \alpha \mid \alpha \oplus \alpha \mid Qd:D.\alpha
\]

where \( \oplus \in \{\lor, \land\} \), \( Q \in \{\exists, \forall\} \), \( \sigma \in \{\mu, \nu\} \), \( b \) and \( e \) are data terms of sorts \( B \) and \( D \), respectively (possibly containing data variables \( d \in D \)), \( X \in X \) is a predicate variable, and \( a \in A \) is a parameterized action.

Negations occur only at the level of the data terms and we assume that all bound variables are distinct. We shall use the symbols \( \oplus \) for either \( \lor \) or \( \land \), \( Q \) for either \( \exists \) or \( \forall \), and \( \sigma \) for either \( \mu \) or \( \nu \) when the specific symbol is of lesser importance.

**2.5.2 Semantics**

The semantics of \( \mu \)-calculus formulae is given in the context of a unipolar transition system. For any formula \( \varphi \) and transition system \((S, \rightarrow, i)\), the semantics of \( \varphi \) is the set of states in \( S \) in which the formula holds. Predicate variables are interpreted in the context of a predicate environment \( \theta : X \rightarrow (D \rightarrow \mathcal{P}(S)) \) that associates a function from \( D \) to \( \mathcal{P}(S) \) with every predicate variable \( X \) of sort \( D \).

**Definition 2.14.** Let \((S, \rightarrow, i) \in T^*\), \( \varepsilon \) be a data environment and \( \theta \) be a predicate environment. The interpretation \( \llbracket \varphi \rrbracket_{\varepsilon} \) of a \( \mu \)-calculus formula \( \varphi \) in the context of \( \theta \) and \( \varepsilon \), is a subset of \( S \) that is defined inductively as follows:

\[
\llbracket b \rrbracket_{\varepsilon} := \begin{cases} 
S & \text{if } \llbracket b \rrbracket_{\varepsilon} \\
\emptyset & \text{otherwise}
\end{cases}
\]
\[
\llbracket X(e) \rrbracket_{\varepsilon} := \theta(X)(\llbracket e \rrbracket_{\varepsilon})
\]
\[
\llbracket \varphi \lor \psi \rrbracket_{\varepsilon} := \llbracket \varphi \rrbracket_{\varepsilon} \cup \llbracket \psi \rrbracket_{\varepsilon}
\]
\[
\llbracket \varphi \land \psi \rrbracket_{\varepsilon} := \llbracket \varphi \rrbracket_{\varepsilon} \cap \llbracket \psi \rrbracket_{\varepsilon}
\]
\[
\llbracket \exists d:D.\varphi \rrbracket_{\varepsilon} := \bigcup_{v \in D} \llbracket \varphi \rrbracket_{\varepsilon}[d \mapsto v]
\]
\[
\llbracket \forall d:D.\varphi \rrbracket_{\varepsilon} := \bigcap_{v \in D} \llbracket \varphi \rrbracket_{\varepsilon}[d \mapsto v]
\]
\[
\llbracket (\alpha) \varphi \rrbracket_{\varepsilon} := \{ s \in S \mid \exists a \in \text{Act}, t \in S : s \xrightarrow{a} t \land a \in \llbracket \alpha \rrbracket_{\varepsilon} \land t \in \llbracket \varphi \rrbracket_{\varepsilon} \}
\]
\[
\llbracket [\alpha] \varphi \rrbracket_{\varepsilon} := \{ s \in S \mid \forall a \in \text{Act}, t \in S : s \xrightarrow{a} t \land a \in \llbracket \alpha \rrbracket_{\varepsilon} \Rightarrow t \in \llbracket \varphi \rrbracket_{\varepsilon} \}
\]
\[
\llbracket (\sigma X(d:D).\varphi)(e) \rrbracket_{\varepsilon} := (\sigma f:D \mapsto \varphi(S) \cdot \lambda x:D.\llbracket \varphi \rrbracket_{\theta}[X \mapsto f][x \mapsto v])(\llbracket e \rrbracket_{\varepsilon}).
\]

The interpretation \( \llbracket \alpha \rrbracket_{\varepsilon} \) of an action formula \( \alpha \) in the context of \( \varepsilon \), is a subset of
Act that is defined inductively as follows:

\[
\begin{align*}
[a]_\varepsilon & := \begin{cases} 
\text{Act} & \text{if } \varepsilon(b) \\
\emptyset & \text{otherwise}
\end{cases} \\
[a(e)]_\varepsilon & := \{ a([\varepsilon(e)]_\varepsilon) \} \\
[a \lor \beta]_\varepsilon & := [a]_\varepsilon \cup [\beta]_\varepsilon \\
[a \land \beta]_\varepsilon & := [a]_\varepsilon \cap [\beta]_\varepsilon \\
[a]_\varepsilon & := \text{Act} \setminus [a]_\varepsilon \\
[\neg a]_\varepsilon & := [\text{Act} \setminus [a]_\varepsilon] \\
[\exists d:D. a]_\varepsilon & := \bigcup_{v \in D} [a]_\varepsilon[d \mapsto v] \\
[\forall d:D. a]_\varepsilon & := \bigcap_{v \in D} [a]_\varepsilon[d \mapsto v].
\end{align*}
\]

The fixpoint semantics of the \( \mu \)-calculus is properly defined for the following reasons. Let \( \leq \) be the pointwise ordering on the set of functions \( \wp(S)^D \), i.e. \( f \leq g \) iff \( \forall d \in D. f(d) \subseteq g(d) \). It is not hard to see that the poset \( (\wp(S)^D, \leq) \) is a complete lattice. By definition of \( [\varphi]_\varepsilon \), the function \( \lambda f. \lambda v:D. [\varphi]_\varepsilon[X \mapsto f]_\varepsilon[v \mapsto v] \) over this lattice is monotonic. Tarski’s theorem then guarantees the existence of the least and greatest fixpoints of this function.

### 2.5.3 Examples

Typical examples of properties in the standard \( \mu \)-calculus (without data) are the following:

- \( \nu X. ([\top] \land [\top]X) \) is deadlock freedom: it is always possible to perform an action;
- \( \nu X, [a] \bot \land [\top]X \) is safety: it is never possible to perform an \( a \)-action;
- \( \mu X. (\langle a \rangle \top \lor \langle \top \rangle Y) \land [\top]X \) is reachability: \( a \) is possible after some finite path;
- \( \mu X. (\langle \top \rangle \top \land [\neg a]X) \) is inevitability: always eventually \( a \), via finite paths only;
- \( \nu X, [\exists d:D. a][d \mapsto v] \) is enabled infinitely often.

The extension with data allows for more involved properties, for example:

- \( \nu X. ([\top]X \land \forall d:D. [\text{read}(d)](\mu Y. (\langle \top \rangle Y \land [\top]X)) : every datum \) \( d \) that is read, will eventually be stored;
- \( (\mu X, [n:N]. n \geq K \lor [\neg a]X(n) \lor [a]X(n+1)) : \) there is a path containing at least \( K \) \( a \)-actions, for a given \( K \);
- \( \nu X. [\exists d:D. a(d)]X \land [\neg \exists d:D. a(d)] : \) the only actions that are ever executed, are \( a \)-actions with any parameter.

More examples of first-order \( \mu \)-calculus properties can be found in [61, 69]. For a more comprehensive introduction to the standard \( \mu \)-calculus we refer to [14].

### 2.6 Equation systems

Checking whether a transition system satisfies a standard \( \mu \)-calculus formula can be done by approximation (see e.g. [41]). A different method for solving this model-checking problem is by encoding the transition system and the formula in a sequence of fixpoint equations and subsequently solving these equations. In
general, such sequences are called fixpoint equation systems. In this case the underlying lattice of the equation systems is \((\mathbb{B}, \implies)\) – i.e. the Booleans ordered by implication – by which they are called Boolean equation systems (BES). A number of algorithms exist for solving BESs (e.g. approximation, Gauß-elimination, tableaux methods). We refer to [91] for a comprehensive study of BESs.

BESs can be extended to parameterized Boolean equation systems (PBES) by including data. A PBES is a fixpoint equation system over the lattice of functions from the data domains to the Booleans. This allows for model checking of a first-order \(\mu\)-calculus formula on a transition system or even an implicit representation thereof, like an LPE. The approach is analogous to the one outlined above: the formula and the model are encoded in a PBES [61], which is subsequently solved to obtain the answer to the model-checking problem. In this way, a PBES can be used for finitely representing the problem of checking a first-order \(\mu\)-calculus formula on a (possibly) infinite-state system. Such equation systems are also used in [129] for model checking systems with data and time. Solving PBESs is generally undecidable, which is primarily due to the data domains that are involved. However, techniques have been developed that aim to symbolically approximate the solution to a PBES [69], or manipulate a PBES such that a solution may be obtained more easily [70, 103]. We list a number of these techniques in section 2.6.3, after defining the syntax and semantics of PBESs.

### 2.6.1 Syntax

A PBES is a sequence of fixpoint equations, where each equation is of the form \(\sigma X(d:D) = \varphi\). The left-hand side consists of a fixpoint symbol \(\sigma\) and a predicate variable \(X \in X\) that depends on the data variable \(d \in D\) of possibly infinite sort \(D\). Again we restrict ourselves to predicate variables of arity 1 in the following definitions. The right-hand side of an equation is a predicate formula.

**Definition 2.15.** Predicate formulae \(\varphi\) are defined by the following grammar:

\[
\varphi ::= b \mid X(e) \mid \varphi \oplus \varphi \mid Qd:D.\varphi
\]

where \(b\) and \(e\) are data terms of sorts \(B\) and \(D\) respectively, \(X \in X\), \(\oplus \in \{\vee, \wedge\}\), \(Q \in \{\exists, \forall\}\), and \(d \in D\) is a data variable of sort \(D\).

We allow \(b \implies \varphi\) in predicate formulae as a shorthand for \(\neg b \lor \varphi\), for any data term \(b\) of sort \(B\) and predicate formula \(\varphi\). For any predicate formula \(\varphi\), data term \(v\) and data variable \(d\) that occurs freely in \(\varphi\), we denote by \(\varphi[v/d]\) the syntactic substitution of \(v\) for \(d\) in \(\varphi\).

**Definition 2.16.** Parameterized Boolean equation systems (PBES) \(E\) are defined by the following grammar:

\[
E ::= \epsilon \mid (\sigma X(d:D) = \varphi) E
\]

where \(\epsilon\) denotes the empty PBES, \(\sigma \in \{\mu, \nu\}\), \(X \in X\) and \(\varphi\) is a predicate formula.
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Definition 2.17. A Boolean equation system (BES) is a PBES in which every predicate variable is of sort $B$ and every predicate formula $\varphi$ adheres to the following grammar:

$$\varphi ::= \bot | \top | X | \varphi \oplus \varphi$$

where $\oplus \in \{\lor, \land\}$. In this case, $X$ is called a proposition variable and $\varphi$ a proposition formula.

We call a predicate formula $\varphi$ closed if no data variable in $\varphi$ occurs freely. The set of predicate variables that occur in a predicate formula $\varphi$, denoted by $\text{occ}(\varphi)$, is defined recursively as follows, for any formulae $\varphi, \psi$:

$$\text{occ}(b) := \emptyset \quad \text{occ}(X(e)) := \{X\} \quad \text{occ}(\varphi \oplus \psi) := \text{occ}(\varphi) \cup \text{occ}(\psi) \quad \text{occ}(Qd:D.\psi) := \text{occ}(\varphi).$$

For any PBES $\mathcal{E}$, the set of binding predicate variables, $\text{bnd}(\mathcal{E})$, is the set of variables occurring at the left-hand side of some equation in $\mathcal{E}$. The set of occurring predicate variables, $\text{occ}(\mathcal{E})$, is the set of variables occurring at the right-hand side of some equation in $\mathcal{E}$. The set of predicate variables occurring anywhere in $\mathcal{E}$ is denoted by $\text{var}(\mathcal{E})$. Formally, we define:

$$\text{bnd}(\epsilon) := \emptyset \quad \text{bnd}(\sigma X(d:D) = \varphi) := \{X\} \cup \text{bnd}(\mathcal{E})$$

$$\text{occ}(\epsilon) := \emptyset \quad \text{occ}(\sigma X(d:D) = \varphi) := \text{occ}(\varphi) \cup \text{occ}(\mathcal{E})$$

$$\text{var}(\mathcal{E}) := \text{bnd}(\mathcal{E}) \cup \text{occ}(\mathcal{E}).$$

A PBES $\mathcal{E}$ is said to be well-formed iff every binding predicate variable occurs at the left-hand side of precisely one equation of $\mathcal{E}$. Thus, $(\nu X = \top)(\mu X = \bot)$ is not a well-formed PBES. We only consider well-formed PBESs in this thesis.

We say a PBES $\mathcal{E}$ is closed whenever $\text{occ}(\mathcal{E}) \subseteq \text{bnd}(\mathcal{E})$ and if $\mathcal{E}$ is not closed then $\mathcal{E}$ is called open. An equation $\sigma X(d:D) = \varphi$ is called data-closed if the set of data variables that occur freely in $\varphi$ is either empty or $\{d\}$. A PBES is called data-closed if each of its equations is data-closed. We say an equation $\sigma X(d:D) = \varphi$ is solved if $\text{occ}(\varphi) = \emptyset$, and a PBES $\mathcal{E}$ is solved iff each of its equations is solved.

2.6.2 Semantics

Predicate formulae and PBESs are interpreted in the context of a data environment $\epsilon : \mathcal{D} \rightarrow \mathcal{D}$ and a predicate environment $\eta : \mathcal{X} \rightarrow (\mathcal{D} \rightarrow \mathcal{B})$.

Definition 2.18. Let $\epsilon$ be a data environment and $\eta$ be a predicate environment. The interpretation $[\varphi][\eta]\epsilon$ of a predicate formula $\varphi$ in the context of $\eta$ and $\epsilon$, is a Boolean value that is defined inductively as follows:

$$[b][\eta]\epsilon := [b]\epsilon$$

$$[X(e)][\eta]\epsilon := \eta(X)([e]\epsilon)$$

$$[\varphi \oplus \psi][\eta]\epsilon := [\varphi][\eta]\epsilon \oplus [\psi][\eta]\epsilon$$

$$[Qd:D.\varphi][\eta]\epsilon := \forall v \in \mathcal{D}. [\varphi][\eta][d \mapsto v].$$
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The predicate formula $\varphi$ in an equation $\sigma X(d:D) = \varphi$ must be interpreted as a fixpoint over the set of functions $B^D$. The existence of such fixpoints follows from the following observations. The variable $d$, which may occur freely in $\varphi$, is effectively used as a formal, syntactic function parameter. Semantically, this is achieved by associating the interpretation of the predicate formula $\varphi$ to the functional $(\lambda v \in D. [\varphi]_{\eta} [d \mapsto v])$, which relies on the data environment to assign specific values to variable $d$. The set $B^D$ can be equipped with an ordering $\leq$, defined as follows: $f \leq g$ iff $\forall v \in D. f(v) \rightarrow g(v)$. The poset $(B^D, \leq)$ is a complete lattice. The functional $(\lambda v \in D. [\varphi]_{\eta} [d \mapsto v])$ can be turned into a predicate formula transformer by employing the predicate environment $\eta$ in a similar manner as the data environment is used to turn a predicate formula into a functional. Assuming that the domain of the predicate variable $X$ is of sort $D$, the functional $(\lambda v \in D. [\varphi]_{\eta} [d \mapsto v])$ yields the following predicate formula transformer:

$$\lambda f \in B^D. (\lambda v \in D. [\varphi]_{\eta} [X \mapsto f] [d \mapsto v]).$$

The resulting predicate formula transformer is monotonic over the complete lattice $(B^D, \leq)$. Tarski’s theorem then guarantees the existence of least and greatest fixpoints of the predicate formula transformers.

**Definition 2.19.** Let $\eta$ be a predicate environment and $\varepsilon$ a data environment. The solution $J^E_{\eta\varepsilon}$ of a PBES $E$ in the context of $\eta$ and $\varepsilon$ is a predicate environment that is defined inductively as follows:

$$[\varepsilon]_{\eta\varepsilon} := \eta$$

$$[(\sigma X(d:D) = \varphi) E]_{\eta\varepsilon} := [\varepsilon]_{\eta} (X \mapsto \sigma \Phi) \varepsilon$$

where $\Phi = \lambda f \in B^D. \lambda v \in D. [\varphi]_{\eta} (X \mapsto f) [d \mapsto v]$. The solution of a PBES prioritizes the fixpoint signs of equations that come first over those of equations that follow. In that sense, the solution of a PBES is sensitive to the order of the equations of that PBES. Moreover, the solution $[E]_{\eta\varepsilon}$ of a PBES $E$ only modifies $\eta$ for the binding variables of $E$; $\eta$ is left unmodified for other predicate variables, as is shown by the following lemma.

**Lemma 2.20.** Let $E$ be an arbitrary PBES. Then:

$$\forall X \in X. \forall \eta, \varepsilon. X \notin \text{bnd}(E) \implies [E]_{\eta\varepsilon}(X) = \eta(X).$$

**Proof.** The proof is by induction on the length of equation system $E$. If $E$ is of length 0 then the equivalence holds trivially. Suppose $E$ is of length $m + 1$ and for any PBES $F$ of length $m$ we have:

$$(\text{IH}) \quad \forall X \in X. \forall \eta, \varepsilon. X \notin \text{bnd}(F) \implies [F]_{\eta\varepsilon}(X) = \eta(X).$$

Necessarily, $E$ is of the form $(\sigma Y(d:D) = \varphi) E'$, where $E'$ is of length $m$. Let $X \in X'$ such that $X \notin \text{bnd}((\sigma Y(d:D) = \varphi) E')$, and let $\eta, \varepsilon$ be arbitrary environments. We derive:
\[ \begin{align*}
\llbracket \sigma Y(d:D) = \varphi \rrbracket \mathcal{E} \eta \in \mathcal{X} \\
= (\llbracket \mathcal{E} \rrbracket \eta Y \mapsto (\sigma f \in \mathbb{B}^D \cdot \lambda \nu \in \mathbb{D} \cdot \llbracket \varphi \rrbracket (\llbracket \mathcal{E} \rrbracket \eta Y \mapsto f) \varepsilon \varepsilon [d \mapsto \nu]) \varepsilon ) (X) \\
\overset{(IH)}{=} (\eta Y \mapsto (\sigma f \in \mathbb{B}^D \cdot \lambda \nu \in \mathbb{D} \cdot \llbracket \varphi \rrbracket (\llbracket \mathcal{E} \rrbracket \eta Y \mapsto f) \varepsilon \varepsilon [d \mapsto \nu]) \varepsilon ) (X) \\
X \nleq Y \eta (X).
\end{align*} \]

For a closed PBES \( \mathcal{E} \), the solution \( \llbracket \mathcal{E} \rrbracket \eta \in \mathcal{X} (X) \) for \( X \in \text{bd}(\mathcal{E}) \) does not depend on the environment \( \eta \) (see theorem 6 of [70]). Similarly, if \( \mathcal{E} \) is data-closed, the solution \( \llbracket \mathcal{E} \rrbracket \eta \in \mathcal{X} \) does not depend on the environment \( \varepsilon \) (lemma 4 of [70]). In these cases, we may omit \( \eta \) and \( \varepsilon \), respectively, to indicate that the specific environment is irrelevant. Another property of the solution of a PBES is that it is a monotonic function over the set of predicate environments. This is expressed by lemma 5 of [70], which we repeat here.

**Lemma 2.21.** Let \( \eta, \eta' \) be predicate environments. Then for any PBES \( \mathcal{E} \), \( \eta \leq \eta' \) implies \( \llbracket \mathcal{E} \rrbracket \eta \leq \llbracket \mathcal{E} \rrbracket \eta' \).

### 2.6.3 Solution techniques

A number of solution techniques for PBESs have been developed in the literature. Below we describe the ones that are used most frequently throughout this thesis.

- **Approximation.** For any equation \( \sigma X(d:D) = \varphi \), we can iteratively approximate the fixpoint solution of \( X \). The first approximant \( X_0 \) depends solely on the fixpoint symbol \( \sigma \): if \( \sigma = \mu \) then \( X_0(d:D) := \bot \), and if \( \sigma = \nu \) then \( X_0(d:D) := \top \). For any \( i > 0 \) we iteratively compute the \( i \)th approximant by substituting the \((i-1)\)th approximant for \( X \) in \( \varphi \), i.e. \( X_i(d:D) := \varphi[X_{i-1}/X] \). If for some \( k > 0 \) we have \( X_k = X_{k-1} \) then \( X_k \) is the solution of \( X \) and the approximation terminates. Note that it may not terminate in general.

- **Patterns.** If an equation is of a particular shape, we can immediately substitute its solution thereby avoiding a tedious, or even non-terminating approximation. In particular, if an equation is of the following form:

\[
\sigma X(d:D) = \varphi(d) \land (\psi(d) \lor X(f(d))
\]

where \( f : D \rightarrow D \) is an arbitrary function, and \( \varphi \) and \( \psi \) are predicate formulae in which \( X \) does not occur, then the right-hand side can be replaced by:

\[
\forall j : N. (\forall i : N. i < j \Rightarrow \neg \psi (f^i(d))) \Rightarrow \varphi(f^j(d)) \quad \text{if} \ \sigma = \nu, \text{ and} \\
\exists i : N. \psi (f^i(d)) \land \forall j : N. (j \leq i \Rightarrow \varphi(f^j(d))) \quad \text{if} \ \sigma = \mu.
\]

- **Substitution.** For any equation \( \sigma X(d:D) = \varphi \) of a PBES \( \mathcal{E} \), we can substitute \( \varphi \) for \( X \) in all equations that precede the equation for \( X \) in \( \mathcal{E} \). This technique is part of the Gauß-elimination procedure described in [91]. To indicate that it only works in one direction, it is sometimes called *backwards substitution.*
Migration. For any solved equation $\sigma X(d:D) = \varphi$ of a PBES $\mathcal{E}$, we are allowed to move the equation for $X$ to any position within $\mathcal{E}$. Recall that an equation is solved if $\text{occ}(\varphi) = \emptyset$. This technique is useful in combination with the substitution technique above: once an equation for $X$ has been solved, we can migrate it towards the end of the PBES and substitute its right-hand side for $X$ in all other equations.

More information on these techniques can be found in [69] and [70]. Other techniques used in this thesis include strengthening [70] and invariants [103]. We explain these techniques in more detail where they are used.
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Determinization

3.1 Introduction

Given a finite-state, nondeterministic transition system $M$, the determinization problem asks to give a deterministic transition system that is language equivalent to $M$. Determinization plays an important role in deciding language inclusion (or language equivalence) on nondeterministic transition systems. This can be done by determinizing both transition systems and deciding simulation preorder or (bi)simulation equivalence on the resulting structures, as language and (bi)simulation semantics coincide for deterministic systems (see section 2.4.3). A similar strategy can be applied for deciding trace inclusion (or trace equivalence) by omitting the special treatment of final states.

We study the determinization problem in its original context, viz. that of nondeterministic finite automata (NFA). These are models of terminating, sequential computations, that coincide with finite concrete transition systems with termination ($T_{\text{fc}}$). Traditionally, typical applications of NFAs involve checking whether some sequence of symbols meets some syntactic criterion, like displaying a prescribed pattern or being correct input for a given program. Such a problem can often be recast as checking whether that sequence is accepted by a given NFA.

A deterministic finite automaton (DFA) is an NFA that is deterministic (see definition 2.2). In graphical representations of DFAs we also allow states that have at most one outgoing $a$-transition for some action $a$. Formally speaking, such a DFA abbreviates the one obtained by adding a new, non-accepting sink state $\varsigma$ and transitions $s \overset{a}{\rightarrow} \varsigma$ for all states $s$ that do not already have an outgoing $a$-transition. Note that these additions preserve language equivalence.

For every NFA there exists a language equivalent DFA. Contrary to NFAs, for any DFA there is a trivial linear-time, constant-space, online algorithm to check whether an input sequence is accepted or not. For this reason, in many applications it pays off to determinize NFAs, even though the problem is EXPTIME-hard in
general. Once a language equivalent DFA of an NFA has been found, it is usually minimized to obtain the smallest such DFA. This minimal DFA is unique and the problem of finding it for a given NFA is called the canonization problem.

The standard algorithm for determinization is called subset construction (see e.g. [80]) and is renowned for its good performance in practice. For DFA minimization a number of algorithms have been proposed, of which Watson presents a taxonomy and performance analyses [126]. The algorithm with the best time complexity is by Hopcroft [79]: $O(N \log N)$ where $N$ is the number of states in the input DFA.

Another algorithm for canonization is by Brzozowski [17]. It generates the minimal DFA directly by repeating the process of “reversing” and determinizing the input NFA twice. Tabakov and Vardi compare both approaches to canonization experimentally by running them on randomly generated automata [118]. They show that the subset–Hopcroft approach performs best overall and for smaller transition densities, but for larger transition densities Brzozowski’s algorithm is faster.

On some NFAs, the exponential blow-up by subset construction is unavoidable. However, we have encountered NFAs for which subset construction consumes a substantial amount of memory and generates a DFA that is much larger than the minimal DFA. Therefore, our main goal is to find algorithms that are more memory efficient and produce smaller DFAs than subset construction.

In this chapter we present five determinization algorithms based on subset construction. For all of them we prove correctness. One algorithm generates the minimal DFA directly and hence is a canonization algorithm. However, it calculates language inclusion as a subroutine: as deciding language inclusion is PSPACE-complete, it is unattractive to use in an implementation. The other four algorithms produce a DFA that is not necessarily minimal but is usually smaller than the DFA produced by subset construction.

We have implemented subset construction and these four new algorithms. We have performed experiments with these implementations by running them on NFAs that describe patterns on the lines of a cellular automaton’s evolution and on randomly generated automata. We compare the implementations on the time and memory needed for the complete canonization process (i.e. including minimization) and the size of the DFA after determinization.

### 3.2 Determinization algorithms

#### 3.2.1 Subset construction revisited

We fix a finite alphabet $\Sigma \subseteq \text{Act}$ of transition labels for all automata in this chapter. We define the language of a set of states $P$ of an NFA $N$ as $L_N(P) := \bigcup_{p \in P} L_N(p)$. Language inclusion and equivalence can now be defined on any combination of states and sets of states, in terms of set inclusion and equivalence.
Algorithm 3.1. The Subset($f$) determinization algorithm.

Pre: $N$ is an NFA and $f(P) \equiv_L P$ for all $P \subseteq S_N$.

Post: $D$ is a DFA such that $N \equiv_L D$.

1: $\rightarrow_D, F_D, i_D := \emptyset, \emptyset, f(\{i_N\})$;
2: $D, \_todo, \_done := \{i_D\}, \{i_D\}, \emptyset$;
3: while $\_todo \not= \emptyset$ do
4: 
5: 
6: 
7: $S_D := S_D \cup \{P\}$;
8: $\rightarrow_D := \rightarrow_D \cup \{(P, a, P')\}$;
9: $\_todo := \_todo \cup (\{P\} \setminus \_done)$
10: end for;
11: if $\exists p \in P.p \in F_N$ then
12: $F_D := F_D \cup \{P\}$
13: end if;
14: $\_todo, \_done := \_todo \setminus \{P\}, \_done \cup \{P\}$
15: end while

For instance, for $p \in S_N$ and $P \subseteq S_N$ , $p \subseteq P$ holds if $L_N(p) \subseteq L_N(P)$.

For reasons that will become apparent in the next sections, we slightly generalize the standard subset construction algorithm by augmenting it with a function $f$ on sets of states of the input NFA, which is applied to every generated set. The algorithm is algorithm 3.1 and shall be referred to as Subset($f$). It takes an NFA $N$ and generates a DFA $D$. Of course, it should be the case that $N \equiv_L D$, which depends strongly on the function $f$. For standard subset construction, Subset($I$) where $I$ is the identity function, it is known that the language of $N$ is indeed preserved. We now prove that the same holds for Subset($f$), for any function $f$ that satisfies $f(P) \equiv_L P$ for every $P \subseteq S_N$.

We first establish the following lemma, for which it is important to understand that a set of states $P$ of the NFA $N$ must be regarded as only a single state in the DFA.

Lemma 3.1. Let $N$ be an NFA and $f : \wp(S_N) \rightarrow \wp(S_N)$ such that $L_N(f(Q)) = L_N(Q)$ for any $Q \subseteq S_N$. Let $D$ be obtained by applying Subset($f$) to $N$. Then for any $P \in S_D$ it holds that $L_N(P) = L_D(P)$.

Proof. We show set inclusion both ways.

- We prove that $\sigma \in L_N(P)$ implies $\sigma \in L_D(P)$ for any $\sigma \in \Sigma^*$ and $P \in S_D$ by induction on the length of $\sigma$.

  Base: $\sigma = \varepsilon$. Let $P \in S_D$, and assume $\varepsilon \in L_N(P)$. Then there exists a $p \in P$ such that $\varepsilon \in L_N(p)$ and hence $p \in F_N$. By line 12 of algorithm 3.1 we have $P \in F_D$ and thus $\varepsilon \in L_D(P)$.
Proof. It can be easily seen from the algorithm that for each combination of \( L \) and \( D \), \( D \) is deterministic and language equivalent to \( L \). Hence \( L \) has at most \( 2^n \) states and is already minimal. Note that if the initial state were accepting (figure 3.1(b)), the minimal DFA would consist of only one state with an \( a,b \)-loop: the accepted language has become \( \Sigma^* \). However, subset construction still produces the exponentially larger DFA first, which may then be reduced to obtain the single-state, minimal DFA.

By lemma 3.1 we are now allowed to use language equivalence and inclusion without specifying whether we mean language equivalence (resp. inclusion) between sets of states in an NFA or single states in the generated DFA.

**Theorem 3.2.** Let \( N \) be an NFA and \( f : \varphi(S_N) \to \varphi(S_N) \) such that \( L_N(f(Q)) = L_N(Q) \) for any \( Q \subseteq S_N \). Let \( D \) be obtained by applying \( \text{Subset}(f) \) to \( N \). Then \( D \) is deterministic and language equivalent to \( N \).

**Proof.** It can be easily seen from the algorithm that for each combination of \( P \in S_D \) and \( a \in \Sigma \), precisely one tuple \((P,a,P')\) for some \( P' \in S_D \) is added to \( \rightarrow_D \). Hence \( D \) is deterministic. We derive \( D \equiv_L N \), using lemma 3.1:

\[
\mathcal{L}(D) = \mathcal{L}_D(i_D) = \mathcal{L}_D(f(\{i_N\})) = \mathcal{L}_N(f(\{i_N\})) = \mathcal{L}_N(\{i_N\}) = \mathcal{L}_N(i_N) = \mathcal{L}(N). \quad \Box
\]
3.2 Determinization algorithms

3.2.1 Subset construction using transition sets

In this section we show that subset construction can just as well be done on sets of transitions as on sets of states. Observe that the contribution of an NFA state \( p \) to the behaviour of a DFA state \( P \) consists entirely of \( p \)'s outgoing transitions. We therefore consider a DFA state as a set of NFA transitions, rather than a set of NFA states.

**Definition 3.3.** Given an NFA \( N \), a transition tuple is a pair \((T, b)\) where \( T \in \mathcal{P}(\Sigma \times S_N) \) is a set of transitions and \( b \in \mathbb{B} \) is a Boolean.

For every transition tuple \((T, b)\) we define the projection functions set and fin as:

\[
\text{set}(T, b) := T \quad \text{and} \quad \text{fin}(T, b) := b
\]

Given NFA \( N \), for every \( p \in S_N \) and \( P \subseteq S_N \) we define the corresponding set of outgoing transitions and transition tuple as follows:

\[
\text{trans}(p) := \left\{ (a, q) \in \Sigma \times S_N \mid p \xrightarrow{a} N q \right\} \quad \text{tuple}(p) := (\text{trans}(p), p \in F_N)
\]

\[
\text{trans}(P) := \bigcup_{p \in P} \text{trans}(p) \quad \text{tuple}(P) := (\text{trans}(P), \exists p \in P. p \in F_N).
\]

We need the Boolean \( b \) in a transition tuple \((T, b)\) to indicate whether the DFA state is final as this cannot be determined from the elements of \( T \). Only the labels and target states of the transitions are stored because the source states are irrelevant and would only make the sets unnecessarily large.

Given NFA \( N \), for any set of transitions \( T \subseteq \Sigma \times S_N \) and \( a \in \Sigma \), \( \text{img}_a(T) \) is the set of target states of the \( a \)-transitions in \( T \):

\[
\text{img}_a(T) := \left\{ p \in S_N \mid (a, p) \in T \right\}.
\]

The language of a transition \((a, p) \in \Sigma \times S_N\), a set of transitions \( T \subseteq \Sigma \times S_N \) and

\[
\text{(a)} \quad \begin{array}{c}
\cdots \\
\end{array}
\]

\[
\text{(b)} \quad \begin{array}{c}
\cdots \\
\end{array}
\]

**Figure 3.1.** Two NFAs of size \( \mathcal{O}(n) \) for which subset construction produces a DFA of size \( \mathcal{O}(2^n) \). In case (a) this DFA is already minimal; in case (b) the minimal DFA has size 1.

3.2.2 Subset construction using transition sets

In this section we show that subset construction can just as well be done on sets of transitions as on sets of states. Observe that the contribution of an NFA state \( p \) to the behaviour of a DFA state \( P \) consists entirely of \( p \)'s outgoing transitions. We therefore consider a DFA state as a set of NFA transitions, rather than a set of NFA states.

**Definition 3.3.** Given an NFA \( N \), a transition tuple is a pair \((T, b)\) where \( T \in \mathcal{P}(\Sigma \times S_N) \) is a set of transitions and \( b \in \mathbb{B} \) is a Boolean.

For every transition tuple \((T, b)\) we define the projection functions set and fin as:

\[
\text{set}(T, b) := T \quad \text{and} \quad \text{fin}(T, b) := b
\]

Given NFA \( N \), for every \( p \in S_N \) and \( P \subseteq S_N \) we define the corresponding set of outgoing transitions and transition tuple as follows:

\[
\text{trans}(p) := \left\{ (a, q) \in \Sigma \times S_N \mid p \xrightarrow{a} N q \right\} \quad \text{tuple}(p) := (\text{trans}(p), p \in F_N)
\]

\[
\text{trans}(P) := \bigcup_{p \in P} \text{trans}(p) \quad \text{tuple}(P) := (\text{trans}(P), \exists p \in P. p \in F_N).
\]

We need the Boolean \( b \) in a transition tuple \((T, b)\) to indicate whether the DFA state is final as this cannot be determined from the elements of \( T \). Only the labels and target states of the transitions are stored because the source states are irrelevant and would only make the sets unnecessarily large.

Given NFA \( N \), for any set of transitions \( T \subseteq \Sigma \times S_N \) and \( a \in \Sigma \), \( \text{img}_a(T) \) is the set of target states of the \( a \)-transitions in \( T \):

\[
\text{img}_a(T) := \left\{ p \in S_N \mid (a, p) \in T \right\}.
\]

The language of a transition \((a, p) \in \Sigma \times S_N\), a set of transitions \( T \subseteq \Sigma \times S_N \) and

\[
\text{(a)} \quad \begin{array}{c}
\cdots \\
\end{array}
\]

\[
\text{(b)} \quad \begin{array}{c}
\cdots \\
\end{array}
\]
Algorithm 3.2. The Transset($f$) determinization algorithm.

Pre: $N$ is an NFA and $f(P) \equiv_L P$ for all transition tuples $P$.

Post: $D$ is a DFA such that $N \equiv_L D$.

1: $\rightarrow_D, F_D, i_D := \emptyset, \emptyset, f(\text{tuple}(i_N));$
2: $S_D, \text{todo}, \text{done} := \{i_D\}, \{i_D\}, \emptyset;$
3: while $\text{todo} \neq \emptyset$ do
4: pick a $P \in \text{todo}$;
5: for all $a \in \Sigma$ do
6: $P' := f(\text{tuple}(\text{img}_a(\text{set}(P))));$
7: $S_D := S_D \cup \{P'\};$
8: $\rightarrow_D := \rightarrow_D \cup \{(P, a, P')\};$
9: $\text{todo} := \text{todo} \cup \{P'\} \setminus \text{done}$
10: end for;
11: if $\text{fin}(P)$ then
12: $F_D := F_D \cup \{P\}$
13: end if;
14: $\text{todo}, \text{done} := \text{todo} \setminus \{P\}, \text{done} \cup \{P\}$
15: end while

a transition tuple $(T', b) \in \wp(\Sigma \times S_N) \times \mathbb{B}$ are defined as follows:

$$L_N(a, p) := \{ \sigma \in \Sigma^* | \exists q \in F_N : p \xrightarrow{a \sigma} q \}$$
$$L_N(T) := \bigcup_{t \in T} L_N(t)$$
$$L_N(T', b) := L_N(T') \cup \begin{cases} \{\varepsilon\} & \text{if } b \\ \emptyset & \text{otherwise.} \end{cases}$$

Language inclusion and equivalence for transitions and transition tuples can now be defined in the usual way by means of set inclusion and equality.

The determinization algorithm that uses transition tuples is algorithm 3.2. We shall refer to it as Transset($f$) where $f$ is a function on transition tuples. Again, language preservation depends on the specific function $f$ being used. We now prove that this is the case when $f$ satisfies $f(P) \equiv_L P$ for each transition tuple $P$.

Proposition 3.4. Given NFA $N$, for any $p \in S_N$: $p \equiv_L \text{tuple}(p)$.

Proof. Let $p \in S_N$ and $S = \{\varepsilon\}$ if $p \in F_N$ and $S = \emptyset$ otherwise. We derive:

$$L_N(p) = \{ \sigma \in \Sigma^* | \exists q \in F_N : p \xrightarrow{a \sigma} q \}$$
$$= \{ \sigma \in \Sigma^* | \exists q \in F_N : \exists a \in \Sigma : p \xrightarrow{a \sigma} q \} \cup S$$
$$= \{ \sigma \in \Sigma^* | \exists q \in S_N : p \xrightarrow{a \sigma} q \land \sigma \in L_N(q) \} \cup S$$
$$= \{ \sigma \in \Sigma^* \mid \exists (a, q) \in \text{trans}(p) \land \sigma \in L_N(q) \} \cup S$$
$$= \bigcup_{(a, q) \in \text{trans}(p)} \{ \sigma \in \Sigma^* \mid \sigma \in L_N(q) \} \cup S$$
$$= \bigcup_{(a, q) \in \text{trans}(p)} L_N(t) \cup S = L_N(\text{trans}(p)) \cup S = L_N(\text{tuple}(p)) \, \square$$
Note that proposition 3.4 implies that \( P \equiv_\mathcal{L} \text{tuple}(P) \) for all \( P \subseteq S_N \). In order to prove the correctness of \( \text{TRANSSET}(f) \) for suitable functions \( f \), we need the following lemma, in which a transition tuple \((T, b)\) is regarded as such in the input NFA \( N \), but is regarded as a single state in the output NFA \( D \).

**Lemma 3.5.** Let \( N \) be an NFA and \( f : \wp(\Sigma \times S_N) \times B \rightarrow \wp(\Sigma \times S_N) \times B \) such that \( \mathcal{L}_N(f(P)) = \mathcal{L}_N(P) \) for all transition tuples \( P \). Let \( D \) be obtained by applying \( \text{TRANSSET}(f) \) to \( N \). Then for any \((T, b) \in S_D\), it holds that \( \mathcal{L}_N(T, b) = \mathcal{L}_D(T, b) \).

**Proof.** We show that \( \sigma \in \mathcal{L}_N(T, b) \iff \sigma \in \mathcal{L}_D(T, b) \) for any \( \sigma \in \Sigma^* \) and \((T, b) \in S_D\) by induction on the length of \( \sigma \).

**Base:** \( \sigma = \varepsilon \). Let \((T, b) \in S_D\). Then \( \varepsilon \in \mathcal{L}_N(T, b) \iff b \stackrel{\varepsilon}{\rightarrow} (T, b) \in F_D \iff \varepsilon \in \mathcal{L}_D(T, b) \), where \( \stackrel{\varepsilon}{\rightarrow} \) follows from lines 11–13 of \( \text{TRANSSET}(f) \).

**Step:** \( \sigma = a \rho \) for some \( a \in \Sigma \) and \( \rho \in \Sigma^* \). We assume for any \((T', b') \in S_D\):

\[
\text{(IH) } \quad \rho \in \mathcal{L}_N(T', b') \Rightarrow \rho \in \mathcal{L}_D(T', b')
\]

and derive, for any \((T, b) \in S_D\):

\[
\begin{align*}
\rho \in \mathcal{L}_N(T, b) \iff & \rho \in \mathcal{L}_N(T) \iff \rho \in \bigcup_{t \in T} \mathcal{L}_N(t) \iff \rho \in \bigcup_{p \in \text{img}_a(T)} \mathcal{L}_N(a, p) \\
\iff & \rho \in \bigcup_{p \in \text{img}_a(T)} \mathcal{L}_N(p) \iff \rho \in \mathcal{L}_N(\text{tuple}(\text{img}_a(T))) \iff \rho \in \mathcal{L}_D(\text{tuple}(\text{img}_a(T))) \\
\iff & \rho \in \mathcal{L}_N(f(\text{tuple}(\text{img}_a(T)))) \iff \rho \in \mathcal{L}_D(f(\text{tuple}(\text{img}_a(T)))) \iff \rho \in \mathcal{L}_D(T, b)
\end{align*}
\]

where at * we used that \( P \equiv_\mathcal{L} \text{tuple}(P) \) for all \( P \subseteq S_N \), which follows from proposition 3.4; at † we used (IH) and the fact that lines 6–7 of \( \text{TRANSSET}(f) \) ensure that \( f(\text{tuple}(\text{img}_a(T))) \in S_D \); and, finally, at ‡ we used that line 8 of \( \text{TRANSSET}(f) \) ensures that \((T, b) \stackrel{a}{\rightarrow}_D f(\text{tuple}(\text{img}_a(T)))\).

Using this lemma we can prove the main theorem, which states correctness of \( \text{TRANSSET}(f) \) for functions \( f \) satisfying \( f(P) \equiv_\mathcal{L} P \) for all transition tuples \( P \).

**Theorem 3.6.** Let \( N \) be an NFA and \( f : \wp(\Sigma \times S_N) \times B \rightarrow \wp(\Sigma \times S_N) \times B \) such that \( \mathcal{L}_N(f(P)) = \mathcal{L}_N(P) \) for all transition tuples \( P \). Let \( D \) be obtained by applying \( \text{TRANSSET}(f) \) to \( N \). Then \( D \) is deterministic and language equivalent to \( N \).

**Proof.** It can be easily seen from the algorithm that for each combination of \( P \in S_D \) and \( a \in \Sigma \), precisely one tuple \((P, a, P')\) for some \( P' \in S_D \) is added to \( \rightarrow_D \). Hence \( D \) is deterministic. We derive \( D \equiv_\mathcal{L} N \) using lemma 3.5 and proposition 3.4 as follows:

\[
\mathcal{L}(D) = \mathcal{L}_D(i_D) = \mathcal{L}_D(f(\text{tuple}(i_N))) \equiv_3 \mathcal{L}_N(f(\text{tuple}(i_N))) = \mathcal{L}_N(\text{tuple}(i_N)) \equiv_3 \mathcal{L}_N(i_N) = \mathcal{L}(N) .
\]

As the identity function \( \mathcal{I} \) trivially satisfies \( \mathcal{L}_N(P) = \mathcal{L}_N(\mathcal{I}(P)) \) for all \( P \), the following result follows immediately from theorem 3.6.
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Corollary 3.7. Let $D$ be the automaton obtained by applying $\text{Tansset}(I)$ to an NFA $N$. Then $D$ is deterministic and language equivalent to $N$. \qed

Using Trans(T) for determinization can give a smaller DFA than Subset(I) as is shown by the example in figure 3.2. Here, Trans(T) happens to produce the minimal DFA directly. However, this is generally not the case: when applied to the NFA of figure 3.1(b), Trans(T) generates a DFA of size $2^n + 1$, while the minimal DFA has size 1.

3.2.3 Closure with language preorder

We introduce a closure operation that can be used in the Subset algorithm instead of the identity function $I$. It aims to add NFA states to a given DFA state (i.e. a set of NFA states) without affecting its language. The set of states that are added is determined by a relation $\sqsubseteq$. We shall instantiate $\sqsubseteq$ by the language preorder and the simulation preorder, resulting in algorithms that generate smaller DFAs than Subset(I). In particular, we show that if the language preorder is used for $\sqsubseteq$, Subset with closure is an algorithm that produces the minimal DFA directly.

Definition 3.8. For any set of states $P \subseteq S_N$ of an NFA $N$ and relation $\sqsubseteq \subseteq S_N \times \wp(S_N)$, the closure of $P$ under $\sqsubseteq$, $\text{close}_{\sqsubseteq}(P)$, is defined as:

$$\text{close}_{\sqsubseteq}(P) := \{ p \in S_N \mid p \sqsubseteq P \}.$$ 

Applying this, the algorithm $\text{Subset}(\text{close}_{\sqsubseteq})$ generates the minimal DFA that is language equivalent to the input NFA, which we prove below. For any set of states $P$ in an NFA $N$, $\text{close}_{\sqsubseteq}(P)$ contains all states that are language included in $P$. In particular, because $p \sqsubseteq_{\epsilon} P$ for all $p \in P$, we have that $P \subseteq \text{close}_{\sqsubseteq_{\epsilon}}(P)$.

Proposition 3.9. For any NFA $N$ and $P \subseteq S_N$, it holds that $P \equiv_{\epsilon} \text{close}_{\sqsubseteq_{\epsilon}}(P)$.

Proof. Let $Q := \text{close}_{\sqsubseteq_{\epsilon}}(P)$. We show that $P \sqsubseteq_{\epsilon} Q$ and $Q \sqsubseteq_{\epsilon} P$.
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- If \( P \subseteq_L Q \): using the fact that \( P \subseteq Q \), we derive: \( \mathcal{L}_N(P) = \bigcup_{p \in P} \mathcal{L}_N(p) \subseteq \bigcup_{p \in Q} \mathcal{L}_N(p) = \mathcal{L}_N(Q) \), hence \( P \subseteq_L Q \);
- If \( Q \subseteq_L P \): for all \( p \in Q \) we know (by definition) that \( p \subseteq_L P \), i.e. \( \mathcal{L}_N(p) \subseteq \mathcal{L}_N(P) \). Thus: \( \mathcal{L}_N(Q) = \bigcup_{p \in Q} \mathcal{L}_N(p) \subseteq \mathcal{L}_N(P) \), hence \( Q \subseteq_L P \).

**Theorem 3.10.** Given an NFA \( N \), \( \text{SUBSET}(\text{close}_{\subseteq_L}) \) constructs the minimal DFA that is language equivalent to \( N \).

**Proof.** It follows immediately from theorem 3.2 and proposition 3.9 that the automaton \( D \) constructed by \( \text{SUBSET}(\text{close}_{\subseteq_L}) \) is a DFA that is language equivalent to \( N \). \( D \) is minimal if there is no DFA that is language equivalent to \( D \) and has fewer states than \( D \). It is known that this follows directly if there is no pair of different states in \( D \) that are language equivalent (see for instance corollary 4.24 of [48]). Suppose \( D \) contains states \( P \) and \( Q \) such that \( P \equiv_L Q \) and for some \( T, U \subseteq S_N \), \( P = \text{close}_{L}(T) \) and \( Q = \text{close}_{L}(U) \). Then for all \( p \in P \) we have \( p \subseteq_L P \equiv_L Q = \text{close}_{L}(U) \equiv_L U \), by proposition 3.9. Because \( Q = \{ q \in S_N \mid q \subseteq_L U \} \) we see that \( p \in Q \) and thus that \( P \subseteq Q \). By symmetry we also have that \( Q \subseteq P \). Hence \( P = Q \). \( \square \)

### 3.2.4 Closure with simulation preorder

Although it ensures that the output DFA of \( \text{SUBSET}(\text{close}_{\subseteq_L}) \) is minimal, language inclusion is an unattractive preorder to use. Deciding language inclusion is PSPACE-complete [115] which implies that known algorithms have an exponential time complexity. Moreover, most algorithms involve a determinization step which would render our optimization useless.

As mentioned in section 2.4.3 the simulation preorder is finer than language inclusion on NFAs, meaning that it relates fewer NFAs. However, considering its PTIME complexity (see e.g. [11, 72] and chapter 4), it is an attractive way to "approximate" language inclusion (see also [36]). Hence, as a more practical alternative to \( \text{SUBSET}(\text{close}_{\subseteq_L}) \) we define the algorithm \( \text{SUBSET}(\text{close}_{\subseteq}) \). The required lifting of \( \subseteq \) to states and sets of states is as follows. For any state \( p \in S_N \) and set of states \( P \subseteq S_N \) of an NFA \( N \), we have \( p \subseteq P \) if:

- if \( p \in F_N \) then \( \exists q \in P . q \in F_N \), and
- if \( p \overset{a}{\rightarrow}_N p' \) then \( \exists q \in P . q' \in S_N . q \overset{a}{\rightarrow}_N q' \land p' \subseteq q' \).

The following property states that \( \text{close}_{\subseteq} \) maintains the language of a set of states.

**Proposition 3.11.** For any NFA \( N \) and \( P \subseteq S_N \), it holds that \( P \equiv_L \text{close}_{\subseteq}(P) \).

**Proof.** Let \( Q := \text{close}_{\subseteq}(P) = \{ q \in S_N \mid q \subseteq P \} \). We show that \( P \equiv_L Q \):

- If \( P \subseteq_L Q \): this follows immediately from \( P \subseteq Q \);
- If \( Q \subseteq_L P \): we show that \( \sigma \in \mathcal{L}_N(Q) \) implies \( \sigma \in \mathcal{L}_N(P) \) by induction on the length of \( \sigma \in \Sigma^* \).
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Figure 3.3. NFA of size $O(n)$ for which $\text{Subset(close}_\subseteq)$ generates a DFA of size $O(2^n)$ for any $n \geq 1$. The minimal DFA has 1 state.

**Theorem 3.12.** Given an NFA $N$, $\text{Subset(close}_\subseteq)$ constructs a DFA that is language equivalent to $N$.

**Proof.** Immediate from theorem 3.2 and proposition 3.11. □

The example in figure 3.3 shows not only that the resulting DFA is no longer minimal, but moreover that it can be exponentially larger than the minimal DFA. The example NFA contains a pattern that repeats itself $n$ times for any $n \geq 1$. It is based on the NFA of figure 3.1(b) interwoven with a pattern that prevents $\text{Subset(close}_\subseteq)$ from merging states that in the end will turn out to be equivalent. The NFA accepts the language given by the regular expression $(a + b)^*$.

### 3.2.5 Compression on state sets

Compared to $\text{Subset}(_I)$, $\text{Subset(close}_\subseteq)$ adds all simulated states to every generated set of states. Another option would be to remove all redundant states from such a set. More specifically, we remove every state that is simulated by another state in the set. For this operation to be well-defined, it is essential that no two different states in the set are simulation equivalent. This can be achieved by minimizing the input NFA using simulation equivalence prior to determinization. In turn, this amounts to computing the simulation preorder that was already necessary in the first place.

**Definition 3.13.** Given a set $P$ such that $\neg \exists p, q \in P \cdot p \neq q \wedge p \subseteq q$. Then $\text{compress}_\subseteq(P)$ denotes the compression of $P$ under $\subseteq$ and is defined as:

$$\
\text{compress}_\subseteq(P) := \{ p \in P \mid \forall q \in P : p \neq q \implies p \nsubseteq q \}\.$$


This way, we obtain the determinization algorithm \( \text{Subset}(\text{compress}_\subseteq) \). We prove its correctness assuming that the input NFA \( N \) is minimal under simulation equivalence. The correctness follows readily from the following property.

**Proposition 3.14.** For any \( P \subseteq S_N \), it holds that \( P \equiv_L \text{compress}_\subseteq(P) \).

**Proof.** Let \( Q := \text{compress}_\subseteq(P) \). We show that \( P \subseteq_L Q \) and \( Q \subseteq_L P \):

- \( P \subseteq_L Q \): for any \( p \in P \) there is a \( q \in Q \) with \( p \subseteq q \) and hence \( p \subseteq_L q \). Thus \( \mathcal{L}(P) = \bigcup_{p \in P} \mathcal{L}(p) \subseteq \bigcup_{q \in Q} \mathcal{L}(q) = \mathcal{L}(Q) \), so \( P \subseteq_L Q \);
- \( Q \subseteq_L P \): this follows immediately from \( Q \subseteq P \). \( \square \)

**Theorem 3.15.** When applied to \( N \), \( \text{Subset}(\text{compress}_\subseteq) \) constructs a DFA that is language equivalent to \( N \).

**Proof.** Immediate from theorem 3.2 and proposition 3.14. \( \square \)

### 3.2.6 Compression on transition sets

The function \( \text{compress}_\subseteq \) can be used not only for sets of states but also for transition tuples. For that, we first define \( \subseteq \) on the transitions of an NFA \( N \) as follows. For any \( (a, p), (b, q) \in \Sigma \times S_N \), we have \( (a, p) \subseteq (b, q) \) iff \( a = b \) and \( p \subseteq q \). By definition 3.13, \( \text{compress}_\subseteq \) is now properly defined on sets of transitions and it can be extended to transition tuples in a straightforward manner: \( \text{compress}_\subseteq(T, b) = (\text{compress}_\subseteq(T), b) \). This way, we obtain the determinization algorithm \( \text{Transset}(\text{compress}_\subseteq) \). For proving correctness, we again assume that the input NFA \( N \) is minimal under simulation equivalence.

**Proposition 3.16.** For any transition tuple \( (T, b) \): \( (T, b) \equiv_L \text{compress}_\subseteq(T, b) \).

**Proof.** Let \( U := \text{compress}_\subseteq(T) \). We have to show that:

\[
\mathcal{L}(T) \cup \begin{cases} \{\varepsilon\} & \text{if } b \\ \emptyset & \text{if } \neg b \end{cases} = \mathcal{L}(U) \cup \begin{cases} \{\varepsilon\} & \text{if } b \\ \emptyset & \text{if } \neg b \end{cases}
\]

which follows naturally if \( \mathcal{L}(T) = \mathcal{L}(U) \). For any \( t \in T \) there is a \( u \in U \) with \( t \subseteq u \) and hence \( t \subseteq_L u \). Thus: \( \mathcal{L}(T) = \bigcup_{t \in T} \mathcal{L}(t) \subseteq \bigcup_{u \in U} \mathcal{L}(u) = \mathcal{L}(U) \). Because \( U \subseteq T \), we also have that \( \mathcal{L}(U) \subseteq \mathcal{L}(T) \). Hence \( \mathcal{L}(T) = \mathcal{L}(U) \). \( \square \)

**Theorem 3.17.** Let \( D \) be obtained by applying \( \text{Transset}(\text{compress}_\subseteq) \) to \( N \). Then \( D \) is deterministic and language equivalent to \( N \).

**Proof.** Immediate from theorem 3.6 and proposition 3.16. \( \square \)
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Figure 3.4. The lattice of algorithms presented in the previous sections.

3.3 Lattice of algorithms

We order the algorithms described in the previous section in a lattice based on the number of states in the resulting DFA. More precisely, for any algorithm $A$ and NFA $N$, let $A(N)$ be the DFA produced by $A$ on input $N$. We define the ordering $\preceq$ on the algorithms as follows: $A \preceq B$ iff for every NFA $N$, $|S_{A(N)}| \leq |S_{B(N)}|$. Figure 3.4 shows the lattice, where an arrow from $A$ to $B$ denotes that $A \preceq B$.

$\text{Subset}(\text{close} \subseteq \rightarrow) \text{ and } \text{Transset}(\text{compress} \subseteq \rightarrow)$ are in the same class of the lattice, because these algorithms always yield isomorphic DFAs. This statement is substantiated below, as well as the validity of the other $\preceq$-relations of figure 3.4. The following shows that there are no further $\preceq$-relations between our algorithms:

- $\text{Subset}(\text{close} \subseteq \rightarrow)$ is the unique $\preceq$-smallest algorithm because it is the only one that always generates the minimal DFA;
- $\text{Subset}(\text{compress} \subseteq \rightarrow) \not\preceq \text{Transset}(\mathcal{I})$ by the example in figure 3.2;
- $\text{Transset}(\mathcal{I}) \not\preceq \text{Subset}(\text{compress} \subseteq \rightarrow)$ by the example in figure 3.1(b).

For the remainder of this section, we fix an NFA $N$ that is minimal under simulation equivalence. For $P \subseteq S_N$ and $a \in \Sigma$ let

$$P/a := \{q \in S_N \mid \exists p \in P. \ p \xrightarrow{a} q\},$$

so that line 6 of algorithm 3.1 can be rewritten as $P' := f(P/a)$. It follows that $S_{\text{Subset}(f,N)}$ is the smallest set $S$ satisfying, for all $P \in \wp(S_N)$:

$$f(\{i_N\}) \subseteq S \land (P \in S \implies \forall a \in \Sigma. \ f(P/a) \in S). \tag{3.1}$$

Likewise, for any transition tuple $P$ and $a \in \Sigma$, let

$$P \parallel a := \text{tuple}(\text{img}_a(\text{set}(P))),$$

so that line 6 of algorithm 3.2 can be rewritten as $P' := f(P \parallel a)$. It follows that
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$S_{\text{transset}(f,N)}$ is the smallest set $S$ satisfying, for all transition tuples $P$:

\[(3.2)\quad f(\text{tuple}(i_N)) \in S \land (P \in S \implies \forall a \in \Sigma. f(P \upharpoonright a) \in S).\]

We extend the operator $\text{close}_\preceq$, originally defined on sets of states, to transition tuples. The result of applying the operator remains a set of states. For any state $p \in S_N$ and transition tuple $(T, b)$ we write $p \subseteq (T, b)$ iff:

1. if $p \in F_N$ then $b$, and
2. if $P \overset{a_N}{\rightarrow} p'$ then $\exists q' \in S_N. (a, q') \in T \land p' \subseteq q'$.

For any transition tuple $P$ we define $\text{close}_\preceq(P) := \{ p \in S_N \mid p \subseteq P \}$.

**Lemma 3.18.** Let $a \in \Sigma$ and $P \subseteq S_N$. Then

1. $\text{tup}(P) \upharpoonright a = \text{tup}(P/a)$,
2. $\text{compress}_\preceq(P/a) \subseteq \text{compress}_\preceq(P)/a$,
3. $\text{compress}_\preceq(\text{compress}_\preceq(P)/a) = \text{compress}_\preceq(P/a)$,
4. $\text{close}_\preceq(P/a) \supseteq \text{close}_\preceq(P)/a$,
5. $\text{close}_\preceq(\text{close}_\preceq(P)/a) = \text{close}_\preceq(P/a)$,
6. $\text{close}_\preceq(P) = \text{close}_\preceq(\text{compress}_\preceq(P))$,
7. $\text{compress}_\preceq(P) = \text{close}_\preceq(\text{tup}(P))$,
8. $\text{compress}_\preceq(\text{tup}(P)) = \text{compress}_\preceq(\text{tup}(\text{close}_\preceq(P)))$.

**Proof.**

1. We derive:

   \[
   \text{tup}(P) \upharpoonright a = \text{tup}(\text{img}_a(\text{set}(\text{tup}(P)))) = \text{tup}(\text{img}_a(\text{trans}(P)))
   = \text{tup}(\{ q \in S_N \mid (a, q) \in \text{trans}(P) \})
   = \text{tup}(\{ q \in S_N \mid (a, q) \in \bigcup_{p \in P} \text{trans}(p) \})
   = \text{tup}(\{ q \in S_N \mid \exists p \in P. q \overset{a}{\rightarrow}_N p \}) = \text{tup}(P/a).
   \]

2. Let $p' \in \text{compress}_\preceq(P/a)$. Then $p' \in P/a$, so $\exists p \in P. p \overset{a_N}{\rightarrow} p'$. In fact, the set of all $p \in P$ with $p \overset{a_N}{\rightarrow} p'$ is ordered by $\preceq$, and we take a $\preceq$-maximal $p$ within that set. Suppose, by contradiction, that $\exists q \in P. q \neq p \land p \subseteq q$. Take that $q$. Then, by definition of simulation, $\exists q' \in S_N. q \overset{a_N}{\rightarrow} q' \land p' \subseteq q'$, so $q' \in P/a$. By construction, $q' \neq p'$. Hence $p' \notin \text{compress}_\preceq(P/a)$. So $\neg \exists q \in P. q \neq p \land p \subseteq q$, and thus $p \in \text{compress}_\preceq(P)$. Hence $p' \in \text{compress}_\preceq(P)/a$.

3. By lemma 3.18.2 we have: $\text{compress}_\preceq(P/a) = \text{compress}_\preceq(\text{compress}_\preceq(P)/a) \subseteq \text{compress}_\preceq(\text{compress}_\preceq(P)/a)$. As $\text{compress}_\preceq(P) \subseteq P$ we have $\text{compress}_\preceq(P)/a \subseteq P/a$. Hence $\text{compress}_\preceq(\text{compress}_\preceq(P)/a) \subseteq \text{compress}_\preceq(P/a)$.

4. Let $p' \in \text{close}_\preceq(P)/a$, then $\exists p \in \text{close}_\preceq(P). p \overset{a_N}{\rightarrow} p'$. Take that $p$ and observe that $p \subseteq P$. Hence, $\exists q \in P. q' \in S_N. q \overset{a_N}{\rightarrow} q' \land p' \subseteq q'$. Therefore $q' \in P/a$, which combined with $p' \subseteq q'$ gives $p' \subseteq P/a$ and thus $p' \in \text{close}_\preceq(P/a)$. 


5. By lemma 3.18.4 we have:

\[
\text{close}_{\subseteq}(P/a) = \text{close}_{\subseteq}(\text{close}_{\subseteq}(P/a)) \supseteq \text{close}_{\subseteq}(\text{close}_{\subseteq}(P)/a).
\]

Moreover, \( P \subseteq \text{close}_{\subseteq}(P) \) so \( P/a \subseteq \text{close}_{\subseteq}(P)/a \) and thus \( \text{close}_{\subseteq}(P/a) \subseteq \text{close}_{\subseteq}(\text{close}_{\subseteq}(P)/a) \).

6. As \( \text{compress}_{\subseteq}(P) \subseteq P \), we have \( \text{close}_{\subseteq}(\text{compress}_{\subseteq}(P)) \subseteq \text{close}_{\subseteq}(P) \). For the reverse inclusion, note that \( p \in P \) implies \( \exists q \in \text{compress}_{\subseteq}(P) \) so \( p \subseteq q \). From this it easily follows that \( p \subseteq P \) implies \( p \subseteq \text{compress}_{\subseteq}(P) \), which in turn yields \( \text{close}_{\subseteq}(P) \subseteq \text{close}_{\subseteq}(\text{compress}_{\subseteq}(P)) \).

7. This can be restated as \( p \subseteq P \Leftrightarrow p \subseteq \text{tuple}(P) \), which follows directly from the definitions.

8. Let \( T := \text{set}(\text{tuple}(P)) \) and \( T_c := \text{set}(\text{tuple}(\text{close}_{\subseteq}(P))) \). We have to prove:

(i) \( \exists p \in P, p \in F_N \Leftrightarrow \exists p \in \text{close}_{\subseteq}(P). p \in F_N \)

(ii) \( \text{compress}_{\subseteq}(T) = \text{compress}_{\subseteq}(T_c) \).

Statement (i) follows directly from \( P \subseteq \text{close}_{\subseteq}(P) \) and the definitions. Regarding (ii), \( \text{compress}_{\subseteq}(T) \subseteq \text{compress}_{\subseteq}(T_c) \) because \( T \subseteq T_c \). Take \( (a,p') \in T_c \setminus T \). Then \( p \not\in F_N \) for some \( p \subseteq P \). Hence \( \exists q \in P, q' \in S_N . q \not\in F_N \) and \( p' \subseteq q' \). Therefore \( (a,q') \in T_c \), so \( (a,p') \not\in (a,q') \) and \( (a,p') \subseteq (a,q') \). Hence \( (a,p') \not\in \text{compress}_{\subseteq}(T_c) \). This implies that \( \text{compress}_{\subseteq}(T_c) \subseteq \text{compress}_{\subseteq}(T) \). □

We now establish some of the \( \preceq \)-relations between the algorithms.

**Theorem 3.19.** \( \text{TRANSSET}(T) \preceq \text{SUBSET}(T) \).

**Proof.** A straightforward induction on \( S_{\text{SUBSET}(I,N)} \) (see (3.1) for the inductive characterization) using lemma 3.18.1 at the induction step yields:

\[
S_{\text{TRANSSET}(I,N)} = \{ \text{tuple}(P) \mid P \in S_{\text{SUBSET}(I,N)} \}.
\]

This immediately implies that \( |S_{\text{TRANSSET}(I,N)}| \leq |S_{\text{SUBSET}(I,N)}| \). (Note that we do not have an equality here, because it might be that \( \text{tuple}(P) = \text{tuple}(Q) \) for different \( P,Q \in S_{\text{SUBSET}(I,N)} \).) Hence \( \text{TRANSSET}(I) \preceq \text{SUBSET}(I) \). □

**Theorem 3.20.** \( \text{SUBSET}(\text{compress}_{\subseteq}) \preceq \text{SUBSET}(I) \).

**Proof.** An induction on \( S_{\text{SUBSET}(I,N)} \) (see (3.1)) using lemma 3.18.3 yields:

\[
S_{\text{SUBSET}(\text{compress}_{\subseteq},N)} = \{ \text{compress}_{\subseteq}(P) \mid P \in S_{\text{SUBSET}(I,N)} \}.
\]

Hence \( |S_{\text{SUBSET}(\text{compress}_{\subseteq},N)}| \leq |S_{\text{SUBSET}(I,N)}| \). □

**Theorem 3.21.** \( \text{SUBSET}(\text{close}_{\subseteq}) \preceq \text{SUBSET}(\text{compress}_{\subseteq}) \).
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Proof. An induction on $S_{\text{SUBSET}(I,N)}$ (see (3.1)) using lemma 3.18.5 yields:

\[(3.5)\]

$S_{\text{SUBSET}(\text{close }_{\subseteq},N)} = \{ \text{close }_{\subseteq}(P) \mid P \in S_{\text{SUBSET}(I,N)} \}$.

We derive using (3.4) and lemma 3.18.6:

\[
S_{\text{SUBSET}(\text{close }_{\subseteq},N)} = \{ \text{close }_{\subseteq}(P) \mid P \in S_{\text{SUBSET}(I,N)} \} = \{ \text{close }_{\subseteq}(\text{compress }_{\subseteq}(P)) \mid P \in S_{\text{SUBSET}(I,N)} \} = \{ \text{close }_{\subseteq}(P) \mid P \in S_{\text{SUBSET}(\text{compress }_{\subseteq},N)} \}.
\]

Hence $|S_{\text{SUBSET}(\text{close }_{\subseteq},N)}| \leq |S_{\text{SUBSET}(\text{compress }_{\subseteq},N)}|$. □

In the following lemma we employ a relation $\leq$ on transition tuples defined by $(T,b) \leq (T',b')$ iff $T \subseteq T'$ and $b \Rightarrow b'$.

Lemma 3.22. Let $a \in \Sigma$ and $P$ be a transition tuple. Then

1. $\text{compress }_{\subseteq}(P/a) \leq \text{compress }_{\subseteq}(P)/a$,
2. $\text{compress }_{\subseteq}(\text{compress }_{\subseteq}(P)/a) = \text{compress }_{\subseteq}(P/a)$,
3. $\text{close }_{\subseteq}(P) = \text{close }_{\subseteq}(\text{compress }_{\subseteq}(P))$.

Proof. Similar to the proof of lemmas 3.18.2, 3.18.3 and 3.18.6, respectively. □

We can now establish the remaining $\preceq$-relations between the algorithms, which completes the correctness proof of the lattice of figure 3.4.

Theorem 3.23. $\text{TRANSSET}(\text{compress }_{\subseteq}) \preceq \text{TRANSSET}(I)$.

Proof. An induction on $S_{\text{TRANSSET}(I,N)}$ (see (3.2)) using lemma 3.22.2 yields:

\[(3.6)\]

$S_{\text{TRANSSET}(\text{compress }_{\subseteq},N)} = \{ \text{compress }_{\subseteq}(P) \mid P \in S_{\text{TRANSSET}(I,N)} \}$.

Hence $|S_{\text{TRANSSET}(\text{compress }_{\subseteq},N)}| \leq |S_{\text{TRANSSET}(I,N)}|$. □

Theorem 3.24. $\text{TRANSSET}(\text{compress }_{\subseteq}) \preceq \text{SUBSET}(\text{close }_{\subseteq})$.

Proof. From (3.3), (3.5), (3.6) and lemma 3.18.8 we obtain:

\[
S_{\text{TRANSSET}(\text{compress }_{\subseteq},N)} = \{ \text{compress }_{\subseteq}(P) \mid P \in S_{\text{TRANSSET}(I,N)} \} = \{ \text{compress }_{\subseteq}(\text{tuple}(P)) \mid P \in S_{\text{TRANSSET}(I,N)} \} = \{ \text{compress }_{\subseteq}(\text{tuple}(\text{close }_{\subseteq}(P))) \mid P \in S_{\text{TRANSSET}(I,N)} \}.
\]

Hence $|S_{\text{TRANSSET}(\text{compress }_{\subseteq},N)}| \leq |S_{\text{SUBSET}(\text{close }_{\subseteq},N)}|$. □
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**Theorem 3.25.** \( \text{Subset}(\text{close}_<) \preceq \text{Transset}(\text{compress}_<) \).

**Proof.** From (3.3), (3.5), (3.6) and lemmas 3.18.7 and 3.22.3 we obtain:

\[
\begin{align*}
S_{\text{Subset}(\text{close}_<,N)} & \overset{(3.5)}{=} \{ \text{close}_< (P) \mid P \in S_{\text{Subset}(I,N)} \} \\
& \overset{3.18.7}{=} \{ \text{close}_< (\text{tuple}(P)) \mid P \in S_{\text{Subset}(I,N)} \} \\
& \overset{(3.3)}{=} \{ \text{close}_< (P) \mid P \in S_{\text{Transset}(I,N)} \} \\
& \overset{3.22.3}{=} \{ \text{close}_< (\text{compress}_< (P)) \mid P \in S_{\text{Transset}(I,N)} \} \\
& \overset{(3.6)}{=} \{ \text{close}_< (P) \mid P \in S_{\text{Transset}(\text{compress}_<,N)} \}.
\end{align*}
\]

Hence \( |S_{\text{Subset}(\text{close}_<,N)}| \leq |S_{\text{Transset}(\text{compress}_<,N)}| \).

By the last two theorems we have \( |S_{\text{Subset}(\text{close}_<,N)}| = |S_{\text{Transset}(\text{compress}_<,N)}| \) for any input NFA \( N \). Thus, the surjective function \( \text{close}_< \) from \( S_{\text{Transset}(\text{compress}_<,N)} \) to \( S_{\text{Subset}(\text{close}_<,N)} \) constructed in the last proof must be a bijection. It is not hard to see that it therefore is an isomorphism.

### 3.4 Implementation and experiments

We have implemented the algorithms \( \text{Subset}(I) \), \( \text{Transset}(I) \), \( \text{Subset}(\text{close}_<) \), \( \text{Subset}(\text{compress}_<) \) and \( \text{Transset}(\text{compress}_<) \) in the C++ programming language [116]. A set of states or transitions is stored as a tree with the elements in the leaves. All subtrees are shared among the sets to improve memory efficiency. A hash table provides a fast and efficient lookup of existing subtrees.

The experiments are performed on a 64-bits architecture computer having an Intel Core2 Quad 2.40 GHz CPU and 4 GB of RAM. It runs Fedora Core 8 Linux, kernel 2.6.26. The code is compiled using the GNU C++ compiler, version 4.1.2.

Every experiment starts off by minimizing the NFA using simulation equivalence. For this we have implemented our partitioning algorithm (see chapter 4) which is based on [51] and also computes the simulation preorder on the states of the resulting NFA. Every determinization algorithm is applied to this minimized NFA, after which the resulting DFA is minimized by the tool \( \text{ltlmin} \) of the \( \mu \text{CRL} \) toolset\(^1\), version 2.18.3.

#### 3.4.1 Cellular automaton 110

In his book [128], Wolfram studies cellular automata as a model of computation. A *cellular automaton* (CA) consists of a line of white or black cells\(^2\) of which

1. Available at http://www.cwi.nl/~mcrl.
2. Actually, a wide variety of cellular automata can be defined. We consider a basic type here with two colours and a *neighbourhood* of 1.
the colours are changed in every step of the automaton. The colour of a cell in the next step of the automaton’s computation depends on its current colour and those of its left- and right-hand neighbours, as specified by a so-called rule. An example is given in figure 3.5. The rule is depicted in figure 3.5(a). For example, it specifies that if a cell is black and both of its neighbours are black, then that cell becomes white in the next step of the automaton’s evolution (cf. the leftmost part of the rule). It is easy to see that there are 256 such rules. The rules can be numbered uniquely in a straightforward way by taking the bottom row and reading 0 for a white cell and 1 for a black cell. This gives the number for that rule in binary notation. For example, the rule in figure 3.5(a) has number 110 in decimal notation (01101110 in binary).

Figure 3.5(b) shows the evolution of this automaton. The first line is the initial state, for which the colours of the cells have been chosen randomly. Every successive line shows the next step in the evolution and is computed by applying the rule to every subsequence of length 3 on the previous line. The line of white or black cells on which the rule operates can be chosen to be two-way infinite or cyclic. Figure 3.5(b) is an example of the latter: the lines are assumed to “wrap”, meaning that the left-hand neighbour of a cell in the leftmost column is the cell in the rightmost column of the same line, and vice versa. Here, we have chosen a line width of 100 cells and the first 50 steps of the evolution are depicted.

In general, a one-dimensional cellular automaton can be formally represented by a function $\rho : \Sigma^w \rightarrow \Sigma$, the rule, where $\Sigma$ is an alphabet and $w \geq 1$ is the width of the automaton. Given an infinite sequence $\sigma \in \Sigma^\omega$, a step of a CA is an application of $\rho$ to every $w$-length subsequence of $\sigma$, which produces a new infinite sequence. In the example of figure 3.5(a) we have $\Sigma = \{\text{white, black}\}$, $w = 3$ and
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Figure 3.6. Minimal DFAs describing the possible sequences of white and black cells that can occur after 0 steps (a) and 1 step (b) of cellular automaton 110.

ρ is as depicted. In figure 3.5(b) we assume that the infinite sequences σ ∈ Σω are periodic with a period of 100 cells, and only one period is displayed. Periodicity of the input sequence guarantees that the successive sequences are also periodic, with a period of the same size.

Wolfram classifies cellular automata based on the complexity of the patterns that emerge in their evolutions. Four classes are distinguished of which class 1 contains the simplest automata and class 4 the most complex ones. An example of a class-1 automaton is the one with rule 0, which simply colours every cell white in the first step and retains this state in subsequent steps. The complex pattern of figure 3.5(b) identifies automaton 110 as a class-4 automaton. Moreover, Wolfram has shown that the 110 automaton is universal or Turing-complete, which means it can perform exactly the same computations a Turing machine can. To be precise: given a (possibly universal) Turing machine M, there are finite sequences ρ, ν ∈ {w, b}∗ as well as an encoding of any (finite) input sequence σ of M as a finite sequence σ′ ∈ {w, b}∗, such that the behaviour of M on the input σ is in some sense mimicked (through a complicated encoding) by the evolution of cellular automaton 110 on the infinite input sequence composed of σ′, flanked on the left and right by infinitely many repetitions of ρ and ν, respectively.

As described in [127], the possible finite sequences appearing as a continuous subsequence of the infinite sequence obtained after n steps of a given cellular automaton (starting from a random input sequence) constitute a language that can be described by a DFA. For example, the DFA that describes the possible sequences after 0 steps of cellular automaton 110 is depicted in figure 3.6(a): any sequence of white or black cells is allowed. The DFA after 1 step is shown in figure 3.6(b). Both DFAs are minimal and all states are final, except for omitted sink states. It is known that for some rules, the size of these DFAs increases exponentially in n (cf. [117]). Rule 110 exhibits this phenomenon.

We have generated the minimal DFAs for steps 1 through 6 of this cellular automaton using the implemented algorithms. Given the NFA N for any of these
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steps, we minimize \( N \) modulo simulation equivalence to yield the NFA \( N \leftrightarrow \). The simulation preorder on \( N \leftrightarrow \) is also known after this minimization. Next, each of the determinization algorithms is applied to \( N \leftrightarrow \) to produce a DFA \( D \), which is then minimized to yield the DFA \( D_m \). The algorithms \( \text{SUBSET}(I) \) and \( \text{TRANSSET}(I) \) are applied to \( N \) as well in order to assess the benefit of minimization prior to determinization. This gives a total of seven DFAs for every step.

For every generated automaton, we measure the amount of time and memory needed to produce it, and record the number of states. The most interesting results are those for steps 4 through 6, which are shown in table 3.1. It turns out that the costs in time and memory of minimization under \( \leftrightarrow \) is very small compared to the costs of the subsequent determinization process, and that it makes the overall algorithm much more efficient. For step 6, the \( ? \)-marks indicate that \( \text{SUBSET}(I) \) and \( \text{TRANSSET}(I) \) ran out of the four gigabytes of memory, both on input \( N \) and on input \( N \leftrightarrow \). The \( \dagger \)-marks mean that we terminated \( \text{SUBSET}(\text{close}_\subset) \) prematurely after roughly 44 hours of computation without measuring its memory consumption. Consequently, the data for minimization could not be collected in these cases, as indicated by the question marks. The algorithms that use \( \text{compress}_\subset \) clearly outperform the others, in both memory and time efficiency. Every algorithm that uses a function other than \( I \) generates a DFA that is an order of magnitude smaller than that of its \( I \)-counterpart.

3.4.2 Random automata

In [118], Tabakov and Vardi experimentally evaluate the performance of several automata algorithms by running them on randomly generated automata. In their model, the randomly generated NFAs have an alphabet \( \Sigma = \{0, 1\} \). The parameters that can be set by the user are the number of states \( N \), the \textit{transition density} \( r \), and the \textit{final state density} \( f \). The transition density indicates the ratio of the number of transitions to the number of states \( N \) for a given label \( a \in \Sigma \). The final state density indicates the ratio of the number of final states \( |F| \) to \( N \). For example, if we choose \( N = 20 \), \( r = 2.0 \) and \( f = 0.4 \), the resulting NFA will have twenty states, forty 0-transitions, forty 1-transitions and eight final states.

The generated automaton need not be connected: for every label \( a \in \Sigma \) transitions are added by repeatedly choosing two states \( s, t \) at random and adding the transition \((s, a, t)\) only if it does not already exist, until the number of \( a \)-transitions equals (or exceeds) \( r \cdot N \). So, if the transitions are chosen poorly or the transition density is not high enough, not all states are reachable from the initial state.

For our experiments, \( N \) ranges from 10 to 100 with steps of 10, \( r \) ranges from 0.25 to 4.0 with steps of 0.25, and \( f \) ranges from 0.0 to 1.0 with steps of 0.2. For every combination of parameter values, we generate 100 random NFAs, giving a grand total of 96,000 automata. Every automaton is first minimized under simulation equivalence: this step is not included in our measurements. Each of the resulting automata is determinized in turn by each of the algorithms and subsequently minimized. We measure the time, memory and size of the intermediate
### Table 3.1. Results for canonizing the NFAs of steps 4, 5 and 6 of CA 110.

Sizes of $N$, $N_{\equiv}$ and $D_m$, and costs of $\equiv$-minimization per step.

| Step | $|S_N|$ | $|S_{N_{\equiv}}|$ | $|S_D|$ | Time (sec.) | Memory (MB) |
|------|--------|------------------|-------|-----------|-------------|
| 4    | 800    | 228              | 1357  | <0.1      | 0.4         |
| 5    | 5224   | 1421             | 18824 | 1.3       | 5.9         |
| 6    | 73905  | 18934            | 136401| 490.0     | 425.2       |

#### Results for step 4.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Time (sec.)</th>
<th>Memory (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subset($I$, $N$)</td>
<td>1.1</td>
<td>0.2</td>
</tr>
<tr>
<td>Transset($I$, $N$)</td>
<td>0.8</td>
<td>0.1</td>
</tr>
<tr>
<td>Subset($I$, $N_{\equiv}$)</td>
<td>0.2</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>Transset($I$, $N_{\equiv}$)</td>
<td>0.4</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>Subset($\text{close}<em>{\subseteq}$, $N</em>{\equiv}$)</td>
<td>1.0</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>Transset($\text{compress}<em>{\subseteq}$, $N</em>{\equiv}$)</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
</tbody>
</table>

#### Results for step 5.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Time (sec.)</th>
<th>Memory (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subset($I$, $N$)</td>
<td>611</td>
<td>55</td>
</tr>
<tr>
<td>Transset($I$, $N$)</td>
<td>253</td>
<td>36</td>
</tr>
<tr>
<td>Subset($I$, $N_{\equiv}$)</td>
<td>93</td>
<td>24</td>
</tr>
<tr>
<td>Transset($I$, $N_{\equiv}$)</td>
<td>130</td>
<td>24</td>
</tr>
<tr>
<td>Subset($\text{close}<em>{\subseteq}$, $N</em>{\equiv}$)</td>
<td>1285</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Transset($\text{compress}<em>{\subseteq}$, $N</em>{\equiv}$)</td>
<td>2</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Transset($\text{compress}<em>{\subseteq}$, $N</em>{\equiv}$)</td>
<td>12</td>
<td>&lt;1</td>
</tr>
</tbody>
</table>

#### Results for step 6.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Time (sec.)</th>
<th>Memory (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subset($I$, $N$)</td>
<td>†</td>
<td>?</td>
</tr>
<tr>
<td>Transset($I$, $N$)</td>
<td>†</td>
<td>?</td>
</tr>
<tr>
<td>Subset($I$, $N_{\equiv}$)</td>
<td>†</td>
<td>?</td>
</tr>
<tr>
<td>Transset($I$, $N_{\equiv}$)</td>
<td>†</td>
<td>?</td>
</tr>
<tr>
<td>Subset($\text{close}<em>{\subseteq}$, $N</em>{\equiv}$)</td>
<td>†</td>
<td>?</td>
</tr>
<tr>
<td>Transset($\text{compress}<em>{\subseteq}$, $N</em>{\equiv}$)</td>
<td>794</td>
<td>30</td>
</tr>
<tr>
<td>Transset($\text{compress}<em>{\subseteq}$, $N</em>{\equiv}$)</td>
<td>170</td>
<td>29</td>
</tr>
</tbody>
</table>
3.4. Implementation and experiments

DFA of each run of an algorithm. For each combination of parameter values and an algorithm we take the mean of the 100 measurements.

The size of the minimal DFA for \( N = 100 \) is plotted in figure 3.7. Every data point is the mean (solid line) or standard deviation (dashed line) of the 100 minimal DFAs that were generated for that point. We see the same phenomena as noticed in [118]: apart from the case \( f = 0 \), the final state density does not have a noteworthy effect on the size of the minimal DFA, but the transition density does. The mean size shows a clear peak at \( r = 1.25 \). For this value, the standard deviation is about as large as the mean, indicating that there is quite some variance in the data. For example, for \( r = 1.25 \) and \( f = 0.40 \) the mean is 44,213, the standard deviation is 36,182 and the sizes of the minimal DFAs range from 296 to 179,757. For other values of \( N \) the plot has the same shape as that of figure 3.7.

Because the final state density does not seem to influence the results that much, we fix \( f = 0.40 \). In plate I we have plotted the mean size of the minimal DFA with the NFA size \( (N) \) along the \( y \)-axis. We see that the NFA size really matters for values of \( r \) that are in the range 0.75–1.50. Outside of this range, the size of the minimal DFA remains almost constant as the size of the NFA increases. At \( r = 1.25 \) the effect of the NFA size is most dramatic: the mean size of the minimal DFA at \( N = 100 \) is more than 2,000 times as large as the mean size at \( N = 10 \).

To compare the determinization algorithms, we fix \( f = 0.40 \) and \( N = 100 \). In plates II–IV we have plotted the size of the DFA after determinization, and the amount of time and memory needed for determinization and minimization against

Figure 3.7. Mean and standard deviation of size of minimal DFA \((N = 100)\).
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the transition density \( r \), for each of the implemented algorithms. Again, every data point is the mean of 100 experiments.

In plate II we see that \( \text{Subset}(\mathcal{I}) \) and \( \text{Subset}(\text{compress}_{\subseteq}) \) generate significantly larger DFAs than the other algorithms for all values of \( r \). For \( r \leq 1.00 \) these DFAs are very close (if not equal) to the minimal DFAs. We also see that for \( r > 3 \) the DFA generated by \( \text{Transset}(\mathcal{I}) \) is slightly larger than the ones generated by \( \text{Subset}(\text{close}_{\subseteq}) \) and \( \text{Transset}(\text{compress}_{\subseteq}) \). Note that the measurements are in accordance with our lattice.

It is clear from the time plot of plate III that \( \text{Subset}(\mathcal{I}) \) is the fastest algorithm. A mean value of 0.001 indicates that the runs were too fast to allow proper measuring. \( \text{Subset}(\text{compress}_{\subseteq}) \) is as fast as \( \text{Subset}(\mathcal{I}) \) for \( 0.25 \leq r \leq 1 \), but for larger \( r \)-values it becomes slower, ending up in fourth place for \( r > 2 \). Overall, \( \text{Transset}(\text{compress}_{\subseteq}) \) can be considered the slowest algorithm.

Regarding memory consumption (plate IV), the \( \text{Subset}(f) \) algorithms overall outperform the \( \text{Transset}(f) \) algorithms, with \( \text{Subset}(\text{close}_{\subseteq}) \) being the most memory efficient. The curve for \( \text{Subset}(\text{compress}_{\subseteq}) \) closely follows the one for \( \text{Subset}(\mathcal{I}) \), but \( \text{Subset}(\text{compress}_{\subseteq}) \) performs slightly better for \( r < 2 \). Given the fact that \( \text{Subset}(\text{close}_{\subseteq}) \) and \( \text{Transset}(\text{compress}_{\subseteq}) \) produce the same DFA, the former is preferable as it has better time and space performance. Overall, \( \text{Subset}(\mathcal{I}) \) and \( \text{Subset}(\text{close}_{\subseteq}) \) have the best performance; \( \text{Subset}(\text{close}_{\subseteq}) \) appears to use around 20% less memory overall, but \( \text{Subset}(\mathcal{I}) \) is significantly faster.

3.5 Conclusions

Determinization plays an important role in deciding language and trace preorder and equivalence. We have presented a schematic generalization of the well-known determinization algorithm, subset construction, that allows for a function to be applied to every generated set of states. We have given a similar scheme for a variant of subset construction that operates on sets of transitions rather than states. Next, we instantiated these schemes with several set-expanding or set-reducing functions to obtain various determinization algorithms. One of these algorithms even produces the minimal DFA directly, but its use of the PSPACE-hard language preorder renders it impractical. As our aim is to reduce the average-case workload in practice, we instead use the PTIME-decidable simulation preorder in the other algorithms. We have classified all presented algorithms in a lattice, based on the sizes of the DFAs they produce. This is a natural criterion, as the worst-case complexities are the same for all algorithms.

To assess their performance, we have implemented and experimentally evaluated the algorithms. The experiments comprised NFAs describing patterns in the elementary cellular automaton with rule number 110 and randomly generated NFAs. On the cellular automaton examples, the algorithms that use a function to reduce the computed sets, convincingly outperformed the others. On the random
automata, three of the algorithms generated smaller DFAs than subset construction, which led to less memory consumption in some cases. In particular, our algorithm $\text{SUBSET}(\text{close}_*)$ systematically outperforms the standard subset construction in memory consumption. However, the gain is relatively small, and goes at the expense of the speed of the algorithm.

Clearly many more algorithms can be constructed based on our algorithm schemes by substituting various functions, depending on the specific needs and applications. Moreover, the functions we defined here could be equipped with any suitable preorder or partial order, e.g. from the linear-time–branching-time spectrum [55]. We believe that our alternatives to subset construction are particularly beneficial in cases where standard subset construction is known to leave a large gap between the generated DFA and the minimal one. The cellular-automaton experiments deal with such a situation and supports this theory.
Plate I. Mean size of minimal DFA ($f = 0.40$).

Plate II. Mean size of intermediate and minimal DFAs ($N = 100, f = 0.40$).
Plate III. Mean time needed for canonization ($N = 100, f = 0.40$).

Plate IV. Mean peak memory needed for canonization ($N = 100, f = 0.40$).
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Simulation Equivalence

4.1 Introduction

The simulation preorder plays a crucial role in compositional verification and model checking. It is a natural preorder to use for matching an implementation with a specification when preservation of the branching structure is important. Also, deciding the simulation preorder on processes is often an appropriate method of showing that two systems are related by a weaker preorder, that may be suitable for the task at hand. In applications where deadlock behaviour is crucial, the ready simulation preorder \cite{10} is widely regarded to be an appropriate behavioural refinement relation. Via a straightforward reduction (the computation of the initial partition $ER_1$ in \cite{11}), finding a ready simulation between two processes is as hard as finding a plain simulation. In applications where deadlock behaviour plays no role, trace inclusion is often proposed as an appropriate refinement relation. However, deciding trace inclusion on finite-state processes is PSPACE-hard \cite{115}, and as the simulation preorder is the coarsest preorder included in trace inclusion that is PTIME-decidable \cite{11, 19, 51, 72, 111, 119}, establishing a simulation between two processes is a favourite way of showing that they are related by trace inclusion.

Simulation equivalence can be used directly in equivalence checking of finite-state processes. As shown in \cite{31} and \cite{90}, respectively, it preserves the existential and universal fragments of CTL*, as well as the standard modal $\mu$-calculus. This makes it possible to combat the state explosion problem in model checking by minimizing the state space of a given system modulo simulation equivalence before checking the validity of relevant properties within that fragment. Given that simulation equivalence is a congruence for parallel composition \cite{68}, components in parallel compositions can even be minimized individually.

In many practical verifications, space rather than time becomes the bottleneck as the input graph grows \cite{30, 46, 51, 76}. Hence, simulation algorithms with minimal space complexity are of particular interest. These are the ones by Bustan
and Grumberg [19] and by Gentilini, Piazza and Policriti [51]. For an input graph with \(N\) states, \(T\) transitions and \(S\) simulation equivalence classes, the space complexity of both algorithms is \(O(S^2 + N \log S)\). This can be considered minimal: \(O(S^2)\) space is needed for storing the simulation preorder as a partial order on simulation equivalence classes and \(O(N \log S)\) space is needed to store for every state, the equivalence class to which it belongs. Of these algorithms, the one by Gentilini et al. has a better time complexity: \(O(S^2 \cdot T)\). A more time-efficient algorithm is the one by Ranzato and Tapparo [111] (\(O(S \cdot T)\)), but this algorithm is less space-efficient (\(O(S \cdot N \log N)\)).

The approach of Gentilini et al. represents the simulation problem as a generalized coarsest partition problem (GCPP), see section 4.3. According to the authors, this problem can be solved by approximating the greatest fixed point of a decreasing operator on partition pairs that they define in their paper. They give a partitioning algorithm to compute this fixed point for any legal input. We recall this definition and a part of the algorithm in section 4.4. In section 4.5 we show that the operator is flawed because it is not uniquely defined for all partition pairs. We give an instance of the GCPP for which repeated application of the operator does not lead to a unique fixed point. We also show that on this example the partitioning algorithm irrevocably allocates two simulation-equivalent states to different simulation-equivalence classes, and subsequently deadlocks.

In section 4.6 we define a simple, yet inefficient fixed-point operator for which we prove correctness. This operator is not meant to be an improvement over the original one, but merely serves as an expedient for establishing correctness of the algorithm that we present in section 4.7. This algorithm is obtained from that of Gentilini et al. by means of a few simple corrections. Yet its correctness proof requires entirely new techniques and is surprisingly intricate. In section 4.8 an implementation of our algorithm is described in order to show that it has the same time and space complexities as the original algorithm.

The original paper [51] studies the simulation problem in the context of finite vertex-labelled graphs. For the sake of clarity and easy comparison, we work in the same context in this chapter. Finite vertex-labelled graphs correspond with the finite abstract domain \(T^{fa}\) except for the absence of a root vertex, which does not make any difference for the problem of determining the simulation preorder on all vertices of a given graph. We define the simulation problem on finite vertex-labelled graphs in section 4.2.

4.2 Preliminaries

Finite vertex-labelled graphs are simply called *labelled graphs* in this chapter. For a labelled graph \((V, \rightarrow, L)\) and \(a \in V\) the specific label \(L(a)\) is irrelevant for our purposes. Therefore, we represent the labelling function \(L\) as the partition \(\Sigma\) over \(V\) that it induces: for all \(a, b \in V\) we have \([a]_\Sigma = [b]_\Sigma\) iff \(L(a) = L(b)\). A labelled graph is then written as \((V, \rightarrow, \Sigma)\) where \(V\) is finite. For a graph \((V, \rightarrow)\),
4.3. The generalized coarsest partition problem

Given a graph $G = (V, \rightarrow)$, a partition pair over $G$ is a pair $\langle \Sigma, P \rangle$ where $\Sigma$ is a partition over $V$ and $P \subseteq \Sigma \times \Sigma$ is a reflexive, acyclic relation on $\Sigma$ (see section 2.2.1 for the notion of acyclicity that we use here). A partition pair $\langle \Sigma, P \rangle$ is called transitive if $P$ is transitive, and hence a partial order. Given a partition $\Sigma$, a partition $\Pi$ finer than $\Sigma$, and a relation $P$ on $\Sigma$, we denote by $P(\Pi)$ the induced relation of $P$ on $\Pi$:

$$P(\Pi) := \{ (\alpha, \beta) \in \Pi \times \Pi \mid \exists (\alpha', \beta') \in P. \alpha \subseteq \alpha' \land \beta \subseteq \beta' \}.$$

We define a partial order $\leq$ on partition pairs as follows: $\langle \Pi, Q \rangle \leq \langle \Sigma, P \rangle$ iff $\Pi$ is finer than $\Sigma$ and $Q \subseteq P(\Pi)$. Given a graph $G = (V, \rightarrow)$, a partition pair $\langle \Sigma, P \rangle$ over $G$ is stable with respect to $\rightarrow$ [51] iff:

$$\forall \alpha, \beta, \gamma \in \Sigma. ((\alpha, \beta) \in P \land \alpha \rightarrow_{\exists} \gamma) \implies \exists \delta \in \Sigma. (\gamma, \delta) \in P \land \beta \rightarrow_{\forall} \delta.$$

In words, stability means that if a block $\alpha$ is related to $\beta$ in $P$ and some state in $\alpha$ can perform a transition to a state in a block $\gamma$, then all states in $\beta$ must be able to mimic this transition: there must be a block $\delta$ that is larger than $\gamma$ in $P$, and to which every state in $\beta$ has a transition.

Given a graph $G = (V, \rightarrow)$ and a partition pair $\langle \Sigma, P \rangle$ over $G$, the **generalized coarsest partition problem** (GCPP) [51] consists in finding a $\leq$-maximal partition pair $\langle \Xi, \leq \rangle$ such that $\langle \Xi, \leq \rangle \leq \langle \Sigma, P^+ \rangle$ and $\langle \Xi, \leq \rangle$ is stable with respect to $\rightarrow$. 

For any labelled graph $(V, \rightarrow, \Sigma)$ a relation $R \subseteq V \times V$ is a simulation iff for any $a, b \in V$, $a R b$ implies:

- $[a]_\Sigma = [b]_\Sigma$, and
- $\forall c \in V. a \rightarrow c \implies \exists d \in V. b \rightarrow d \land c R d$.

The simulation preorder $\subseteq$ on $V$ is now defined as the largest simulation and simulation equivalence $\leftrightarrow$ is the induced equivalence (cf. definition 2.7).

Given a labelled graph $G$, the **simulation problem** over $G$ consists in finding the simulation preorder $\subseteq$ on $G$. A variant of the simulation problem asks, given a labelled graph $(V, \rightarrow, \Sigma)$ and two vertices $a, b \in V$, whether $a \subseteq \rightarrow b$. In general, no methods to solve this problem are known that are more efficient than computing the entire relation $\subseteq \rightarrow \subseteq V \times V$ and looking up whether $(a, b) \in \subseteq \rightarrow$.

Another variant of the simulation problem merely asks to find the simulation equivalence relation $\leftrightarrow$ rather than the preorder $\subseteq$. Again, no methods to solve that problem are known that do not amount to finding $\subseteq \rightarrow$ as well.
4.3.1 The simulation problem as a GCPP

We now represent the simulation problem as a GCPP, in the following way. It is well known that there is a bijective correspondence between preorders on a set \( S \) and partitions over \( S \) that are equipped with a partial order on the blocks – i.e. partition pairs over \( S \). In particular, as we prove below, simulations on a labelled graph \( G = (V,\rightarrow,\Sigma) \) correspond bijectively with partition pairs over \( (V,\rightarrow) \) that are stable with respect to \( \preceq \) and at most as large as \( (\Sigma,\mathcal{T}) \). It then follows that the simulation preorder (being the largest simulation) on \( G \) corresponds with the \( \leq \)-largest stable partition pair over \( (V,\rightarrow) \) that is at most as large as \( (\Sigma,\mathcal{T}) \).

Formally, let \( G = (V,\rightarrow,\Sigma) \) be a labelled graph. For any preorder \( \sqsubseteq \) on \( V \) we define the partition pair \( \text{PP}(\sqsubseteq) := (\Pi,\preceq) \) as follows: \( \Pi \) is the set of equivalence classes of \( V \) with respect to the equivalence relation \( \equiv \) induced by \( \sqsubseteq \), and \( \preceq \) is given by \( [a]_{\Pi} \preceq [b]_{\Pi} \) if \( a \sqsubseteq b \). Note that \( \preceq \) is a partial order. Conversely, for any partition pair \( (\Pi,\mathcal{Q}) \) over the graph \( (V,\rightarrow) \), let the relation \( R_{(\Pi,\mathcal{Q})} \subseteq V \times V \) be defined as follows: \( R_{(\Pi,\mathcal{Q})} := \{(a,b) \mid \exists (\alpha,\beta) \in \mathcal{Q} . a \in \alpha \land b \in \beta \} \). Observe that for any preorder \( \sqsubseteq \) we have \( R_{\text{PP}(\sqsubseteq)} \subseteq \sqsubseteq \).

**Lemma 4.1.** For any partition pairs \( (\Pi,\mathcal{Q}) \) and \( (\Pi',\mathcal{Q}') \), it holds that \( (\Pi,\mathcal{Q}) \leq (\Pi',\mathcal{Q}') \) if and only if \( R_{(\Pi,\mathcal{Q})} \subseteq R_{(\Pi',\mathcal{Q}')} \).

**Proof.** Suppose \( (\Pi,\mathcal{Q}) \leq (\Pi',\mathcal{Q}') \) and take \((a,b) \in R_{(\Pi,\mathcal{Q})} \). Then we have \((\alpha,\beta) \in \mathcal{Q} \) such that \( a \in \alpha \land b \in \beta \). Observe that \((\alpha,\beta) \in \mathcal{Q}'(\Pi) \). Then also \( \exists (\alpha',\beta') \in \mathcal{Q}' \). From which it follows that \( \Pi \) is finer than \( \Pi' \). In the case that \( \alpha = \beta \) we also have \((b,a) \in R_{(\Pi,\mathcal{Q})} \), from which it follows that \( \Pi \) is finer than \( \Pi' \). In the general case we have \((\alpha',\beta') \in \mathcal{Q}' \) such that \( a \in \alpha' \) and \( b \in \beta' \). As \( \Pi \) is finer than \( \Pi' \) we have \( \alpha \subseteq \alpha' \) and \( \beta \subseteq \beta' \), hence \( (\alpha,\beta) \in \mathcal{Q}'(\Pi) \) and thus \( Q \leq Q' \).

**Lemma 4.2.** Let \( G = (V,\rightarrow,\Sigma) \) be a labelled graph and \( \sqsubseteq \) be a preorder on \( V \). If \( \sqsubseteq \) is a simulation then \( \text{PP}(\sqsubseteq) \) is stable with respect to \( \preceq \) and \( \text{PP}(\sqsubseteq) \preceq (\Sigma,\mathcal{T}) \).

**Proof.** Suppose that \( \sqsubseteq \) is a simulation. Let \( (\Pi,\preceq) := \text{PP}(\sqsubseteq) \) and \( \equiv := \sqsubseteq \cap \sqsubseteq^{-1} \). Obviously, for any \( a,b \in V \) we have \( a \sqsubseteq b \implies [a]_{\Sigma} = [b]_{\Sigma} \), hence \( (\Pi,\preceq) \preceq (\Sigma,\mathcal{T}) \).

Take \( \alpha,\beta,\gamma \in \Pi \) such that \( \alpha \leq \beta \) and \( \alpha \rightarrow_{3} \gamma \). Then \( \exists a \in \alpha . a \rightarrow \gamma \). Take that \( a, \gamma \in \beta \). As \( a \sqsubseteq b \), we have \( \exists \delta \in \Pi . \gamma \leq \delta \land b \rightarrow \delta' \). Hence \( \beta \rightarrow_{3} \delta' \).

As \( \preceq \) is a partial order on a finite set, let \( \delta \) be a \( \preceq \)-maximal element of \( \Pi \) larger than \( \delta' \) such that \( \beta \rightarrow_{3} \delta \), i.e. \( \delta' \leq \delta \) and \( \forall \epsilon \in \Pi . \delta \leq \epsilon \land \beta \rightarrow_{3} \epsilon \implies \epsilon = \delta \). Note that \( \gamma \leq \delta \). As \( \beta \rightarrow_{3} \delta \), \( \exists b_{0} \in \beta . b_{0} \rightarrow \delta \). For any \( b \in \beta \) we have \( b_{0} \sqsubseteq b \), so \( \exists \delta \in \Pi . \delta \leq b \land b \rightarrow \delta \). Hence \( \beta \rightarrow_{\mathcal{T}} \delta \).

**Lemma 4.3.** Let \( G = (V,\rightarrow,\Sigma) \) be a labelled graph and \((\Pi,\mathcal{Q}) \) be a partition pair over \((V,\rightarrow)\). If \((\Pi,\mathcal{Q}) \) is stable with respect to \( \rightarrow \) and \((\Pi,\mathcal{Q}) \leq (\Sigma,\mathcal{T}) \) then \( R_{(\Pi,\mathcal{Q})} \) is a simulation.
4.4. The original GCPP solution

Proof. Suppose that $(\Pi, Q)$ is stable with respect to $\rightarrow$ and $(\Pi, Q) \leq (\Sigma, I)$. Take $(a, b) \in R_{\Pi,Q}$, and let $\alpha = [a]_{\Pi}$ and $\beta = [b]_{\Pi}$. As $(\alpha, \beta) \in Q$ and $(\Pi, Q) \leq (\Sigma, I)$ we have that $(\alpha, \beta) \in I(\Pi)$. Hence $([a]_{\Pi}, [b]_{\Pi}) \in I$ which implies that $[a]_{\Sigma} = [b]_{\Sigma}$. Now suppose that $a \rightarrow c$ for some $c \in V$, and let $\gamma = [c]_{\Pi}$. Then $\alpha \rightarrow_{\Pi} \gamma$ and, by stability of $(\Pi, Q)$, $\exists \delta \in \Pi. (\gamma, \delta) \in Q \land \beta \rightarrow_{\gamma} \delta$. Hence there is a $d \in \delta$ such that $b \rightarrow d$ and, by definition, $(c, d) \in R_{\Pi,Q}$. Hence, $R_{\Pi,Q}$ is a simulation. 

Theorem 4.4. For any labelled graph $(V, \rightarrow, \Sigma)$, $PP(\subseteq)$ is the solution of the GCPP on $(V, \rightarrow)$ and $(\Sigma, I)$.

Proof. By lemma 4.2 $PP(\subseteq)$ is stable with respect to $\rightarrow$ and $PP(\subseteq) \leq (\Sigma, I)$. Let $(\Pi, Q) \leq (\Sigma, I)$ be another partition pair that is stable with respect to $\rightarrow$. Then by lemma 4.3, $R_{\Pi,Q}$ is a simulation, hence $R_{\Pi,Q} \subseteq \subseteq$. Then by lemma 4.1, $(\Pi, Q) \leq PP(\subseteq)$, so $PP(\subseteq)$ is the $\subseteq$-largest partition pair that is stable with respect to $\rightarrow$ and smaller than $(\Sigma, I)$.

In particular, theorem 4.4 implies that the GCPP, when applied to partition pairs of the form $(\Sigma, I)$ (plain partitions), always has a unique solution $(\Sigma, \subseteq)$, in which moreover $\subseteq$ is always a partial order.\footnote{\textsuperscript{1}}

4.4 The original GCPP solution

To solve the GCPP, Gentilini et al. [51] introduce the following operator, of which we show that it is well-defined in section 4.5.

Definition 4.5 (definition 4.11 of [51]). Let $G = (V, \rightarrow)$ be a graph and $(\Sigma, P)$ be a partition pair over $G$. The partition pair $(\Pi, Q) = \sigma((\Sigma, P))$ is defined as follows:

$(1\sigma)$ $\Pi$ is the coarsest partition finer than $\Sigma$ such that

(a) $\forall \alpha \in \Pi. \forall \gamma \in \Sigma. \alpha \rightarrow_{\Pi} \gamma \implies \exists \delta \in \Sigma. ((\gamma, \delta) \in P \land \alpha \rightarrow_{\delta})$

(b) $Q$ is maximal such that $Q \subseteq P(\Pi)$ and if $(\alpha, \beta) \in Q$, then

(b) $\forall \gamma \in \Sigma. \alpha \rightarrow_{\gamma} \gamma \implies \exists \gamma' \in \Sigma. ((\gamma, \gamma') \in P \land \beta \rightarrow_{\gamma'} \gamma')$

(c) $\forall \gamma \in \Pi. \alpha \rightarrow_{\gamma} \gamma \implies \exists \gamma' \in \Pi. ((\gamma, \gamma') \in Q \land \beta \rightarrow_{\gamma'} \gamma')$

Condition (a) expresses that any block $\alpha$ of the finer partition $\Pi$ has to be stable with respect to itself. Conditions (b) and (c) restrict the pairs $(\alpha, \beta)$ that may occur in $Q$: if every state of $\alpha$ has a transition to a block $\gamma$ then there must be a state in $\beta$ that can go to a block $\gamma'$ that is larger than $\gamma$. Otherwise, it is certain that no sub-block of $\alpha$ will ever be stable with respect to any sub-block of $\beta$, so $(\alpha, \beta)$ has to be removed from $Q$. Condition (b) applies this restriction with respect to $(\Sigma, P)$ and condition (c) applies it with respect to $(\Pi, Q)$ itself.

\footnote{The same reasoning extends to the GCPP applied to any partition pairs, but this requires considering simulations on structures of the form $(V, \rightarrow, \Sigma)$ with $(V, \rightarrow, \Sigma)$ a labelled graph, and $\leq$ a partial order on $\Sigma$; the first clause in the definition of simulation then becomes $[a]_{\Sigma} \leq [b]_{\Sigma}$.
Gentilini et al. argue that applying $\sigma$ iteratively to an initial partition pair $\langle \Sigma_0, P_0 \rangle$ yields a sequence $\{\langle \Sigma_i, P_i \rangle\}_{i \geq 0}$ with $\langle \Sigma_{i+1}, P_{i+1} \rangle = \sigma(\langle \Sigma_i, P_i \rangle)$. By construction, this sequence is decreasing, i.e. $\langle \Sigma_{i+1}, P_{i+1} \rangle \leq \langle \Sigma_i, P_i \rangle$. Hence it will reach a fixed point $\langle \Sigma_k, P_k \rangle = \sigma(\langle \Sigma_k, P_k \rangle)$, which is the solution to the GCPP.

Applying this, they give a partitioning algorithm to solve the GCPP. We call it $\text{PA}_\text{GPP}$ and have included it here as algorithm 4.1. It takes a graph $(V, \rightarrow)$ and a transitive partition pair $\langle \Sigma, P \rangle$ as input and repeatedly calls the following functions until a fixed point is reached: $\text{REFINE}_\text{GPP}$, which computes the partition $\Pi$ of $\langle 1\sigma \rangle$, and $\text{UPDATE}_\text{GPP}$, which computes the relation $Q$ of $\langle 2\sigma \rangle$. The Boolean variable change is set to $\top$ by $\text{REFINE}_\text{GPP}$ iff its output partition differs from its input partition. We have included the $\text{REFINE}_\text{GPP}$ function as algorithm 4.2. In line 4 of this algorithm, a “reverse topological sorting of $\Sigma_i$ with respect to $P_i$” is an ordered list of the elements of $\Sigma_i$ such that if $(\gamma, \delta) \in P_i$ then $\delta$ is before $\gamma$ in the list. The $\text{UPDATE}_\text{GPP}$ function is included as algorithm 4.3. It uses the $\text{NEW\_HHK}$ function (algorithm 4.4) to refine the induced relation $P_i(\Sigma_i+1)$ in two steps, yielding the relation $P_{i+1}$. In line 2 of $\text{UPDATE}_\text{GPP}$, the structure $(\Sigma_{i+1}, -^{\text{ind}}_\exists, -^{\text{ind}}_\forall)$ is called the $\exists\forall$-induced quotient structure over $\Sigma_{i+1}$, and the relations $-^{\text{ind}}_\exists$ and $-^{\text{ind}}_\forall$ on $\Sigma_{i+1}$ are defined as follows [51]:

$$
\begin{align*}
-^{\text{ind}}_\exists &:= -_\exists \\
-^{\text{ind}}_\forall &:= \{(a, \beta) \in -^{\text{ind}}_\exists \mid \exists \beta' \in \Sigma_i, \beta \subseteq \beta' \land a \rightarrow_\forall \beta'\}.
\end{align*}
$$

### 4.5 Incorrectness of the operator $\sigma$

Following the definition of $\sigma$, it is claimed in [51] that for any partition pair $\langle \Sigma, P \rangle$, if $\langle \Pi, Q \rangle = \sigma(\langle \Sigma, P \rangle)$ then $Q$ is acyclic. We give a counterexample to this claim.

**Counterexample 4.6.** Consider the graph in figure 4.1(a) and the partition pair $\langle \Sigma, P \rangle$ with $\Sigma = \{a_1, a_2, \beta, \gamma, \delta\}$ as depicted and $P = I \cup \{(\beta, \delta), (\delta, \gamma)\}$. Let $\langle \Pi, Q \rangle = \sigma(\langle \Sigma, P \rangle)$, then

$$
\Pi = \{a_1, a_2, \beta, \gamma, \delta\} \quad Q = I \cup \{(a_1, a_2), (a_2, a_1), (\beta, \delta), (\delta, \gamma)\}
$$

where $a_1 = \{a_1\}$ and $a_2 = \{a_2\}$. $Q$ is not acyclic, which counters the claim. □

This counterexample shows that applying $\sigma$ to a given partition pair does not necessarily yield another partition pair, because the resulting relation need not be acyclic. However, a more fundamental property of $\sigma$ turns out not to hold. Theorem 4.13 of [51] states that for every partition pair $\langle \Sigma, P \rangle$ there exists a unique $\leq$-maximal partition pair $\langle \Pi, Q \rangle \leq \langle \Sigma, P \rangle$ satisfying conditions (a), (b) and (c) of definition 4.5, i.e. the $\sigma$ operator is well-defined, and a function. This statement is refuted by the following example.

**Counterexample 4.7.** Consider the graph in figure 4.1(b) and the partition pair $\langle \Sigma, P \rangle$ with $\Sigma = \{\alpha, \beta, \gamma, \delta\}$ as depicted and $P = I \cup \{(\beta, \gamma), (\gamma, \delta)\}$. Let $\langle \Pi, Q \rangle$
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Algorithm 4.1. The partitioning algorithm of [51]: $\text{PA}_{\text{GPP}}((V,\rightarrow), (\Sigma, P))$

1: $\Sigma_0 := \Sigma$; $P_0 := P$;
2: change := $\top$; $i := 0$;
3: while change do
4:   change := $\bot$;
5:   $\Sigma_{i+1} := \text{Refine}_{\text{GPP}}(\Sigma_i, P_i, \text{change})$;
6:   $P_{i+1} := \text{Update}_{\text{GPP}}(\Sigma_i, P_i, \Sigma_{i+1})$;
7:   $i := i + 1$
8: end while

Algorithm 4.2. The refine function of [51]: $\text{Refine}_{\text{GPP}}(\Sigma_i, P_i, \text{change})$

1: $\Sigma_{i+1} := \Sigma_i$;
2: for all $\alpha \in \Sigma_{i+1}$ do Stable($\alpha$) := $\emptyset$ end for;
3: for all $\gamma \in \Sigma_i$ do Row($\gamma$) := $\{\gamma' | (\gamma,\gamma') \in P_i\}$ end for;
4: Let Sort be a reverse topological sorting of $\Sigma_i$ with respect to $P_i$;
5: while Sort $\neq \emptyset$ do
6:   $\gamma := \text{dequeue}(\text{Sort})$;
7:   $A := \emptyset$;
8:   for all $\alpha \in \Sigma_{i+1}$, $\alpha \rightarrow \beta \gamma$, Stable($\alpha$) $\cap$ Row($\gamma$) = $\emptyset$ do
9:      $\alpha_1 := \alpha \cap \rightarrow^{-1}(\gamma)$;
10:     $\alpha_2 := \alpha \setminus \alpha_1$;
11:    if $\alpha_2 \neq \emptyset$ then
12:       change := $\top$
13:    end if;
14:   $\Sigma_{i+1} := \Sigma_{i+1} \setminus \{\alpha\}$;
15:   $A := A \cup \{\alpha_1, \alpha_2\}$;
16:   Stable($\alpha_1$) := Stable($\alpha$) $\cup$ $\{\gamma\}$;
17:   Stable($\alpha_2$) := Stable($\alpha$);
18: end for;
19: $\Sigma_{i+1} := \Sigma_{i+1} \cup A$;
20: Sort := Sort $\setminus \{\gamma\}$
21: end while;
22: return $\Sigma_{i+1}$
Algorithm 4.3. The update function of [51]: $\text{UPDATE}_{\text{GPP}}(\Sigma_i, P_i, \Sigma_{i+1})$

1: $\text{Ind}_{i+1} := \{ (\alpha_1, \beta_1) \in \Sigma_{i+1} \times \Sigma_{i+1} \mid \exists (\alpha, \beta) \in P_i. \alpha_1 \subseteq \alpha \wedge \beta_1 \subseteq \beta \}$;
2: $\text{Ref}_{i+1} := \text{NEW}_{\text{HHK}}(\Sigma_{i+1}, \rightarrow_{\text{ind}}^\exists, \neg \rightarrow_{\text{ind}}^\exists, \text{Ind}_{i+1}, \bot)$;
3: $P_{i+1} := \text{NEW}_{\text{HHK}}(\Sigma_{i+1}, \rightarrow_3, \neg \rightarrow_2, \text{Ref}_{i+1}, \top)$;
4: return $P_{i+1}$

Algorithm 4.4. The $\text{NEW}_{\text{HHK}}$ function of [51]: $\text{NEW}_{\text{HHK}}(T, R_1, R_2, K, U)$

1: $P := K$;
2: for all $c \in T$ do
3: \hspace{1em} $\text{sim}(c) := \{ e \mid (c, e) \in K \}$;
4: \hspace{1em} $\text{rem}(c) := \{ b \in T \mid \neg \exists d \in \text{sim}(c). (b, d) \in R_1 \}$
5: end for;
6: while $\{ c \mid \text{rem}(c) \neq \emptyset \} \neq \emptyset$ do
7: \hspace{1em} let $c \in \{ c \mid \text{rem}(c) \neq \emptyset \}$;
8: \hspace{1em} while $\text{rem}(c) \neq \emptyset$ do
9: \hspace{2em} let $b \in \text{rem}(c)$;
10: \hspace{2em} $\text{rem}(c) := \text{rem}(c) \setminus \{ b \}$;
11: \hspace{2em} for all $a \in T, (a, c) \in R_2$ do
12: \hspace{3em} if $b \in \text{sim}(a)$ then
13: \hspace{4em} $\text{sim}(a) := \text{sim}(a) \setminus \{ b \}$;
14: \hspace{4em} $P := P \setminus \{ (a, b) \}$;
15: \hspace{2em} if $U$ then
16: \hspace{3em} for all $b_1 \in T, (b_1, b) \in R_1$ do
17: \hspace{4em} if $\neg \exists d \in \text{sim}(a). (b_1, d) \in R_1$ then
18: \hspace{5em} $\text{rem}(a) := \text{rem}(a) \cup \{ b_1 \}$
19: \hspace{3em} end if
20: \hspace{2em} end for
21: \hspace{1em} end if
22: end if
23: end for
24: end while
25: end while;
26: return $P$
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and $\langle \Pi', Q' \rangle$ be partition pairs such that:

$$\Pi = \{\alpha_0, \alpha_1, \beta, \gamma, \delta\} \quad Q = \mathcal{I} \cup \{(\alpha_0, \alpha_1), (\alpha_1, \alpha_0), (\beta, \gamma), (\gamma, \delta)\}$$

$$\Pi' = \{\alpha'_0, \alpha'_1, \beta, \gamma, \delta\} \quad Q' = \mathcal{I} \cup \{(\alpha'_0, \alpha'_1), (\alpha'_1, \alpha'_0), (\beta, \gamma), (\gamma, \delta)\}$$

where $\alpha_0 = \{a_0, a_1\}$, $\alpha_1 = \{a_2\}$, $\alpha'_0 = \{a_0\}$ and $\alpha'_1 = \{a_1, a_2\}$. Both $\langle \Pi, Q \rangle$ and $\langle \Pi', Q' \rangle$ satisfy conditions (a), (b) and (c) of definition 4.5, but neither is the $\leq$-largest. The only partition pair greater than both $\langle \Pi, Q \rangle$ and $\langle \Pi', Q' \rangle$ and at most as large as $\langle \Sigma, P \rangle$, is $\langle \Sigma, P \rangle$ itself, but $\langle \Sigma, P \rangle$ does not satisfy (a). Hence, this example counters theorem 4.13 and shows that $\sigma$ is not well-defined.

Following theorem 4.13, the main fixed-point theorem of [51] states that the solution of the GCPP over a graph $G$ and partition pair $\langle \Sigma, P \rangle$ can be computed by applying $\sigma$ to $\langle \Sigma, P \rangle$ finitely many times until a fixed point is reached (theorem 4.14). In this theorem, it is required that $P$ be transitive. One might expect that counterexample 4.7 does not affect this theorem, as we used a non-transitive $P$. We now show that this is not the case: the main theorem indeed loses its meaning due to our counterexample. To do so, we first give an example in which the application of $\sigma$ to a transitive partition pair produces a non-transitive partition pair.

**Example 4.8.** Consider the graph in figure 4.2(a) and the partition pair $\langle \Sigma, P \rangle$ with $\Sigma = \{\alpha, \beta, \gamma\}$ as depicted and $P = \mathcal{I}$. Let $\langle \Pi, Q \rangle = \sigma(\langle \Sigma, P \rangle)$, then:

$$\Pi = \{\alpha_1, \alpha_2, \alpha_3, \beta, \gamma\} \quad Q = \mathcal{I} \cup \{(\alpha_3, \alpha_1), (\alpha_1, \alpha_2)\}$$

where $\alpha_1 = \{a_0, a_1\}$, $\alpha_2 = \{a_2\}$ and $\alpha_3 = \{a_3\}$.

Our final counterexample shows that $\sigma$ is not suitable for computing the solution to the GCPP, and is constructed by embedding counterexample 4.7 in example 4.8, such that the first application of $\sigma$ produces a non-transitive partition pair on which $\sigma$ is not well-defined.
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Counterexample 4.9. Consider the graph in figure 4.2(b) and the partition pair \( \langle \Sigma, P \rangle \) with \( \Sigma = \{ \alpha, \beta, \gamma \} \) as depicted and \( P = I \). Let \( \langle \Pi, Q \rangle = \sigma(\langle \Sigma, P \rangle) \), then:

\[
\Pi = \{ \alpha_1, \alpha_2, \alpha_3, \beta, \gamma \} \\
Q = I \cup \{ (\alpha_3, \alpha_1), (\alpha_1, \alpha_2) \}
\]

where \( \alpha_1 = \{ a_0, a_1 \} \), \( \alpha_2 = \{ a_2 \} \) and \( \alpha_3 = \{ a_3, a_4, a_5 \} \). Now, in \( \langle \Pi, Q \rangle \) the block \( \alpha_3 \) has to be split, because \( \alpha_3 \rightarrow \alpha_3 \) but \( \neg \exists \delta \in \Pi \cdot ((\alpha_3, \delta) \in Q \land \alpha_3 \rightarrow \gamma \delta) \). There are two candidate partition pairs for \( \sigma(\langle \Pi, Q \rangle) \): \( \alpha_3 \) can be split into either \( \alpha_{3,0} = \{ a_4 \} \) and \( \alpha_{3,1} = \{ a_3, a_5 \} \) or \( \alpha_{3,0} = \{ a_4, a_5 \} \) and \( \alpha_{3,1} = \{ a_3 \} \). However, neither of these is greater than the other, so a unique \( \leq \)-maximal partition pair does not exist.

When splitting \( \alpha_3 \) in counterexample 4.9, the Refine\textsubscript{GPP} function of algorithm PA\textsubscript{GPP} splits the block into \( \alpha_{3,0} \) and \( \alpha_{3,1} \). Observe that this is wrong: \( a_4 \) and \( a_5 \) should not end up in different equivalence classes because \( a_4 \Leftrightarrow a_5 \). This split also results in Update\textsubscript{GPP}’s returning a cyclic relation. In the subsequent iteration of PA\textsubscript{GPP}, the execution of Refine\textsubscript{GPP} then fails because there is no reverse topological sorting of the partition with respect to the cyclic relation (line 4).

4.6 An auxiliary fixed-point operator

In this section we introduce a fixed-point operator \( \rho \) to solve the GCPP and prove its correctness. The definition of \( \rho \) is straightforward: it is based directly on the stability condition of section 4.3. We emphasize that \( \rho \) is not intended to be an improvement over the \( \sigma \) operator of section 4.4 in any way: it is a less advanced operator than \( \sigma \) aimed to be. The purpose of \( \sigma \) is to compute the solution to the GCPP efficiently, while \( \rho \) gives rise to an algorithm that has an inferior time-complexity of \( O(S^3T) \) where \( S \) is the number of equivalence classes of the GCPP solution and \( T \) the number of transitions of the input graph.
The complexity analysis of [51] uses that, as long as no fixed point is reached, in each refine–update step the refinement of the partition will be non-trivial, \( i.e. \) the number of blocks increases. As a consequence, there will be at most \( S \) refine–update steps before the algorithm terminates. Such an analysis is not appropriate for \( \rho \): applying \( \rho \) repeatedly may involve many steps in which the partition does not change. Consequently, the number of iterations of the algorithm is bounded merely by the size of a relation on the eventual partition, \( i.e. \) by \( S^2 \).

The sole purpose of \( \rho \) is to serve as an auxiliary operator for establishing the correctness of the algorithm that we present in section 4.7. That algorithm has the same time complexity as \( \text{PA}_{\text{CPP}} \) and involves a non-functional refinement step, as we show in the same section.

**Definition 4.10.** Let \( \langle \Sigma, P \rangle \) be a transitive partition pair over a graph \( (V, \to) \). Then \( \rho(\langle \Sigma, P \rangle) \) is the \( \leq \)-largest partition pair \( \langle \Pi, Q \rangle \leq \langle \Sigma, P \rangle \) that satisfies

\[(4.1) \quad \forall \alpha, \beta \in \Pi. \forall \gamma \in \Sigma. ((\alpha, \beta) \in Q \land \alpha \to \exists \gamma \Rightarrow \exists \delta \in \Sigma. ((\gamma, \delta) \in P \land \beta \to \delta)).\]

Alternatively, \( \rho \) could be defined just like \( \sigma \) of definition 4.5, but insisting that its input partition pair is transitive, and omitting clause (c). It is not hard to check that this definition is equivalent to the one above. We now prove that \( \rho \) is properly defined, is monotonic and has a fixed point.

**Proposition 4.11.** Let \( \langle \Sigma, P \rangle \) be a transitive partition pair over a graph \( (V, \to) \). Then there exists a \( \leq \)-largest partition pair \( \langle \Pi, Q \rangle \leq \langle \Sigma, P \rangle \) that satisfies (4.1). Moreover, \( Q \) is transitive.

**Proof.** Define the relation \( \sqsubseteq \subseteq V \times V \) by \( a \sqsubseteq b \) iff

\[\begin{align*}
&\exists (\alpha, \beta) \in P. a \in \alpha \land b \in \beta \land \\
&\forall \gamma \in \Sigma. (a \to \gamma \Rightarrow \exists \delta \in \Sigma. ((\gamma, \delta) \in P \land \beta \to \delta)).
\end{align*}\]

Using the reflexivity and transitivity of \( P \), this relation is a preorder. Take \( \langle \Pi, Q \rangle := \text{PP}(\sqsubseteq) \), as defined in section 4.3.1. So \( Q \) is transitive. By construction, \( \langle \Pi, Q \rangle \leq \langle \Sigma, P \rangle \). It is not hard to check that \( \Pi \) satisfies (4.1); the argument is similar to the proof of lemma 4.2.

Now let \( \langle \Pi', Q' \rangle \) be another partition pair with \( \langle \Pi', Q' \rangle \leq \langle \Sigma, P \rangle \) that satisfies (4.1). Suppose \( (\alpha, \beta) \in Q' \), \( a \in \alpha \) and \( b \in \beta \). Using (4.1) we find \( a \sqsubseteq b \). Applying this to the case \( \alpha = \beta \) we find that \( \Pi' \) is finer than \( \Pi \). Applying it in general yields \( Q' \leq Q(\Pi') \). Hence \( \langle \Pi', Q' \rangle \leq \langle \Pi, Q \rangle \).

**Proposition 4.12.** The operator \( \rho \) is monotonic with respect to \( \leq \): if \( \langle \Pi, Q \rangle \) and \( \langle \Sigma, P \rangle \) are transitive partition pairs with \( \langle \Pi, Q \rangle \leq \langle \Sigma, P \rangle \), then \( \rho(\langle \Pi, Q \rangle) \leq \rho(\langle \Sigma, P \rangle) \).

**Proof.** As \( \rho(\langle \Pi, Q \rangle) \) satisfies (4.1) with respect to \( \langle \Pi, Q \rangle \), it certainly satisfies (4.1) with respect to \( \langle \Sigma, P \rangle \). As \( \rho(\langle \Pi, Q \rangle) \leq \langle \Pi, Q \rangle \leq \langle \Sigma, P \rangle \) and \( \rho(\langle \Sigma, P \rangle) \) is the \( \leq \)-largest partition pair with \( \rho(\langle \Sigma, P \rangle) \leq \langle \Sigma, P \rangle \) that satisfies (4.1), it follows that \( \rho(\langle \Pi, Q \rangle) \leq \rho(\langle \Sigma, P \rangle) \).
Since \( \rho((\Sigma, P)) \leq (\Sigma, P) \) and \( \leq \) is a partial order on a finite set, we obtain:

**Proposition 4.13.** Let \((\Sigma, P)\) be a transitive partition pair over a graph. Then for some \( n \geq 0 \), \( \rho^{n+1}((\Sigma, P)) = \rho^n((\Sigma, P)) \), i.e. repeated application of \( \rho \) leads to a fixed point.

The solution to the GCPP over an input graph \( G \) and an initial partition pair \((\Sigma, P)\) over \( G \) can be obtained by repeatedly applying \( \rho \) to \((\Sigma, P^+)\). The following lemmas say that as soon as a fixed point is reached, the resulting partition pair is stable. Moreover, each of the intermediate partition pairs is larger than or equal to the solution of the GCPP. It then follows that the obtained fixed point is in fact the solution to the GCPP.

**Lemma 4.14.** Let \((\Sigma, P)\) be a transitive partition pair over a graph \((V, \rightarrow)\). Then \( \rho((\Sigma, P)) = (\Sigma, P) \) if and only if \((\Sigma, P)\) is stable with respect to \( \rightarrow \).

**Proof.** Because \( \rho((\Sigma, P)) \) is the \( \leq \)-largest partition pair satisfying (4.1), we have that \( \rho((\Sigma, P)) = (\Sigma, P) \) if and only if \((\Sigma, P)\) satisfies (4.1) with respect to itself, which is equivalent to stability with respect to \( \rightarrow \).

**Lemma 4.15.** Let \((\Sigma, P)\) and \((\Pi, Q)\) be partition pairs over a graph \( G \), with \( Q \) transitive, and let \((\Xi, \preceq)\) be the solution of the GCPP over \( G \) and \((\Sigma, P)\). If \((\Xi, \succeq) \leq (\Pi, \preceq)\) then \((\Xi, \preceq) \leq \rho((\Pi, Q))\).

**Proof.** By lemma 4.14 \( \rho((\Xi, \preceq)) = (\Xi, \preceq) \). Assuming that \((\Xi, \succeq) \leq (\Pi, \preceq)\), the statement now follows from proposition 4.12.

**Theorem 4.16.** Let \((\Sigma, P)\) be a partition pair over a graph \( G = (V, \rightarrow) \) and \((\Xi, \preceq)\) be the solution of the GCPP over \( G \) and \((\Sigma, P)\). Let \( n \geq 0 \) be such that \( \rho^{n+1}((\Sigma, P^+)) = \rho^n((\Sigma, P^+)) \). Then \( \rho^n((\Sigma, P^+)) = (\Xi, \preceq) \).

**Proof.** Note that \( n \) exists by proposition 4.13. We prove that \((\Xi, \preceq) \leq \rho^n((\Sigma, P^+))\) and \( \rho^n((\Sigma, P^+)) \leq (\Xi, \preceq)\).

- \((\Xi, \preceq) \leq \rho^n((\Sigma, P^+))\): By definition \((\Xi, \preceq) \leq (\Sigma, P^+)\). Applying lemma 4.15 \( n \) times gives us \((\Xi, \preceq) \leq \rho^n((\Sigma, P^+))\).
- \( \rho^n((\Sigma, P^+)) \leq (\Xi, \preceq)\): Obviously \( \rho^n((\Sigma, P^+)) \leq (\Sigma, P^+)\) and by lemma 4.14 \( \rho^n((\Sigma, P^+)) \) is stable with respect to \( \rightarrow \). By definition \((\Xi, \preceq)\) is the \( \leq \)-largest partition pair that has these properties. Hence \( \rho^n((\Sigma, P^+)) \leq (\Xi, \preceq)\).

The operator \( \rho \) and its established properties allow us to prove correctness of the repaired algorithm that we present in the next section.

### 4.7 A correct and efficient algorithm

The repaired partitioning algorithm is called PA, see algorithm 4.5. The variable \( change \) and the input graph \((V, \rightarrow)\) have global scope: they can be accessed within any function. Note however, that \( \text{UPDATE}_{\text{GPP}} \) does not access \( change \).
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Algorithm 4.5. The repaired partitioning algorithm: PA((V, →), (Σ, P))

1: Σ₁ := \text{Refine}(Σ, P);
2: P₁ := \text{UpdateGPP}(Σ, P, Σ₁);
3: change := ⊤; i := 1;
4: \textbf{while} change \textbf{do}
5: change := ⊥;
6: Σ_{i+1} := \text{Refine}(Σ_i, P_i);
7: P_{i+1} := \text{UpdateGPP}(Σ_i, P_i, Σ_{i+1});
8: i := i + 1
9: \textbf{end while}

Algorithm 4.6. The repaired refine function: \text{Refine}(Σ, P)

1: Π := Σ;
2: \textbf{for all} α ∈ Π \textbf{do} Stable(α) := ∅ \textbf{end for};
3: \textbf{for all} γ ∈ Σ \textbf{do} Row(γ) := \{γ′ \mid (γ, γ′) ∈ P\} \textbf{end for};
4: Let Sort be a reverse topological sorting of Σ with respect to P;
5: \textbf{while} Sort \neq [] \textbf{do}
6: γ := head(Sort);
7: A := ∅;
8: \textbf{for all} α ∈ Π, α →₃ γ \textbf{do}
9: if Stable(α) ∩ Row(γ) = ∅ \textbf{then}
10: α₁ := α \cap →₃⁻¹(γ);
11: α₂ := α \setminus α₁;
12: Π := Π \setminus \{α\};
13: A := A \cup \{α₁\};
14: Stable(α₁) := Stable(α) ∪ \{γ\};
15: if α₂ \neq ∅ \textbf{then}
16: change := ⊤;
17: A := A \cup \{α₂\};
18: Stable(α₂) := Stable(α)
19: \textbf{end if}
20: else
21: Stable(α) := Stable(α) ∪ \{γ\}
22: \textbf{end if}
23: \textbf{end for};
24: Π := Π \cup A;
25: Sort := tail(Sort)
26: \textbf{end while};
27: return Π
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Figure 4.3. Example on which the result of Refine is not uniquely defined.

We apply two corrections to the algorithm. Firstly, it is ensured that at least two refine–update steps are taken before the algorithm terminates (lines 1 and 2). The necessity of this (minor) correction is explained in section 4.7.1. Secondly, the correction of the operator \( \sigma \) is incorporated in the new Refine function, algorithm 4.6. It contains a few minor improvements over Refine\(_{\text{GPP}}\): using list notations for variable Sort and preventing empty blocks from being added to \( \Pi \).

The actual correction is in line 21: if for some \( \gamma \in \Sigma \) and \( \alpha \in \Pi \) with \( \alpha \rightarrow \exists \gamma \) we have \( \text{Stable}(\alpha) \cap \text{Row}(\gamma) \neq \emptyset \) then we add \( \gamma \) to \( \text{Stable}(\alpha) \).

Note that Refine is not functional in the sense that its returned partition is not uniquely defined; it depends on the particular reverse topological sorting that is chosen in line 4, as demonstrated by the following example.

**Example 4.17.** Consider the graph \( G = (V, \rightarrow) \) of figure 4.3 and the partition pair \( \langle \Sigma, P \rangle \) with \( \Sigma = \{ \alpha, \beta, \gamma, \delta, \varepsilon \} \) as depicted and \( P = \mathcal{I} \cup \{(\beta, \delta), (\delta, \gamma)\} \). Then \( S = [\varepsilon, \gamma, \delta, \beta, \alpha] \) and \( S' = [\gamma, \delta, \beta, \varepsilon, \alpha] \) are reverse topological sortings of \( \Sigma \) with respect to \( P \). Let \( \Pi \) and \( \Pi' \) be the partitions returned by Refine\((\Sigma, P)\) on sortings \( S \) and \( S' \) respectively. Then \( \Pi = \{\{a_0\}, \{a_1\}, \{a_2\}\} \) and \( \Pi' = \{\{a_0, a_1\}, \{a_2\}\} \).

Similar to the construction of counterexample 4.9, this example can be embedded in example 4.8 to obtain an example with a transitive relation for which the outcome of the second refinement depends on the reverse topological sorting. Because of this non-functionality of Refine, we use the operator \( \rho \) of section 4.6 to prove correctness of PA in section 4.7.2. We show in section 4.8 that the space and time complexities of PA\(_{\text{GPP}}\) have been maintained.

4.7.1 The correction of a minor mistake

Apart from the error in PA\(_{\text{GPP}}\) that results from the incorrect \( \sigma \) operator, we found another, minor mistake in the algorithm. We describe it in this section and propose a solution. The mistake is shown by the following example.

**Example 4.18.** Consider the graph \( G = (V, \rightarrow) \) in figure 4.4 and the partition pair \( \langle \Sigma, P \rangle \) with \( \Sigma = \{ \alpha, \beta \} \) as depicted and \( P = \mathcal{I} \cup \{(\alpha, \beta)\} \). Observe that the solution to the GCPP over \( G \) and \( \langle \Sigma, P \rangle \) is \( \langle \Xi, \preceq \rangle \) with \( \Xi = \{a_0, a_1, \beta\} \) and \( \preceq = \mathcal{I} \cup \{(a_1, a_0)\} \) where \( a_i = \{a_i\} \). After the first iteration of PA\(_{\text{GPP}}\)(\( G, \langle \Sigma, P \rangle \)),
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Figure 4.4. Example for which the algorithm PA\textsubscript{GPP} terminates prematurely.

we have $\Sigma_1 = \Sigma_0 = \Sigma$ and $P_1 = I$. The algorithm then terminates because $\text{change} = \bot$, and $\langle \Sigma_1, P_1 \rangle$ is its answer to the GCPP over $G$ and $\langle \Sigma, P \rangle$. Obviously $\langle \Sigma_1, P_1 \rangle \neq \langle \Xi, \preceq \rangle$, so this answer is wrong.

The correctness of the algorithm PA\textsubscript{GPP} hinges on the assumption that whenever $\text{Refine}_{\text{GPP}}(\Pi, Q, \text{change})$ returns the input partition $\Pi$, then also the relation $Q$ will be unaffected by $\text{Update}_{\text{GPP}}$, i.e. $\text{Update}_{\text{GPP}}(\Pi, Q, \Pi)$ returns $Q$. This is the upshot of theorem 4.15 of [51] and it is essential in the complexity analysis of the algorithm. However, the above example shows that it does not hold in general.

In the next section we show that the assumption does hold under the condition that $Q$ itself is obtained as output of $\text{Update}_{\text{GPP}}$ (proposition 4.20). Therefore, this error in PA\textsubscript{GPP} can be fixed, without violating the complexity analysis, by insisting that at least two refine–update steps are performed prior to termination.

4.7.2 Correctness of PA

From here on we will use the correctness of the function $\text{Update}_{\text{GPP}}$, as established by Gentilini et al. [52]. This correctness can be summarized as follows:

**Proposition 4.19.** Let $\langle \Sigma, P \rangle$ be a partition pair over a graph $(V, \rightarrow)$, and $\Pi$ be a partition over $V$ that is finer than $\Sigma$. Then there exists a unique relation $Q \subseteq P(\Pi)$ satisfying condition $(2\sigma)$ of definition 4.5. Moreover, this relation is returned by $\text{Update}_{\text{GPP}}(\Sigma, P, \Pi)$.

**Proof.** The union of all relations $Q \subseteq P(\Pi)$ such that (b) and (c) hold for all $(\alpha, \beta) \in Q$ is itself a relation with these properties. The last claim has been established in [52].

Using proposition 4.19, we obtain the result announced in section 4.7.1: the following proposition implies that if a call to $\text{Refine}$ in the while-loop of PA does not split any blocks, then the subsequent call to $\text{Update}_{\text{GPP}}$ will return its input relation. The requirement that this relation has been computed by a previous call to $\text{Update}_{\text{GPP}}$ is guaranteed by line 2.

**Proposition 4.20.** Let $\langle \Sigma, P \rangle$ and $\langle \Pi, Q \rangle$ be partition pairs over a graph such that $\Pi$ is finer than $\Sigma$ and $\text{Update}_{\text{GPP}}(\Sigma, P, \Pi)$ returns $Q$. Then $\text{Update}_{\text{GPP}}(\Pi, Q, \Pi)$ also returns $Q$. 
Proof. By proposition 4.19, $\text{UPDATE}_{\text{GPP}}(\Pi, Q, \Pi)$ returns the largest relation $Q' \subseteq Q(\Pi)$ satisfying conditions (b) and (c) of definition 4.5 with respect to $\Pi$, $Q$ and $\Pi$ (i.e. substituting $Q'$, $\Pi$, $Q$ and $\Pi$ for $Q$, $\Sigma$, $P$ and $\Pi$ in these conditions, respectively). We have to prove that $Q' = Q$. As $Q = Q(\Pi)$ it suffices to show that $Q$ satisfies (b) and (c) with $\Pi$ substituted for $\Sigma$ and $Q$ for $P$. Under these substitutions (b) becomes equal to (c). By proposition 4.19 applied to $\text{UPDATE}_{\text{GPP}}(\Sigma, P, \Pi)$, $Q$ satisfies this condition. □

Let $(\Sigma_i, P_i)_{1 \leq i \leq k}$ be the sequence of partition pairs that PA produces. The following proposition says that every $P_i$ is acyclic and that the sequence is decreasing. The former implies that PA will never deadlock due to the inability to find a reverse topological sorting (see line 4 of Refine). The latter implies that the algorithm terminates.

**Proposition 4.21.** Let $(\Sigma, P)$ be a partition pair over a graph $(V, \to)$. Suppose $\text{REFINE}(\Sigma, P)$ returns $\Pi$ and $\text{UPDATE}_{\text{GPP}}(\Sigma, P, \Pi)$ returns $Q$. Then $(\Pi, Q)$ is a partition pair with $(\Pi, Q) \leq (\Sigma, P)$.

**Proof.** From algorithm 4.6 and the fact that $\Sigma$ is a partition, it is not hard to see that $\Pi$ is a partition that is, moreover, finer than $\Sigma$. Also, by proposition 4.19 we have that $Q \subseteq P(\Pi)$. Hence $(\Pi, Q) \leq (\Sigma, P)$. To prove that the pair $(\Pi, Q)$ is a partition pair, we need to prove reflexivity and acyclicity of $Q$. Using reflexivity of $P$ and $P(\Pi)$, the identity relation $I$ trivially satisfies conditions (b) and (c) of definition 4.5. Hence proposition 4.19 implies that $I \subseteq Q$, i.e. $Q$ is reflexive.

Suppose $Q$ contains a cycle: there are pairwise distinct $\alpha_0, \ldots, \alpha_{n-1} \in \Pi$ for $n > 1$ such that $(\alpha_i, \alpha_{i+1 \mod n}) \in Q$ for $0 \leq i < n$. By acyclicity of $P$, it must be that these $\alpha_i$ are all subsets of the same block $\alpha \in \Sigma$. Let $\gamma \in \Sigma$ and $\alpha' \subseteq \alpha$ be the first blocks considered in an iteration of $\text{REFINE}$’s main for-loop (line 8) such that $\gamma$ splits $\alpha'$ into an $\alpha'' \in \alpha' \cap \alpha'$ and an $\alpha' \in \alpha' \cap \alpha'$ such that $\alpha_i \subseteq \alpha_i'$, and $\alpha_j \subseteq \alpha_j'$ for some $0 \leq i, j < n$. Then $\text{STABLE}(\alpha') \cap \text{ROW}(\gamma) = \emptyset$. For any $0 \leq k < n$ we have either $\alpha_k \not\rightarrow_\gamma \gamma$ or $\alpha_k \not\rightarrow_\gamma \gamma$, and both possibilities occur. Take $0 \leq i < n$ such that $\alpha_{i-1 \mod n} \rightarrow_\gamma \gamma$ and $\alpha_i \not\rightarrow_\gamma \gamma$. By proposition 4.19, $Q$ satisfies (b) of definition 4.5. Hence $\exists \gamma' \in \Sigma.(\forall (\gamma, \gamma') \in P \land \alpha_i \rightarrow_\gamma \gamma')$. As $(\gamma, \gamma') \in P$, in $\text{REFINE}$’s while-loop $\gamma'$ is considered prior to $\gamma$. Consider the unique iteration of $\text{REFINE}$’s main for-loop (line 8) involving $\gamma'$ and an $\alpha''$ with $\alpha' \subseteq \alpha'' \subseteq \alpha$ — observe that $\alpha'' \rightarrow_\gamma \gamma'$. At the end of that iteration we have obtained a block $\alpha''$ with $\alpha' \subseteq \alpha'' \subseteq \alpha'$ and $\gamma' \in \text{STABLE}(\alpha'')$. It follows that at the later iteration involving $\gamma$ and $\alpha'$ we have $\gamma' \in \text{STABLE}(\alpha') \cap \text{ROW}(\gamma)$, which is a contradiction. □

**Corollary 4.22.** For any graph $G$ and any partition pair $(\Sigma, P)$ over $G$, the algorithm $\text{PA}(G, (\Sigma, P))$ terminates.

Having established termination of PA, we prove its correctness by establishing a connection with the operator $\rho$ of definition 4.10. More precisely, we prove that a
single refine–update step by PA yields a partition pair that is (1) at most as large as the one produced by $\rho$ (lemma 4.26), and (2) at least as large as the GCPP solution (lemma 4.27). This then implies that PA computes the GCPP solution (theorem 4.28). We first establish three lemmas that are necessary for proving the above results (lemmas 4.23–4.25).

**Lemma 4.23.** The following predicate is an invariant for the while-loop of algorithm 4.6:

$$\forall \beta \in \Pi \cup A. \forall \varepsilon \in Stable(\beta) . \exists \delta \in \Sigma . ((\varepsilon, \delta) \in P^+ \land \beta \rightarrow \gamma \delta).$$

**Proof.** The predicate holds trivially after the initialization of the $Stable$-sets in line 2. The only points where it could be influenced are at lines 14, 18 and 21. For $\varepsilon \neq \gamma$ lines 14 and 18 are harmless because if $\alpha_i \subseteq \alpha$ and $\alpha \rightarrow \gamma \delta$ then certainly $\alpha_i \rightarrow \gamma \delta$. For $\varepsilon = \gamma$ and $\beta = \alpha_1$, at line 14 the predicate holds by construction of $\alpha_1$, taking $\delta := \gamma$. Finally, line 21 is only executed when there is an $\varepsilon \in Stable(\alpha) \cap Row(\gamma)$. As $(\gamma, \varepsilon) \in P$, the predicate holds for $\gamma$ and $\alpha$ because it held already for $\varepsilon$ and $\alpha$.

**Lemma 4.24.** Let $(\Sigma, P)$ be a partition pair over a graph $(V, \rightarrow)$ and suppose that $Refine(\Sigma, P)$ returns $\Pi$. Then:

$$\forall \alpha \in \Pi . \forall \gamma \in \Sigma . (\alpha \rightarrow_{\Pi} \gamma \iff \exists \delta \in \Sigma . ((\gamma, \delta) \in P^+ \land \alpha \rightarrow_{\Pi} \gamma \delta)).$$

**Proof.** Let $\alpha \in \Pi$ and $\gamma \in \Sigma$ such that $\alpha \rightarrow_{\Pi} \gamma$. In the computation of $\Pi$, take the unique iteration of $Refine$’s main for-loop (line 8) in which $\gamma$ and an $\alpha'$ are considered with $\alpha \subseteq \alpha'$. Then $\alpha' \rightarrow_{\Pi} \gamma$ and there are two cases:

- **$Stable(\alpha') \cap Row(\gamma) = \emptyset$**: Then $\alpha'$ is split into $\alpha_1$ and $\alpha_2$ such that $\alpha_1 \rightarrow_{\Pi} \gamma$ and $\alpha_2 \not\rightarrow_{\Pi} \gamma$. It must be that $\alpha \subseteq \alpha_1$. Then $\alpha \rightarrow_{\Pi} \gamma$ and $(\gamma, \gamma) \in P^+$.
- **$Stable(\alpha') \cap Row(\gamma) \neq \emptyset$**: Then $\gamma$ is added to $Stable(\alpha')$. Lemma 4.23 gives us $\exists \delta \in \Sigma . ((\gamma, \delta) \in P^+ \land \alpha' \rightarrow_{\Pi} \gamma \delta)$. As $\alpha \subseteq \alpha'$ we have $\alpha \rightarrow_{\Pi} \delta$.

**Lemma 4.25.** Let $(\Sigma, P)$ and $(\Pi, Q)$ be partition pairs over a graph $(V, \rightarrow)$ such that $(\Pi, Q) \leq (\Sigma, P)$ and let $P$ be transitive. If $(\Pi, Q)$ satisfies (4.1) of definition 4.10 with respect to $(\Sigma, P)$ then so does $(\Pi, Q^+)$.

**Proof.** Suppose $(\Pi, Q)$ satisfies (4.1) with respect to $(\Sigma, P)$ and take $(\alpha, \beta) \in Q^+$ and $\gamma \in \Sigma$ such that $\alpha \rightarrow_{\Pi} \gamma$. There are $\alpha_0, \ldots, \alpha_n \in \Pi$ for $n \geq 0$ such that $\alpha = \alpha_0$, $\beta = \alpha_n$ and $(\alpha_i, \alpha_{i+1}) \in Q$ for $0 \leq i < n$. Applying (4.1) $n$ times we obtain $\delta_1, \ldots, \delta_n \in \Sigma$ such that $\alpha_i \rightarrow_{\Pi} \delta_i$ (and thus $\alpha_i \rightarrow_{\Pi} \delta_i$) for $1 \leq i \leq n$, $(\gamma, \delta_i) \in P$ and $(\delta_i, \delta_{i+1}) \in P$ for $1 \leq i < n$. Hence $\beta \rightarrow_{\Pi} \delta_n$ and $(\gamma, \delta_n) \in P$ by transitivity of $P$.

As described earlier, the following lemmas state that $Refine$ and $Update_GCPP$ converge towards a fixed point at least as fast as $\rho$ without ever diverging from the path towards the GCPP solution.
Lemma 4.26. Let $(\Sigma, P)$ be a partition pair over a graph $(V, \rightarrow)$, \textsc{Refine}(\Sigma, P) return $\Pi$, and \textsc{UpdateGPP}(\Sigma, P, \Pi)$ return $Q$. Then $(\Pi, Q^+)$ \leq \rho((\Sigma, P^+)).$

Proof. By proposition 4.21, $(\Pi, Q)$ is a partition pair with $(\Pi, Q) \leq (\Sigma, P) \leq (\Sigma, P^+)$. By definition 4.10, $(\rho((\Sigma, P^+)))$ is the \leq-largest partition pair smaller than $(\Sigma, P^+)$ that satisfies (4.1) with respect to $(\Sigma, P^+)$. So the statement follows if we prove that $(\Pi, Q^+)$ satisfies (4.1) with respect to $(\Sigma, P^+)$. By lemma 4.25 it suffices to show that $(\Pi, Q)$ satisfies (4.1) with respect to $(\Sigma, P^+)$. Let $(\alpha, \beta) \in Q$ and $\alpha \rightarrow \gamma$ for $\gamma \in \Sigma$. Using lemma 4.24, take $\delta \in \Sigma$ such that $(\gamma, \delta) \in P^+$ and $\alpha \rightarrow \gamma$. By proposition 4.19, $3\delta' \in \Sigma$. $(\gamma, \delta') \in P \wedge \beta \rightarrow \gamma'$. For that $\delta'$, by lemma 4.24 it holds that $\exists \gamma' \in \Sigma. (\delta', \gamma') \in P^+ \wedge \beta \rightarrow \gamma'$. For this $\gamma'$ it holds that $(\gamma', \gamma') \in P^+$. Hence $(\Pi, Q)$ satisfies (4.1) with respect to $(\Sigma, P^+)$. □

Lemma 4.27. Let $(\Sigma, P)$ and $(\Pi, Q)$ be partition pairs over a graph $G = (V, \rightarrow)$, $(\Xi, \preceq)$ be the solution of the GCPP over $G$ and $(\Sigma, P)$, and $(\Xi, \preceq) \leq (\Pi, Q)$. Suppose that \textsc{Refine}(\Pi, Q) returns $\Pi'$ and \textsc{UpdateGPP}(\Pi, Q, \Pi') returns $Q'$. Then $(\Xi, \preceq) \preceq (\Pi', Q')$.

Proof. We have to prove that (i) $\Xi$ is finer than $\Pi'$ and (ii) $\preceq \preceq Q'(\Xi)$.

Ad (i). Let $\alpha \in \Xi$ and $\alpha_{\Pi} \in \Pi$ such that $\alpha \preceq \alpha_{\Pi}$. By contradiction, suppose there is no $\alpha' \in \Pi'$ such that $\alpha \preceq \alpha'$. Hence, there are $a_1, a_2 \in \alpha$ such that $\textsc{Refine}$ at some point separates $a_1 \in \alpha_{\Pi}$ from $a_2 \in \alpha_{\Pi}$. Let $\alpha'_{\Pi} \subseteq \alpha_{\Pi}$ be such that $a_1, a_2 \in \alpha'_{\Pi}$ and $a_1$ and $a_2$ got separated when $\alpha'_{\Pi}$ was split by a block $\gamma_{\Pi} \in \Pi$. Hence $\text{Stable}(\alpha'_{\Pi}) \cap \text{Row}(\gamma_{\Pi}) = \emptyset$. Consider the case where $a_1 \rightarrow \gamma_{\Pi}$ and $a_2 \nrightarrow \gamma_{\Pi}$. The case with $a_1 \nrightarrow \gamma_{\Pi}$ and $a_2 \rightarrow \gamma_{\Pi}$ is fully symmetrical. Let $\gamma \in \Xi$ be such that $\gamma \preceq \gamma_{\Pi}$ and $a_1 \rightarrow \gamma$. As $\alpha \rightarrow \gamma$ and $(\Xi, \preceq)$ is stable with respect to $\rightarrow$, there must be a $\delta \in \Xi$ with $\gamma \preceq \delta$ and $\alpha \rightarrow \delta$. Let $\delta_{\Pi} \in \Pi$ be such that $\delta \preceq \delta_{\Pi}$. Then $(\gamma_{\Pi}, \delta_{\Pi}) \in Q$, using that $(\Xi, \preceq) \leq (\Pi, Q)$. So $\delta_{\Pi} \in \text{Row}(\gamma_{\Pi})$ and $\delta_{\Pi}$ is before $\gamma_{\Pi}$ in the reverse topological sorting of $\Pi$ with respect to $Q$. As $a_2 \nrightarrow \gamma_{\Pi}$ we have $\alpha \nrightarrow \gamma_{\Pi}$, yet $\alpha \rightarrow \gamma_{\Pi}$, hence $\gamma_{\Pi} \npreceq \delta_{\Pi}$. Let $\alpha''_{\Pi} \subseteq \alpha_{\Pi}$ be the block containing $a_1$ and $a_2$ when blocks were split with respect to $\delta_{\Pi}$ by \textsc{Refine}. Observe that $\alpha''_{\Pi} \rightarrow \delta_{\Pi}$, so there were two cases:

- **Stable(\alpha''_{\Pi}) \cap \text{Row}(\delta_{\Pi}) = \emptyset**: Then $\alpha''_{\Pi}$ may have been split, but this did not separate $a_1$ and $a_2$. Then $\alpha''_{\Pi} \subseteq (\alpha'_{\Pi} \cap \rightarrow^{-1}(\delta_{\Pi}))$ and hence $\delta_{\Pi} \in \text{Stable}(\alpha''_{\Pi})$.

- **Stable(\alpha''_{\Pi}) \cap \text{Row}(\delta_{\Pi}) \neq \emptyset**: Then $\delta_{\Pi}$ was added to $\text{Stable}(\alpha''_{\Pi})$ (line 21) and because $\alpha''_{\Pi} \subseteq \alpha_{\Pi}$ we have $\delta_{\Pi} \in \text{Stable}(\alpha''_{\Pi})$.

In both cases we have that $\delta_{\Pi} \in \text{Stable}(\alpha''_{\Pi}) \cap \text{Row}(\gamma_{\Pi})$, which contradicts the fact that $\text{Stable}(\alpha''_{\Pi}) \cap \text{Row}(\gamma_{\Pi}) = \emptyset$.

Ad (ii). Let $Q'_\preceq := \{ (\alpha, \beta) \in \Pi' \times \Pi' \mid \exists (\alpha_{\Xi}, \beta_{\Xi}) \in \Xi . \alpha_{\Xi} \subseteq \alpha \land \beta_{\Xi} \subseteq \beta \}$. We will show that $Q'_\preceq \subseteq Q'$, which immediately yields $\preceq \subseteq Q'_\preceq \subseteq Q'(\Xi) \subseteq Q'(\Xi)$.

To this end, using proposition 4.19, we establish that $Q'_\preceq \subseteq Q(\Pi')$ and any pair $(\alpha, \beta) \in Q'_\preceq$ satisfies conditions (b) and (c) of definition 4.5, reading $\Pi, Q, \Pi'$ and $Q'_\preceq$ for $\Sigma, \overline{P}, \Pi$ and $Q$, respectively.
Q′ ⊆ Q(Π′): Let (α, β) ∈ Q′. Take αΠ, βΠ ∈ Π such that α ⊆ αΠ and β ⊆ βΠ. Because a ⊆ Q(Ξ) we have (αΠ, βΠ) ∈ Q, and hence (α, β) ∈ Q(Π′).

Condition (b): Let (α, β) ∈ Q′ and γ ∈ Π such that α →γ γ. Take αΞ, βΞ ∈ Ξ such that αΞ ⊆ α and αΞ ≤ βΞ. Also take γΞ ∈ Ξ such that γΞ ⊆ γ and αΞ →Ξ γΞ. Because (Ξ, ⊆) is stable with respect to → we obtain a δΞ ∈ Ξ such that δΞ ≤ δΞ and αΞ →Ξ γΞ. Take δ ∈ Π such that δΞ ⊆ δ. As a ⊆ Q(Ξ) we have (γ, δ) ∈ Q. We also obtain β →Ξ δ.

Condition (c): Let (α, β) ∈ Q′ and γ ∈ Π′ such that α →γ γ. Take αΞ, βΞ, γΞ ∈ Ξ and obtain δΞ ∈ Ξ exactly as above. Take δ ∈ Π′ such that δΞ ⊆ δ. We have (γ, δ) ∈ Q′ by construction. Again we obtain β →Ξ δ. □

In combination with the monotonicity of ρ (proposition 4.12), lemmas 4.26 and 4.27 imply the correctness of PA, as stated by the following theorem.

**Theorem 4.28.** Let (Σ, P) be a partition pair over a graph G = (V, →). Let k be the value of variable i upon termination of PA(G, (Σ, P⁺)). Then (Σk, Pk) is the solution of the GCPP over G and (Σ, P).

**Proof.** Let the sequence of partition pairs (Σi, Pi)1≤i≤k be obtained by running PA(G, (Σ, P⁺)) until it terminates, implying that k ≥ 2 and Σk = Σk−1. Proposition 4.20 yields Pk = Pk−1. Extend this sequence by defining (Σ₀, P₀) := (∅, P⁺) and (Σi, Pi) := (Σk, Pk) for i > k. Now for all i ≥ 0 we have that Refine(Σi, Pi) returns Σi+1 and UpdateCPP(Σi, Pi, Σi+1) returns Pᵢ₊₁. Let (Ξ, ⊆) be the solution of the GCPP over G and (Σ, P). We need to show that (Σk, Pk) = (Ξ, ⊆), for which we require the following properties:

(P1) (Ξ, ⊆) ≤ (Σi, Pi) for all i ≥ 0

(P2) (Σi, P⁺i) ≤ ρ¹((Σ, P⁺)) for all i ≥ 0.

**Proof of (P1):** By definition (Ξ, ⊆) ≤ (Σ, P⁺) = (Σ₀, P₀), and lemma 4.27 yields (Ξ, ⊆) ≤ (Σi, Pi) for all i > 0, by induction on i.

**Proof of (P2):** By induction on i. If i = 0 then (Σ₀, P⁺₀) = (Σ, P⁺) = ρ⁰((Σ, P⁺)). For the inductive step, suppose (Σᵢ, P⁺ᵢ) ≤ ρ⁰((Σ, P⁺)). Then, using lemma 4.26 and proposition 4.12: (Σᵢ₊₁, P⁺ᵢ₊₁) ≤ ρ((Σᵢ, P⁺ᵢ)) ≤ ρ²⁺¹((Σ, P⁺)).

**Applying (P1) and (P2):** By proposition 4.13 and theorem 4.16 there is an n > 0 such that ρⁿ((Σ, P⁺)) = (Ξ, ⊆), so, using proposition 4.21:

(Ξ, ⊆) ≤ (Σⁿ₊₁, Pⁿ₊₁) ≤ (Σⁿ, Pⁿ) ≤ (Σⁿ, P⁺ⁿ) ≤ ρⁿ((Σ, P⁺)) = (Ξ, ⊆).

Thus (Σⁿ₊₁, Pⁿ₊₁) = (Σⁿ, Pⁿ), so k ≤ n + 1, and (Σᵏ, Pᵏ) = (Σⁿ, Pⁿ) = (Ξ, ⊆). □
Chapter 4. Simulation Equivalence

Procedure 4.1. Partitioning($V, \rightarrow, \Sigma, P \mid \Pi, Q$)
1: Refine($V, \rightarrow, \Sigma, P \mid \Pi, \text{parent, change}$);
2: Update($V, \rightarrow, \Sigma, P, \Pi, \text{parent} \mid Q$);
3: change := ⊤;
4: while change do
5: change := ⊥;
6: $\Sigma, P := \Pi, Q$;
7: Refine($V, \rightarrow, \Sigma, P \mid \Pi, \text{parent, change}$);
8: Update($V, \rightarrow, \Sigma, P, \Pi, \text{parent} \mid Q$)
9: end while

4.8 Complexity analysis

We implement PA in sufficient detail to determine its space and time complexities, see procedures 4.1–4.5. In the parameter list of a procedure, we use a vertical bar to separate the input parameters (on the left) from the output parameters (on the right). Algorithm PA is implemented by the Partitioning procedure (procedure 4.1). At any time it stores only two of the $k$ partition pairs constructed by PA: $(\Sigma, P)$ and $(\Pi, Q)$ which correspond with $(\Sigma_i, P_i)$ and $(\Sigma_{i+1}, P_{i+1})$ in iteration $i$ of PA, respectively. Let $N := |V|$ be the number of vertices and $T := |\rightarrow|$ be the number of transitions of the input graph. We expect that $T < N^2$ in general.

Any partition $\Sigma$ is stored as a set of block names $\hat{\Sigma}$, which are the first $S_\Sigma := |\hat{\Sigma}|$ natural numbers, together with a function $\text{block}_\Sigma : V \to \hat{\Sigma}$ that associates a block with every vertex. We define $S := S_\Pi$ where $\Pi$ is the output partition of the algorithm. Note that $S \leq N$. A relation $P$ on a partition $\Sigma$ is stored as a function $P : \hat{\Sigma} \times \hat{\Sigma} \to B$. The following auxiliary data structures are used:

- parent : $\hat{\Pi} \to \hat{\Sigma}$ stores for any $\Pi$-block the name of its parent block in $\Sigma$.
- stable : $\hat{\Pi} \times \hat{\Sigma} \to B$ stores Stable of Refine as follows: we have $\text{stable}(\alpha, \gamma)$ iff $\gamma \in \text{Stable}(\alpha)$.
- split : $\hat{\Pi} \to \hat{\Pi}$ stores for every $\alpha \in \Pi$ that is split into non-empty blocks $\alpha_1$ and $\alpha_2$, the name of $\alpha_2$, which is the first available block name at the time of splitting (i.e. $S_\Pi$). The name of $\alpha$ is reused for $\alpha_1$. For all $\alpha \in \Pi$ that are not split into two non-empty blocks, $\text{split}(\alpha)$ is simply set to $\alpha$.
- splitoff : $V \to B$ indicates for every vertex whether it has to be moved from its block $\alpha$ to the new block $\text{split}(\alpha)$.
- match : $\hat{\Pi} \times \hat{\Sigma} \to B$ indicates for every $\beta \in \Pi$ and $\gamma \in \Sigma$ whether there is a $\delta \in \Sigma$ such that $(\gamma, \delta) \in P$ and $\beta \rightarrow_\Sigma \delta$.

The Refine function is implemented by the Refine and Initialize procedures (procedures 4.2 and 4.3) in the following way. The auxiliary set $A$ of Refine has been removed: we add new blocks to $\Pi$ directly (line 29 of Refine) and use variable last to ensure that, in the loop of lines 12–34, we only iterate over $\Pi$-blocks that
were already in $\Pi$ at the start of that loop. When a block $\alpha$ is split by a block $\gamma$ into $\alpha_1$ and $\alpha_2$, the actual transfer of vertices from $\alpha$ to $\alpha_2$ is postponed until all blocks $\alpha$ have been considered (lines 35–39). Consequently, the condition $\alpha_2 \neq \emptyset$ of $\text{REFINE}$ has been replaced by the equivalent $\alpha \not\rightarrow \gamma$ (line 20). The data structures needed to facilitate this postponed splitting are $\text{split}$, which is computed in lines 21 and 24, and $\text{splitoff}$ and $\rightarrow_{\gamma}$, which are computed by $\text{Initialize}$ in line 10 in addition to $\rightarrow_{\gamma}$. The $\text{Row}$-sets of $\text{REFINE}$ have been removed: lines 14–18 compute the negation of the condition $\text{Stable}(\alpha) \cap \text{Row}(\gamma) = \emptyset$ of $\text{REFINE}$. The result is stored in $\text{stable}(\alpha, \gamma)$, thereby implementing line 21 of $\text{REFINE}$. Finally, $\text{Refine}$ also computes the function $\text{parent}$ (lines 5 and 25), which is needed by $\text{Update}$.

The $\text{Update}_{\text{GDP}}$ function is implemented by the procedures $\text{Update}$, $\text{Filter}$ and $\text{Cleanup}$ (procedures 4.4–4.6) in the following way. The $\text{New}_{\text{HHK}}$ function corresponds with $\text{Filter}$, where $\text{rem}$ has been replaced by $\text{match}$. This is because storing $\text{rem}$ would require too much space as explained in section 4.8.1. For every $\gamma \in \Sigma$, $\text{rem}(\gamma)$ gives the set of $\beta \in \Pi$ for which there is no $\delta \in \Sigma$ such that $(\gamma, \delta) \in P$ and $\beta \rightarrow_{\delta} \delta$. Observe that $\text{match}$ stores the complement of $\text{rem}$ in the sense that $\text{match}(\beta, \gamma)$ iff $\beta \notin \text{rem}(\gamma)$. In the second call to $\text{Filter}$ (line 11 of $\text{Update}$), the parameters $\Sigma$ and $P$ of $\text{Filter}$ are set to $\Pi$ and $Q$, respectively. In this case, whenever a pair $(\alpha, \beta)$ is removed from $Q$ (line 13 of $\text{Filter}$) it may be that for some $\beta_1 \in \Pi$ with $\beta_1 \rightarrow_{\delta} \delta$, there no longer is a $\delta \in \Pi$ such that $(\alpha, \delta) \in Q$ and $\beta_1 \rightarrow_{\delta} \delta$. For those $\beta_1$ $\text{Cleanup}$ sets $\text{match}(\beta_1, \alpha)$ to $\bot$ (lines 3–8). In turn, this may lead to the removal of more pairs from $Q$ (line 12) upon which $\text{Cleanup}$ has to be called again (line 13).

### 4.8.1 Space complexity

The following data structures constitute the input of the algorithm:

- $V$ is represented as the first $N$ natural numbers. Hence, storing $V$ amounts to storing $N$, which takes space $O(\log N)$.
- $\rightarrow \subseteq V \times V$ is stored as a list of pairs of vertices, which takes space $O(T \log N)$.
- $\Sigma$ is stored as the number $S_2$ and the function $\text{block}\_\Sigma$. This requires $O(\log S_2 + N \log S_2)$ space.
- $P$ is stored as function of type $\tilde{\Sigma} \times \tilde{\Sigma} \rightarrow \mathbb{B}$, which takes space $O(S_2^2 \tilde{\Sigma})$.

As $V$ and $\rightarrow$ are read-only input, they are not counted in determining the space complexity; $\Sigma$ and $P$ are modified while the algorithm is running. The output consists of a partition $\Pi$ of size $S$ and a relation $Q \subseteq \Pi \times \Pi$. Thus, storing the output takes space $O(\log S + N \log S + S^2)$. As the output partition is finer than all intermediatedly computed partitions, the total space used for storing $\Sigma$, $P$, $\Pi$ and $Q$ is bounded by $2 \cdot (S^2 + (N + 1) \log S)$. Assuming that $N > 0$, this amounts to $O(S^2 + N \log S)$. The other data structures do not require more space: $\text{splitoff}$ requires $O(N)$, $\text{parent}$ and $\text{split}$ require $O(S \log S)$ each, and $\text{stable}$, $\rightarrow_{\gamma}$, $\rightarrow_{\gamma}$ and $\text{match}$ require $O(S^2)$ each.
Procedure 4.2. Refine($V, \rightarrow, \Sigma, P \mid \Pi, \text{parent}, \text{change}$)

1: $S_\Pi := S_\Sigma$;
2: for all $a \in V$ do $\text{block}_\Pi(a) := \text{block}_\Sigma(a)$ end for;
3: for all $\alpha \in \hat{\Pi}$ do
4:   for all $\gamma \in \hat{\Sigma}$ do $\text{stable}(\alpha, \gamma) := \perp$ end for;
5:   $\text{parent}(\alpha) := \alpha$
6: end for;
7: ReverseTopologicalSort($\hat{\Sigma}, P \mid \text{Sort}$);
8: while Sort $\neq []$ do
9:   $\gamma := \text{head}(\text{Sort})$;
10: Initialize($V, \rightarrow, \gamma, \text{block}_\Sigma, \Pi \mid \text{splitoff}, \rightarrow_\exists, \rightarrow_\forall$);  
11:   $\text{last} := S_\Pi - 1$;
12:   for all $\alpha \in \{0, \ldots, \text{last}\}$ do
13:     if $\alpha \rightarrow_\exists \gamma$ then
14:       for all $\delta \in \hat{\Sigma}$ do
15:         if $\text{stable}(\alpha, \delta) \land P(\gamma, \delta)$ then
16:           $\text{stable}(\alpha, \gamma) := \top$
17:         end if
18:       end for;
19:     end if
20:     if $\neg\text{stable}(\alpha, \gamma)$ then
21:       if $\alpha \rightarrow_\forall \gamma$ then
22:         $\text{split}(\alpha) := \alpha$
23:       else
24:         $\text{change} := \top$;
25:         $\text{split}(\alpha) := S_\Pi$;
26:         $\text{parent}(S_\Pi) := \text{parent}(\alpha)$;
27:         for all $\delta \in \hat{\Sigma}$ do
28:           $\text{stable}(S_\Pi, \delta) := \text{stable}(\alpha, \delta)$
29:         end for;
30:       end if
31:     end if
32:   end if
33: end if
34: end for;
35: for all $p \in V$ do
36:   if $\text{splitoff}(p)$ then
37:     $\text{block}_\Pi(p) := \text{split}(\text{block}_\Pi(p))$
38:   end if
39: end for;
40: Sort := tail(Sort)
41: end while
4.8. Complexity analysis

Procedure 4.3. Initialize($V, \rightarrow, \gamma, block_{\Sigma}, \Pi \mid splitoff, \rightarrow_{\exists}, \rightarrow_{\forall}$)
1: for all $a \in V$ do $\text{splitoff}(a) := \top$ end for;
2: for all $a \in \hat{\Pi}$ do
3: $a \rightarrow_{\exists} \gamma := \bot$;
4: $a \rightarrow_{\forall} \gamma := \top$
5: end for;
6: for all $(a, c) \in \rightarrow$ do
7: if $\text{block}_{\Sigma}(c) = \gamma$ then
8: $\text{splitoff}(a) := \bot$;
9: $\text{block}_{\Pi}(a) \rightarrow_{\exists} \gamma := \top$
10: end if
11: end for;
12: for all $a \in V$ do
13: if $\text{splitoff}(a)$ then
14: $\text{block}_{\Pi}(a) \rightarrow_{\forall} \gamma := \bot$
15: end if
16: end for

Procedure 4.4. Update($V, \rightarrow, \Sigma, P, \Pi, \text{parent} \mid Q$)
1: for all $\alpha, \beta \in \hat{\Pi}$ do
2: $Q(\alpha, \beta) := P(\text{parent}(\alpha), \text{parent}(\beta))$
3: end for;
4: for all $\gamma \in \hat{\Sigma}$ do
5: Initialize($V, \rightarrow, \gamma, block_{\Sigma}, \Pi \mid splitoff, \rightarrow_{\exists}, \rightarrow_{\forall}$)
6: end for;
7: Filter($\Sigma, P, \Pi, Q, \rightarrow_{\exists}, \rightarrow_{\forall}, \bot \mid Q$);
8: for all $\gamma \in \hat{\Pi}$ do
9: Initialize($V, \rightarrow, \gamma, block_{\Pi}, \Pi \mid splitoff, \rightarrow_{\exists}, \rightarrow_{\forall}$)
10: end for;
11: Filter($\Pi, Q, \Pi, Q, \rightarrow_{\exists}, \rightarrow_{\forall}, \top \mid Q$);
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Procedure 4.5. Filter(Σ, Π, Q, →_3, →_∀, B | Q)

1: for all β ∈ ˆΠ, γ ∈ ˆΣ do  match(β, γ) := ⊥  end for;
2: for all β ∈ ˆΠ, δ ∈ ˆΣ do
3:    if β →_3 δ then
4:        for all γ ∈ ˆΣ do
5:            if P(γ, δ) then  match(β, γ) := ⊤  end if
6:        end for
7:    end if
8: end for;
9: for all α ∈ ˆΠ, γ ∈ ˆΣ do
10:   if α →_∀ γ then
11:       for all β ∈ ˆΠ do
12:           if Q(α, β) ∧ ¬match(β, γ) then
13:               Q(α, β) := ⊥;
14:           end if
15:       end for
16:   end if
17: end if
18: end for

Procedure 4.6. Cleanup(α, β, Π, Q, →_3, →_∀ | Q)

1: for all β_1 ∈ ˆΠ do
2:    if β_1 →_3 β then
3:        match(β_1, α) := ⊥;
4:       for all δ ∈ ˆΠ do
5:           if β_1 →_3 δ ∧ Q(α, δ) then
6:               match(β_1, α) := ⊤
7:           end if
8:       end for;
9:    if ¬match(β_1, α) then
10:       for all α_1 ∈ ˆΠ do
11:           if Q(α_1, β_1) ∧ α_1 →_∀ α then
12:               Q(α_1, β_1) := ⊥;
13:               Cleanup(α_1, β_1, Π, Q, →_3, →_∀ | Q)
14:           end if
15:       end for
16:    end if
17: end if
18: end for
4.8. Complexity analysis

Hence, the space complexity of PA is $\mathcal{O}(S^2 + N \log S)$. Note that the function \textit{rem} used in \texttt{New.HHK} would increase this space complexity: it associates a set of blocks with every block, which requires $\mathcal{O}(S^2 \log S)$ space.

4.8.2 Time complexity

Regarding the Refine procedure:

- Lines 1–6 initialize $\Pi$, \textit{stable} and \textit{parent}. This takes $\mathcal{O}(N + S^2)$ time.
- It is well known that computing a (reverse) topological sorting with respect to a relation is linear in the size of that relation. Hence, line 7 takes time $\mathcal{O}(S^2)$.
- Regarding the procedure Initialize (procedure 4.3): lines 1–5 require $\mathcal{O}(N + S)$ time, lines 6–11 require $\mathcal{O}(T)$ time, and lines 12–16 require $\mathcal{O}(N)$ time. Hence, using that $S < N$ and assuming that $N < T$, every call to Initialize requires $\mathcal{O}(T)$ time, which amounts to $\mathcal{O}(S \cdot T)$ in total.
- Line 13 is executed $S \Sigma \cdot S \Pi$ times. However, lines 14–32 are executed only $|\rightarrow_{\exists}|$ times, which is bounded by $T$ (see lines 6–11 of Initialize). The loops on lines 14–18 and 26–28 take time $\mathcal{O}(S)$ each. Hence, the loop of lines 12–34 takes $\mathcal{O}(S \cdot T)$ time in total.
- Finally, lines 35–39 take $\mathcal{O}(N)$ time, which amounts to $\mathcal{O}(S \cdot N)$ in total.

Hence, the time complexity of Refine is $\mathcal{O}(S \cdot T)$. Regarding Update:

- Lines 1–3, 4–6 and 8–10 cost $\mathcal{O}(S^2 + S \cdot T + S \cdot T) = \mathcal{O}(S \cdot T)$ time.
- Line 1 of Filter costs $\mathcal{O}(S^2)$. Lines 4–6 are executed $|\rightarrow_{\exists}| \leq T$ times and take $\mathcal{O}(S)$ time. Hence, the time complexity of lines 2–8 is $\mathcal{O}(S \cdot T)$. The same reasoning applies to lines 9–20, not counting the call to Cleanup.

Hence, the time complexity of Update is $\mathcal{O}(S \cdot T)$ without counting the calls to Cleanup. Let $\Xi$ be the partition that PA produces as part of its output. For every pair of blocks $\alpha, \beta \in \Xi$, it will happen at most once during the course of the algorithm that a pair $(\alpha', \beta')$ with $\alpha \subseteq \alpha'$ and $\beta \subseteq \beta'$ is removed from of the relation $Q$, and only in that circumstance is Cleanup called. For every transition $\beta_1 \rightarrow_{\exists} \beta$ and every block $\alpha \in \Xi$, there is at most one triple $(\alpha', \beta_1', \beta')$ with $\alpha \subseteq \alpha'$, $\beta_1 \subseteq \beta_1'$ and $\beta \subseteq \beta'$, such that Cleanup$(\alpha', \beta_1')$ is executed and $\beta_1' \rightarrow_{\exists} \beta'$. Thus lines 3–16 of Cleanup are executed at most $S \cdot T$ times during the course of the entire algorithm. The complexity of these lines, not counting line 13, is $\mathcal{O}(S)$. Hence, the total cost of all Cleanups executed during a run of Partitioning is $\mathcal{O}(S^2 \cdot T)$.

In summary, as the body of the main loop of Partitioning is executed $S$ times, the total cost of Refine, Update and Cleanup over the entire algorithm is $\mathcal{O}(S^2 \cdot T)$. The time complexity of PA therefore is $\mathcal{O}(S^2 \cdot T)$. 
4.9 Conclusions

The correspondence between the simulation problem for finite, labelled graphs and the generalized coarsest partition problem (GCPP) for unlabelled graphs can be easily established. We have shown that the operator $\sigma$ defined by Gentilini et al. [51] to solve the GCPP is flawed. In particular, when applied to a partition pair, the result is not necessarily another partition pair or even well-defined. Moreover, when applied repeatedly to a transitive partition pair, convergence towards a unique fixed point is not guaranteed. Thereby we have shown that $\sigma$ is not suitable for solving the GCPP.

On the counterexample for correctness of $\sigma$, the partitioning algorithm of [51] produces an incorrect answer: two simulation-equivalent states end up in different equivalence classes. We have repaired this algorithm such that it correctly computes the solution of the GCPP. Apart from correcting the error that results from the flaws in the operator $\sigma$, we also corrected a minor mistake that caused premature termination of the algorithm on certain input. We have proven the correctness of our algorithm using an auxiliary operator $\rho$ of which we have shown that it solves the GCPP, though inefficiently. Finally, we have implemented our algorithm to show that it has the same space and time complexities as the original partitioning algorithm.

Another way to repair the algorithm of [51] may be to use the relation $P^+$ instead of $P$ in the \textsc{RefineGcpp} function. The thusly obtained algorithm would converge to a fixed point slightly slower than ours. More importantly, due to the cost of computing the transitive closure in each iteration, the time complexity would not match that of the original algorithm.

The implementation presented in section 4.8 is primarily meant for determining the complexity of the repaired algorithm, but can also serve as a starting point for an implementation on a computer. We have created an efficient implementation of our algorithm in C++, that employs advanced data structures like hash tables for efficiency. It is distributed as part of the mCRL2 toolset, that is publicly available at \url{http://mcrl2.org}. This implementation operates on labelled transition systems (domain $\mathcal{T}^\mathcal{I}$) rather than vertex-labelled graphs. It can be used to minimize an LTS under simulation equivalence, via the tool \textsc{ltsconvert}, or to determine whether two LTSs are related by simulation preorder or simulation equivalence, via the tool \textsc{ltscompare}. Because the toolset already included an implementation of the subset construction algorithm for the determinization of LTSs (see also chapter 3), our contribution also enabled checking for trace preorder.
Chapter 5

Equivalence Checking for Infinite-State Systems

5.1 Introduction

As described in chapter 2, equivalence checking is a standard approach for verifying the correctness of concurrent systems. It aims to establish a behavioural equivalence or preorder between two models, usually an implementation and a specification. For finite-state systems, we already explored algorithms for checking language (and trace) preorder and equivalence through determinization (chapter 3), and for checking simulation preorder and equivalence (chapter 4). Checking strong bisimilarity of finite systems can be done very efficiently using the well-known partition refinement algorithm [104]. This algorithm can be lifted to weak bisimilarity by computing the transitive closure of \( \tau \)-transitions. This is viable but costly, since it may incur a quadratic blow-up with respect to the original LTSs. Instead, one could employ the more efficient solution of [67] for checking branching bisimilarity. Branching and weak bisimilarity often coincide, especially when one of the models does not contain \( \tau \)-transitions [56].

As an alternative to equivalence-checking directly on the LTSs, one can transform several equivalence-checking problems into solving Boolean equation systems (BES). As the standard \( \mu \)-calculus model checking problem for finite systems can also be transformed to the problem of solving a BES [2, 91], a BES solver, e.g. the one of [94], provides a uniform engine for verification by model checking and equivalence checking for finite systems. Various encodings of behavioural equivalences have been proposed in the literature [2, 28, 94], leading to efficient tools. In [2] it is shown that the BESs obtained from equivalence relations have a special format; the encodings of [94] even yield alternation-free BESs (cf. the definition of alternation depth in [91]) for up to five different behavioural equivalences. Solving alternation-free BESs can be done very efficiently. However, finiteness of the
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graphs is crucial for the encodings yielding alternation-free BESs.

Generally for concurrent systems with data, the induced LTS is no longer finite, and the traditional algorithms fail for infinite transition systems. In this chapter, we propose to check branching bisimilarity of infinite systems by solving recursive equations. In particular, in section 5.3 we show how to generate a PBES from two LPEs (see section 2.3.2). The resulting PBES has an alternation depth of two. We prove that the PBES has a positive solution if and only if the two (infinite) systems are branching bisimilar. Moreover, we illustrate the technique by two examples on queues (section 5.4), and show similar transformations for strong and weak bisimilarity and for branching simulation equivalence (section 5.5).

It is advantageous to translate the branching bisimilarity problem for infinite systems to solving PBESs, even though both problems are undecidable. The main reason is that solving PBESs is a more fundamental problem, as it boils down to solving equations between predicates. The other reason is that model checking $\mu$-calculus with data has already been mapped to PBESs. Hence, all techniques for solving PBESs (see section 2.6.3) can now also be applied to the branching bisimilarity problem, as demonstrated by the examples in section 5.4.

A method related to ours is the cones and foci method [49] which rephrases the question whether two LPEs are bisimilar in terms of proof obligations on data objects. There the user must first identify invariants, a focus condition and a state mapping. In contrast, generating a PBES requires no human ingenuity, although solving the PBES still may. Furthermore, our solution is considerably more general, because it lifts two severe limitations of the cones and foci method. The first limitation is that the cones and foci method only works in case the branching bisimulation is functional, meaning that a state in the implementation can only be related to a unique state in the specification. Another severe limitation of the cones and foci method is that it cannot handle specifications that contain $\tau$-transitions. In some protocols (e.g. the bounded retransmission protocol [64]) this condition is not met and thus the cones and foci method fails. In our example on unbounded queues (see section 5.4.2), both systems perform $\tau$-steps, and their bisimulation is not functional.

Our work can be seen as the generalization of [89] to weak and branching equivalences. In [89], Lin proposes Symbolic Transition Graphs with Assignments (STGA) as a new model for message-passing processes. An algorithm is also presented which computes bisimilarity formulae for finite state STGAs, in terms of the greatest solutions of a predicate equation system. This corresponds with an alternation-free PBES, and thus it can only deal with strong bisimilarity.

The extension of Lin’s work to weak and branching equivalences is not straightforward. This is testified by the encoding of weak bisimilarity in predicate equation systems by Kwak et al. [86]. However, their encoding is not generally correct for STGA, as they use a conjunction over the complete $\tau$-closure of a state. This only works in case that the $\tau$-closure of every state is finite, which is generally not the case for STGA, nor for LPEs. Alternation depth 2 seems unavoidable but does not occur in [86]. Note that for finite LTSs a conjunction over the $\tau$-closure is
possible [94], but leads to a quadratic blow-up of the BES in the worst case.

5.2 Preliminaries

In this chapter we do not distinguish syntactic data sorts and terms from their semantic counterparts, i.e. we write both $D$ and $\mathbb{D}$ as $D$, and both $t$ and $[t]$ as $t$.

Given an LPE $P$, we mark its elements using superscripts to avoid ambiguity:

$$P(d:D) = \sum_{a \in A} \sum_{e_a \in E^P} h_a^P(d, e_a) \rightarrow a(f_a^P(d, e_a)) \cdot P(g_a^P(d, e_a)).$$

Moreover, we write $d'_a \longrightarrow^P d''$ to denote the fact that $(d, a(d'), d'')$ is in the transition relation of the LTS of $P$ (see definition 2.4).

For any transition system $(S, \longrightarrow, i) \in \mathbb{T}$ and $a \in Act$ we define $\mathcal{F}_a$ as $\tau \cup I$ if $a = \tau$, and $\mathcal{F}_a$ otherwise. Hence, $s \mathcal{F}_a t$ is an abbreviation for $s \mathcal{F}_a t \lor (a = \tau \land s = t)$. For this chapter, the concept of semi-branching bisimilarity is more convenient than that of branching bisimilarity as it allows for shorter and clearer proofs.

**Definition 5.1.** Let $M, N \in \mathbb{T}$. A relation $R \subseteq S_M \times S_N$ is a semi-branching simulation iff for all $(s, t) \in R$:

$$\forall a \in Act, s' \in S_M : s \mathcal{F}_a s' \implies \exists u, t' \in S_N : t \mathcal{F}_a t' \land s \mathcal{F}_a u \land s' \mathcal{F}_a t'.$$

A relation $R$ is a semi-branching bisimulation if both $R$ and $R^{-1}$ are semi-branching simulations, and semi-branching bisimilarity $\equiv_{sb}$ is the largest semi-branching bisimulation.

Although a semi-branching simulation is not necessarily a branching simulation, semi-branching bisimilarity coincides with branching bisimilarity [6], i.e.:

$$\equiv_{sb} = \equiv_b.$$

Therefore, in the sequel we take the liberty to use semi-branching bisimilarity and branching bisimilarity interchangeably.

5.3 Translation for branching bisimilarity

We encode the problem of finding the largest branching bisimulation in the problem of solving an equation system. More precisely, for any LPEs $P$ and $Q$, algorithm 5.1 constructs the equation system that encodes branching bisimilarity (actually, semi-branching bisimilarity) between the states of $P$ and those of $Q$. The main function $\text{Bisim}_M$ returns a closed equation system of the form $\mathcal{E}_1, \mathcal{E}_2$ where the bound predicate variables in $\mathcal{E}_1$ are called $X$ and those in $\mathcal{E}_2$ are called $Y$. Intuitively, $\mathcal{E}_1$ is used to characterize branching bisimilarity while $\mathcal{E}_2$ is used to absorb the $\tau$-transitions. The equation system’s predicate formulae are constructed from the syntactic elements of $P$ and $Q$. Note that $P$ and $Q$ are treated
Algorithm 5.1. Construction of a PBES for branching bisimilarity on $P$ and $Q$.
\[
\text{Bisim}_b(P,Q) = E_1 \cdot E_2, \text{ where:}
\]
\[
E_1 := (\nu X^{P,Q}(d;D^P,d';D^Q) = \text{match}^{P,Q}(d,d') \land \text{match}^{Q,P}(d',d))
\]
\[
E_2 := \{(\nu Y^{x,y}_a(d;D^x,d';D^y,c;E^x_a) = \text{close}^{x,y}_a(d,d',e)) \mid a \in A \land 
(x,y) \in \{(P,Q),(Q,P)\}\}
\]
and we use the following abbreviations, for all $a \in A \land (x,y) \in \{(P,Q),(Q,P)\}$:
\[
\text{match}^{x,y}_a(d;D^x,d';D^y) = \bigwedge_{(d,e) \in A} \forall e : E^x_a \cdot (h^x_a(d,e) \implies Y^{x,y}_a(d,d',e))
\]
\[
\text{close}^{x,y}_a(d;D^x,d';D^y,c;E^x_a) = \exists e' : E^x_a \cdot (h^x_a(d',e') \land Y^{x,y}_a(d,g^y_a(d',e'),e') \lor 
(X^{x,y}_a(d,d') \land \text{step}^{x,y}_a(d,d',e))
\]
\[
\text{step}^{x,y}_a(d;D^x,d';D^y,c;E^x_a) = (a = \tau \land X^{x,y}_a(g^y_a(d,e),d')) \lor 
\exists e' : E^x_a \cdot h^x_a(d',e') \land f^x_a(d,e) = g^y_a(d',e') \land X^{x,y}_a(g^y_a(d,e),g^y_a(d',e')).
\]

completely symmetrically. As we will show in theorem 5.5, the solution for $X^{P,Q}$ in the resulting equation system gives the largest branching bisimulation between $P$ and $Q$ as a predicate on $D^P \times D^Q$. In particular, if $d;D^P$ and $d';D^Q$ are the initial states of $P$ and $Q$, respectively, then $P$ and $Q$ are branching bisimilar if and only if the solution for $X^{P,Q}$ in the equation system yields $\top$ on $(d,d')$. We illustrate the translation by a small example.

Example 5.2. Consider the following LPEs:
\[
P(b;\emptyset) = b \rightarrow \tau \cdot P(\bot) + a \cdot P(\top) + Q(c;\emptyset) = c \rightarrow \tau \cdot Q(\bot) + \neg c \rightarrow a \cdot Q(\top).
\]
We describe the PBES that we obtain by applying algorithm 5.1 to $P$ and $Q$. The first equations are as follows:
\[
\nu X^{P,Q}(b;\emptyset,c;\emptyset) = (b \implies Y^{P,Q}_\tau(b,c)) \land Y^{P,Q}_a(b,c) \land 
(c \implies Y^{Q,P}_\tau(c,b)) \land (\neg c \implies Y^{Q,P}_a(c,b))
\]
\[
\nu X^{Q,P}(c;\emptyset,b;\emptyset) = X^{P,Q}(b,c).
\]
The idea of the equation for $X^{P,Q}$ is that any of its solutions is a branching bisimulation on the states of $P$ and $Q$. Because branching bisimilarity is the largest branching bisimulation, we are interested in the largest solution to this equation, hence the fixpoint sign is $\nu$. The right-hand side of the equation encodes
that any action $a$ that is possible from the state $b$ of $P$ should be matched by the state $c$ of $Q$: if the guard for $a$ in LPE $P$ holds then $c$ should match this $a$, which is encoded by the equation for $Y_{a}^{P,Q}(b,c)$ as explained below. Additionally, the converse should hold for actions that are possible from the state $c$ of $Q$. The second equation expresses that a branching bisimulation is symmetrical.

The next pair of equations in the PBES is the following:

$$µY_{a}^{P,Q}(b;b,c) = (c ∧ Y_{a}^{P,Q}(b,⊥)) ∨ (X^{P,Q}(b,c) ∧ ¬c ∧ X^{P,Q}(⊤,⊤))$$

$$µY_{τ}^{P,Q}(b;b,c) = (c ∧ Y_{τ}^{P,Q}(b,⊥)) ∨ (X^{P,Q}(b,c) ∧ (X^{P,Q}(⊥,c) ∨ (c ∧ X^{P,Q}(⊥,⊥)))) .$$

For any states $b$ of $P$ and $c$ of $Q$, these equations encode $c$’s matching an $a$-step and $τ$-step by $b$, respectively. Before matching an $a$-step, $c$ is allowed to perform any number of $τ$-steps. The first disjunct of the right-hand side expresses this $τ$-closure: the guard of $Q$’s $τ$-summand holds ($c$) and we inductively require $Y_{a}^{P,Q}(b,⊥)$ where $⊥$ is the state of $Q$ after the $τ$-step. Because only finite $τ$-sequences can be skipped, the fixpoint sign of $Y_{a}^{P,Q}$ is $µ$. The second disjunct expresses the possibility that $c$ performs a matching $a$-step: $b$ and $c$ are in the bisimulation $(X^{P,Q}(b,c))$, the guard of $Q$’s $a$-summand holds ($¬c$), and the states of $P$ and $Q$ after the $a$-steps are in the bisimulation $(X^{P,Q}(⊤,⊤))$. The equation for $Y_{τ}^{P,Q}$ has a similar structure, but in the second disjunct $c$ does not have to be able to perform a matching $τ$-step; it is also allowed for $c$ to be in the bisimulation with $b$’s $τ$-successor (cf. definition 5.1).

The remaining equations generated by algorithm 5.1 are the following:

$$µY_{a}^{Q,P}(c;b,b) = (b ∧ Y_{a}^{Q,P}(c,⊥)) ∨ (X^{Q,P}(c,b) ∧ X^{Q,P}(⊤,⊤))$$

$$µY_{τ}^{Q,P}(c;b,b) = (b ∧ Y_{τ}^{Q,P}(c,⊥)) ∨ (X^{Q,P}(c,b) ∧ (X^{Q,P}(⊥,b) ∨ (b ∧ X^{Q,P}(⊥,⊥)))) .$$

These are the symmetrical counterparts of the previous equations. □

Before establishing the correctness of algorithm 5.1 we first provide a fixpoint characterization of semi-branching bisimilarity, which we exploit in the correctness proof of our algorithm. Given LPEs $P$ and $Q$, and a relation $R ⊆ D^{P} × D^{Q}$, we define the function $F$ as follows:

$$F(R) := \{ (d,d′) \mid (∀a ∈ A, e_{a} ∈ E_{a}^{P}. h_{a}^{P}(d,e_{a}) →\exists d_{2}′, d_{3}′. d′ ⇒_{Q} d_{2}′ ∧ d_{2}′ →_{a} f_{a}^{P}(d_{2},e_{a}) ) Q d_{3}′ ∧ (d,d_{2}) ∈ R ∧ (g_{a}^{Q}(d,e_{a}),d_{3}′) ∈ R \land (∀a ∈ A, e′_{a} ∈ E_{a}^{Q}. h_{a}^{Q}(d′,e′_{a}) →\exists d_{2}, d_{3}. d ⇒_{P} d_{2} ∧ d_{2} →_{a} f_{a}^{Q}(d′,e′_{a}) ) p d_{3} ∧ (d,d′) ∈ R ∧ (d_{3}, g_{a}^{Q}(d′,e′_{a}) ) ∈ R \} .$$

We now prove that semi-branching bisimilarity is the greatest fixpoint of $F$. 


Lemma 5.3. \( \equiv_{ab} = \nu R : F(R) \).

Proof. The following two facts follow directly from the definitions:

(i) \( F \) is monotonic;
(ii) \( R \) is a semi-branching bisimulation if and only if \( F(R) = R \), hence \( \equiv_{ab} = \bigcup \{ R \mid F(R) = R \} \).

Therefore, it holds that:

(1) for any \( R, F(R) = R \) implies \( R \subseteq \equiv_{ab} \), by (ii).
(2) \( \equiv_{ab} \subseteq F(\equiv_{ab}) \). Namely, for any \( R \) with \( F(R) = R \), we have \( F(R) \subseteq F(\equiv_{ab}) \) using (1) and (i), and thus \( R \subseteq F(\equiv_{ab}) \). Then by (ii), \( \equiv_{ab} \subseteq \nu R : F(R) \). Also, by (1), \( \nu R : F(R) \subseteq \equiv_{ab} \). Hence \( \equiv_{ab} = \nu R : F(R) \). □

For proving the correctness of our translation, we first show that \( \mathcal{E}_2 \) correctly encodes the requirement for matching \( a \)-steps between branching bisimilar states.

Proposition 5.4. For any LPEs \( P \) and \( Q \), let \( \mathcal{E}_2 \) be as defined by algorithm 5.1. Let \( \eta \) be an arbitrary predicate environment and \( \theta := [\mathcal{E}_2]_\eta \). Then for any action \( a \) and any \( d, d' \) and \( e \), we have \( \theta(Y^P_{a,Q})(d, d', e) \) if and only if:

\[
\exists d_2, d_3, d' \Rightarrow \exists d_2 \land d_2 \leftarrow \frac{a(f^P(d, e))}{\eta} \land d_3 \land \eta(X^P\cdot Q)(d, d_2) \land \eta(X^P\cdot Q)(g^P_a(d, e), d_3).
\]

Proof. We omit the superscript \( P, Q \) when no confusion can arise. We define sets \( R^i_{a,d,e} \subseteq D^Q \), for any \( a \in A, d, e \) and \( i \geq 0 \), and depending on \( \eta(X) \), as follows:

\[
R^0_{a,d,e} := \{ d' \mid \exists d_2, d_3 : d' \Rightarrow \exists d_2 \land d_2 \leftarrow \frac{a(f^P(d, e))}{\eta} \land d_3 \land \eta(X)(g^P_a(d, e), d_3) \}
\]

\[
R^{i+1}_{a,d,e} := \{ d' \mid \exists d_2, d_3 : d' \Rightarrow \exists d_2 \land d_2 \leftarrow \frac{a(f^P(d, e))}{\eta} \land d_3 \land \eta(X)(g^P_a(d, e), d_3) \}.
\]

Let \( \mathcal{R}^{a,d,e} = \bigcup_{i \geq 0} R^i_{a,d,e} \). Obviously, by definition of \( \Rightarrow \) we have:

\[
\mathcal{R}^{a,d,e} = \{ d' \mid \exists d_2, d_3 : d' \Rightarrow \exists d_2 \land d_2 \leftarrow \frac{a(f^P(d, e))}{\eta} \land d_3 \land \eta(X)(g^P_a(d, e), d_3) \}.
\]

We will prove, using an approximation method, that this coincides with the solution for \( Y^P_{a,Q} \) in \( \mathcal{E}_2 \). More precisely, we claim:

\[
\theta(Y^P_{a,Q})(d, d', e) \Leftrightarrow d' \in \mathcal{R}^{a,d,e}.
\]

By algorithm 5.1, the equation for \( Y_a \) is of the form

\[
(5.2) \quad Y_a(d, d', e) = (X(d, d') \land \varphi) \lor \exists e'. (h^Q_a(d', e') \land Y_a(d, g^Q_a(d', e'), e))
\]

where \( \varphi \) (generated by step) stands for the formula

\[
(a = \tau \land X(g^P_a(d, e), d')) \lor \\
\exists e'. h^Q_a(d', e') \land f^P_a(d, e) = f^Q_a(d', e') \land X(g^P_a(d, e), g^Q_a(d', e')).
\]
Finally, we show that \( X(d, d') \land \varphi \eta \Leftrightarrow d' \in \mathcal{R}_{0}^{a,d,e} \); we derive, using the induction hypothesis at step \( 5.3 \).

### 5.3. Translation for branching bisimilarity

We prove the following facts:

(a) \( \| X(d, d') \land \varphi \eta \| \Leftrightarrow d' \in \mathcal{R}_{0}^{a,d,e} \);
(b) \( Y_{a}^{n}(d, d', c) = (d' \in \bigcup_{0 \leq i < n} \mathcal{R}_{i}^{a,d,e}) \), for any finite approximation \( Y_{a}^{n} \) of (5.2).

**Ad (a).** This statement is equivalent to

\[
\| X(d, d') \land \varphi \eta \| = 3d'' . \; d' \frac{a(f_{Q}^{i}(d,e))}{Q} d'' \land \eta(X)(d, d') \land \eta(X)(g_{P}^{n}(d, e), d'')
\]

which follows readily if \( \| \varphi \eta \| = \exists d'' . \; d' \frac{a(f_{Q}^{i}(d,e))}{Q} d'' \land \eta(X)(g_{P}^{n}(d, e), d'') \). We derive, using definition 2.4 at step \(*\) and the definition of \( \frac{a}{Q} \) at step \( \dag\):

\[
\| \varphi \eta \| = (a = \tau \land \eta(X)(g_{P}^{n}(d, e), d')) \lor
\exists e' . \; (h_{Q}^{i}(d', e') \land f_{P}^{i}(d, e) = f_{Q}^{i}(d', e') \land \eta(X)(g_{P}^{n}(d, e), g_{Q}^{i}(d', e')))
\]

\[
= \exists d'' . \; (a = \tau \land d'' = d'' \land \eta(X)(g_{P}^{n}(d, e), d'')) \lor
\exists d'' . \; (h_{Q}^{i}(d', e') \land g_{Q}^{i}(d', e') = d'' \land f_{P}^{i}(d, e) = f_{Q}^{i}(d', e') \land \eta(X)(g_{P}^{n}(d, e), d''))
\]

\[
= \exists d'' . \; (a = \tau \land d'' = d'' \land \eta(X)(g_{P}^{n}(d, e), d'')) \lor
\exists d'' . \; (d' \frac{a(f_{Q}^{i}(d,e))}{Q} d'' \land \eta(X)(g_{P}^{n}(d, e), d''))
\]

\[
= \exists d'' . \; ((a = \tau \land d'' = d'') \lor d'' \frac{a(f_{Q}^{i}(d,e))}{Q} d'' \land \eta(X)(g_{P}^{n}(d, e), d''))
\]

\[
\frac{a}{Q} \text{d''} \land \eta(X)(g_{P}^{n}(d, e), d'').
\]

**Ad (b).** We prove this statement by induction on \( n \).

**Base:** Trivially, \( Y_{a}^{0}(d, d', e) = \perp = d' \in \emptyset = d' \in \bigcup_{0 \leq i < 0} \mathcal{R}_{i}^{a,d,e} \).

**Step:** We derive, using the induction hypothesis at step \(*\), and (a), definition 2.4 and the definition of \( \mathcal{R}_{i}^{a,d,e} \) at step \( \dag\):

\[
\{ d' \mid Y_{a}^{n+1}(d, d', e) \}
\]

\[
= \{ d' \mid (\eta(X)(d, d') \land \| \varphi \eta \| ) \lor \exists e' . \; (h_{Q}^{i}(d', e') \land g_{Q}^{i}(d', e') \subset \bigcup_{0 \leq i < n} \mathcal{R}_{i}^{a,d,e}) \}
\]

\[
= \{ d' \mid \| X(d, d') \land \varphi \eta \| \cup \bigcup_{0 \leq i < n} \{ d' \mid \exists e'. \; h_{Q}^{i}(d', e') \land g_{Q}^{i}(d', e') \subset \mathcal{R}_{i}^{a,d,e} \}
\]

\[
= \mathcal{R}_{0}^{a,d,e} \cup \bigcup_{0 \leq i < n} \mathcal{R}_{i+1}^{a,d,e} = \bigcup_{0 \leq i < n+1} \mathcal{R}_{i}^{a,d,e}.
\]

Using (b), we can now prove that \( Y_{a}^{\omega} \) coincides with \( \mathcal{R}^{a,d,e} \):

\[
\{ d' \mid Y_{a}^{\omega}(d, d', e) \} = \bigcup_{n \geq 0} \{ d' \mid Y_{a}^{n}(d, d', e) \} \equiv \bigcup_{n \geq 0} \bigcup_{0 \leq i < n} \mathcal{R}_{i}^{a,d,e}
\]

\[
= \bigcup_{i \geq 0} \mathcal{R}_{i}^{a,d,e} = \mathcal{R}^{a,d,e}.
\]

Finally, we show that \( Y_{a}^{\omega} \) is a fixed point and, hence, a solution of (5.2):
Proof. By algorithm 5.1, if and only if \( \theta \) \( \Leftrightarrow \) \( \exists \phi \exists \eta \). The resulting PBESs, we rely on techniques for solving and manipulating PBESs between two systems that have infinite state spaces. To compute the solutions to applying it to two examples. In both examples we prove branching bisimilarity from which the theorem readily follows.

5.4 Examples

In this section we demonstrate the technique outlined in the previous section by applying it to two examples. In both examples we prove branching bisimilarity between two systems that have infinite state spaces. To compute the solutions to the resulting PBESs, we rely on techniques for solving and manipulating PBESs like adding invariants, symbolic approximations and strengthening equations.
Let $D$ be an arbitrary data sort (possibly of infinite size) equipped with an equality relation, and let $Q$ denote the data sort of queues over $D$ with infinite capacity. We use list enumeration to denote queues containing specific elements, e.g. $[]$ and $[d,e]$ denote the empty queue and the queue containing $d$ and $e$ for any $d,e \in D$, respectively. Operations on queues include $q+r$, denoting the concatenation of queues $q$ and $r$, $|q|$ denoting the length of queue $q$ (where $|q| > n$ for all $n \in \mathbb{N}$ if $q$ is infinite), and functions $hd : Q \rightarrow D$ and $tl : Q \rightarrow Q$ which yield the head and tail of a queue, respectively.

Our processes can communicate with their environments via parameterized actions $r(d)$ (read $d$ from the environment) and $w(d)$ (write $d$ to the environment). The $\tau$-steps represent the internal communication of data from one queue or buffer to the next.

### 5.4.1 Two buffers and a queue

In this example, we show that two one-place buffers in sequence behave branching bisimilar to a queue of capacity two. The behaviour of these systems is given by the LPEs $P$ and $R$, respectively:

$$P(b_1:B, d_1:D, b_2:B, d_2:D) = \sum_{d:D} \neg b_1 \rightarrow r(d) \cdot P(\top, d, b_2, d_2) +$$

$$b_1 \land \neg b_2 \rightarrow \tau \cdot P(\bot, d_1, \top, d_1) +$$

$$b_2 \rightarrow w(d_2) \cdot P(b_1, d_1, \bot, d_2)$$

$$R(q:Q) = \sum_{d:D} |q| < 2 \rightarrow r(d) \cdot R([d]+q) +$$

$$|q| > 0 \rightarrow w(hd(q)) \cdot R(tl(q))$$

To check whether these processes are branching bisimilar, they are translated to the following PBES using algorithm 5.1:

$$\nu X^{P,R}(b_1:B, d_1:D, b_2:B, d_2:D, q:Q) =$$

$$\neg b_1 \implies \forall d:D . Y^{P,R}_{w}(b_1, d_1, b_2, d_2, q, d) \land$$

$$(b_1 \land \neg b_2) \implies Y^{P,R}_{w}(b_1, d_1, b_2, d_2, q) \land$$

$$(b_2 \implies Y^{P,R}_{w}(b_1, d_1, b_2, d_2, q)) \land$$

$$(|q| < 2 \implies \forall d:D . Y^{R,P}_{w}(q, b_1, d_1, b_2, d_2)) \land$$

$$(|q| > 0 \implies Y^{R,P}_{w}(q, b_1, d_1, b_2, d_2))$$

$$\mu Y^{R,P}_{w}(q:Q, b_1:B, d_1:D, b_2:B, d_2:D) =$$

$$X^{P,R}(b_1, d_1, b_2, d_2, q)$$

$$\nu X^{P,R}(e:Q, b_1:B, d_1:D, b_2:B, d_2:D, q:Q) =$$

$$X^{P,R}(b_1, d_1, b_2, d_2, q) \land |q| < 2 \land X^{P,R}(\top, e, b_2, d_2, [e] + q)$$
\[ \mu_{Y_w^{P,R}}(b_1; B, d_1; D, b_2; B, d_2; D, q; Q) = X^{P,R}(b_1, d_1, b_2, d_2, q) \land q > 0 \land d_2 = hd(q) \land X^{P,R}(b_1, d_1, \bot, d_2, tl(q)) \]

\[ \mu_{Y_{r_1}^{P,R}}(b_1; B, d_1; D, b_2; B, d_2; D, q; Q) = X^{P,R}(b_1, d_1, b_2, d_2, q) \land X^{P,R}(\bot, d_1, \top, d_1, q) \]

\[ \mu_{Y_{r_2}^{P,R}}(q; Q, b_1; B, d_1; D, b_2; B, d_2; D, q; Q) = (b_1 \land \neg b_2 \land X^{P,R}_w(q, \bot, d_1, \top, d_1, e)) \lor (X^{P,R}(q, b_1, d_1, b_2, d_2) \land \neg b_1 \land X^{P,R}([e] \parallel q, \top, e, b_2, d_2)) \]

\[ \mu_{Y_{r_3}^{P,R}}(q; Q, b_1; B, d_1; D, b_2; B, d_2; D, q; Q) = Y_{r_2}^{P,R}(q, b_1, d_1, b_2, d_2, e) \]

Each of the variables \( X^{P,R} \), \( Y_{r_1}^{P,R} \), \( Y_{w_1}^{P,R} \) and \( Y_{r_2}^{P,R} \) does not occur in the right-hand side of its own equation. We eliminate such self-references from the equations for \( Y_{r_1}^{P,R} \) and \( Y_{w_1}^{P,R} \) by approximation:

\[ Y_{r_0}^{R,P}(q; Q, b_1; B, d_1; D, b_2; B, d_2; D, e; D) = \bot \]

\[ Y_{r_1}^{R,P}(q; Q, b_1; B, d_1; D, b_2; B, d_2; D, e; D) = X^{R,P}(q, b_1, d_1, b_2, d_2) \land \neg b_1 \land X^{R,P}([e] \parallel q, \top, e, b_2, d_2) \]

\[ Y_{r_2}^{R,P}(q; Q, b_1; B, d_1; D, b_2; B, d_2; D, e; D) = (b_1 \land \neg b_2 \land X^{R,P}(q, \bot, d_1, \top, d_1) \land X^{R,P}([e] \parallel q, \top, e, d_1)) \lor (X^{R,P}(q, b_1, d_1, b_2, d_2) \land \neg b_1 \land X^{R,P}([e] \parallel q, \top, e, b_2, d_2)) \]

\[ Y_{r_3}^{R,P}(q; Q, b_1; B, d_1; D, b_2; B, d_2; D, e; D) = Y_{r_2}^{R,P}(q, b_1, d_1, b_2, d_2, e) \]

\[ Y_{w_0}^{R,P}(q; Q, b_1; B, d_1; D, b_2; B, d_2; D) = \bot \]

\[ Y_{w_1}^{R,P}(q; Q, b_1; B, d_1; D, b_2; B, d_2; D) = X^{R,P}(q, b_1, d_1, b_2, d_2) \land b_2 \land hd(q) = d_2 \land X^{R,P}(tl(q), b_1, d_1, \bot, d_2) \]

\[ Y_{w_2}^{R,P}(q; Q, b_1; B, d_1; D, b_2; B, d_2; D) = (b_1 \land \neg b_2 \land X^{R,P}(q, \bot, d_1, \top, d_1) \land hd(q) = d_1 \land X^{R,P}(tl(q), \bot, d_1, \bot, d_2)) \lor (X^{R,P}(q, b_1, d_1, b_2, d_2) \land b_2 \land hd(q) = d_2 \land X^{R,P}(tl(q), b_1, d_1, \bot, d_2)) \]

\[ Y_{w_3}^{R,P}(q; Q, b_1; B, d_1; D, b_2; B, d_2; D) = Y_{w_2}^{R,P}(q, b_1, d_1, b_2, d_2) \].
5.4. Examples

We apply substitution to obtain the following equation for $X^{P,R}$:

$$\nu X^{P,R}(b_1;B, d_1;D, b_2;B, d_2;D, q;Q) =$$

$$\neg \varphi_1 \implies (X^{P,R}(b_1, d_1, b_2, d_2, q) \land |q| < 2$$
$$\land \forall d \in D . X^{P,R}(\top, d, b_2, d_2, [d] + q))$$
$$\land ((b_1 \land \neg b_2) \implies (X^{P,R}(b_1, d_1, b_2, d_2, q) \land X^{P,R}(\bot, d_1, \top, d_1, q)))$$
$$\land (b_2 \implies (X^{P,R}(b_1, d_1, b_2, d_2, q) \land |q| > 0 \land d_2 = hd(q)$$
$$\land X^{P,R}(b_1, d_1, \bot, d_2, tl(q))))$$
$$\land (|q| < 2 \implies \forall d \in D . ((b_1 \land \neg b_2 \land X^{P,R}(\bot, d_1, \top, d_1, q)$$
$$\land X^{P,R}(\top, d, \top, d_1, [d] + q)) \lor (X^{P,R}(b_1, d_1, b_2, d_2, q) \land \neg b_1$$
$$\land X^{P,R}(\top, d, b_2, d_2, [d] + q))))$$
$$\land (|q| > 0 \implies ((b_1 \land \neg b_2 \land X^{P,R}(\bot, d_1, \top, d_1, q) \land hd(q) = d_1$$
$$\land X^{P,R}(\bot, d_1, \bot, d_2, tl(q))) \lor (X^{P,R}(b_1, d_1, b_2, d_2, q) \land b_2$$
$$\land hd(q) = d_2 \land X^{P,R}(b_1, d_1, \bot, d_2, tl(q))))).$$

Note that we can safely omit every occurrence of $X^{P,R}(b_1, d_1, b_2, d_2, q)$ from this equation. To solve this equation we instantiate the Boolean parameters $b_1$ and $b_2$. Instantiation is a technique in which an equation $\sigma X(d;D, e;E) = \varphi$ with $D = \{d_1, \ldots, d_n\}$ is replaced by $n$ equations $(\sigma X_{d_1}(e;E) = \varphi[d_1/d]) \cdots (\sigma X_{d_n}(e;E) = \varphi[d_n/d])$ where occurrences of $X(d, \ldots)$ in the right-hand sides are replaced by $X(d, \ldots)$. Instantiation can be done for multiple parameters. The technique is described more formally and proven correct in chapter 6. We obtain the following four equations when instantiating for parameters $b_1$ and $b_2$, omitting the superscripts $P, R$ for the sake of readability:

$$\nu X_{\top, \top}(d_1;D, d_2;D, q;Q) = |q| \geq 2 \land hd(q) = d_2 \land X_{\top, \top}(d_1, d_2, tl(q))$$
$$\nu X_{\top, \bot}(d_1;D, d_2;D, q;Q) = X_{\bot, \top}(d_1, d_1, q)$$
$$\land (|q| < 2 \implies \forall d \in D . X_{\top, \top}(d, d_1, [d] + q))$$
$$\land (|q| > 0 \implies hd(q) = d_1 \land X_{\bot, \top}(d_1, d_2, tl(q)))$$
$$\nu X_{\bot, \top}(d_1;D, d_2;D, q;Q) = q = [d_2] \land (\forall d \in D . X_{\top, \top}(d, d_2, [d] + q))$$
$$\land X_{\bot, \bot}(d_1, d_2, tl(q))$$
$$\nu X_{\bot, \bot}(d_1;D, d_2;D, q;Q) = |q| = 0 \land (\forall d \in D . X_{\top, \bot}(d, d_2, [d] + q)).$$

By substituting the equations for $X_{\bot, \top}$, $X_{\bot, \bot}$ and $X_{\top, \top}$ (in that order) in the equation for $X_{\top, \bot}$, we obtain for $X_{\top, \bot}$:

$$\nu X_{\top, \bot}(d_1;D, d_2;D, q;Q) = q = [d_1] \land (\forall d \in D . X_{\top, \bot}(d, d_2, [d])).$$
By approximation we find that the solution for $X_{\top,\bot}$ is $q = [d_1]$. Substituting this solution in the other equations gives us the solutions for all $X_{x,y}$:

$$
\nu X_{\top,\top}(d_1; D, d_2; D, q; Q) = q = [d_1, d_2]
$$
$$
\nu X_{\top,\bot}(d_1; D, d_2; D, q; Q) = q = [d_1]
$$
$$
\nu X_{\bot,\top}(d_1; D, d_2; D, q; Q) = q = [d_2]
$$
$$
\nu X_{\bot,\bot}(d_1; D, d_2; D, q; Q) = q = [\[].
$$

Evaluating $X_P^R$ for the initial state ($\bot, d, \bot, e, [\[]$) for any $d, e \in D$, amounts to evaluating $X_{\bot,\bot}$ for $(d, e, [\[])$ which yields true. Hence, the processes $P(\bot, d, \bot, e)$ and $R([\[])$ are branching bisimilar for all $d, e \in D$. Using standard manipulation and solution techniques for PBESs, we have proven this statement without making any assumption on the data sort $D$. In fact, if $D$ is an infinite sort and, hence, the state spaces of both processes are infinite, our proof remains unchanged.

### 5.4.2 Unbounded queues

The finiteness of the processes of the previous section depends solely on the data sort $D$. One could use abstraction techniques to abstract away from $D$ entirely and obtain finite state spaces on which branching bisimilarity can be checked using conventional methods. By contrast, for the problem that we consider in this section, it is inherent that the involved processes are infinite. In other words, we cannot abstract away from their being infinite without changing the problem in a fundamental way.

The capacity of a bounded queue is doubled by connecting a queue of the same size, which means that a composition of bounded queues is behaviourally different from the constituent queues. In this respect, a composition of queues with infinite capacity does not change the behaviour, as this again yields an unbounded queue. The LPEs $S$ and $T$ defined below model the composition of two unbounded queues and three unbounded queues, respectively. We prove that these processes are branching bisimilar using our translation to a PBES.

$$
S(s_0, s_1; Q) = \sum_{v:D} r(v) \cdot S([v] + s_0, s_1) + \\
\quad s_1 \neq [\[] \to w(hd(s_1)) \cdot S(s_0, tl(s_1)) + \\
\quad s_0 \neq [\[] \to \tau \cdot S(tl(s_0), [hd(s_0)] + s_1)
$$

$$
T(t_0, t_1, t_2; Q) = \sum_{u:D} r(u) \cdot T([u] + t_0, t_1, t_2) + \\
\quad t_2 \neq [\[] \to w(hd(t_2)) \cdot T(t_0, t_1, tl(t_2)) + \\
\quad t_0 \neq [\[] \to \tau \cdot T(tl(t_0), [hd(t_0)] + t_1, t_2) + \\
\quad t_1 \neq [\[] \to \tau \cdot T(t_0, tl(t_1), [hd(t_1)] + t_2)
$$
5.4. Examples

By applying algorithm 5.1 to LPEs $S$ and $T$, we obtain the following PBES:

$$\mu X^{S,T}(s_0, s_1, t_0, t_1, t_2; Q) =$$

$$\forall v : D. Y^{S,T}_w(s_0, s_1, t_0, t_1, t_2, v) \land (s_1 \neq \emptyset \implies Y^{S,T}_w(s_0, s_1, t_0, t_1, t_2) \land$$

$$(s_0 \neq \emptyset \implies Y^{S,T}_w(s_0, s_1, t_0, t_1, t_2)) \land$$

$$(\forall u : D. Y^{T,S}_w(t_0, t_1, t_2, s_0, u) \land (t_2 \neq \emptyset \implies Y^{T,S}_w(t_0, t_1, t_2, s_0, u)) \land$$

$$(t_1 \neq \emptyset \land t_0 \neq \emptyset \implies Y^{T,S}_w(t_0, t_1, t_2, s_0, u))$$

$$\nu X^{T,S}(t_0, t_1, t_2, s_0, s_1; Q) = X^{S,T}(s_0, s_1, t_0, t_1, t_2)$$

$$\mu Y^{S,T}_w(s_0, s_1, t_0, t_1, t_2; Q, v : D) =$$

$$(t_0 \neq \emptyset \land Y^{S,T}_w(s_0, s_1, t_0, t_1, t_2, v) \lor$$

$$(t_1 \neq \emptyset \land Y^{S,T}_w(s_0, s_1, t_0, t_1, t_2, v)) \lor$$

$$(X^{S,T}(s_0, s_1, t_0, t_1, t_2) \land X^{S,T}([v]++s_0, s_1, [v]++t_0, t_1, t_2))$$

$$\mu Y^{S,T}_w(s_0, s_1, t_0, t_1, t_2; Q) =$$

$$(t_0 \neq \emptyset \land Y^{S,T}_w(s_0, s_1, t_0, t_1, t_2) \lor$$

$$(t_1 \neq \emptyset \land Y^{S,T}_w(s_0, s_1, t_0, t_1, t_2)) \lor$$

$$(X^{S,T}(s_0, s_1, t_0, t_1, t_2)) \land X^{S,T}(s_0, t_0, t_1, t_2))$$

$$\mu Y^{T,S}_w(s_0, t_0, t_1, t_2; Q, v : D) =$$

$$(s_0 \neq \emptyset \land Y^{T,S}_w(t_0, t_1, t_2, s_0, t_0, t_1, t_2, v) \lor$$

$$(X^{T,S}(t_0, t_1, t_2, s_0, t_0, t_1, t_2) \land X^{T,S}(t_0, t_1, t_2, s_0, t_0, t_1, t_2))$$

$$\mu Y^{T,S}_w(s_0, t_0, t_1, t_2; Q) =$$

$$(s_0 \neq \emptyset \land Y^{T,S}_w(t_0, t_1, t_2, s_0, t_0, t_1, t_2, s_0) \lor$$

$$(X^{T,S}(t_0, t_1, t_2, s_0, s_0, s_1) \land X^{T,S}(t_0, t_1, t_2, s_0, s_0, s_1) \land (s_1 \neq \emptyset \land X^{T,S}(t_0, t_1, t_2, s_0, s_0, s_1))$$

Consider the equation for $Y^{S,T}_w$. It represents the case where process $T$ has to
simulate a $w(hd(s_1))$ action of process $S$ by possibly executing a finite number of $\tau$-steps before executing action $w(hd(t_2))$. Inspired by the scenario that captures the minimal amount of $\tau$-steps that are needed (two steps when $t_1 = \emptyset \land t_2 = \emptyset$, one when $t_1 \neq \emptyset \land t_2 = \emptyset$ and none otherwise), we strengthen the equation for $Y^{S,T}_w$ as follows:

\[
\mu Y^{S,T}_w(s_0, s_1, t_0, t_1, t_2; Q) = \\
(t_0 \neq \emptyset \land t_1 = \emptyset \land t_2 = \emptyset \lor Y^{S,T}_w(s_0, s_1, t_1, hd(t_0)) \lor t_1, t_2) \lor \\
(t_1 \neq \emptyset \land t_2 = \emptyset \land Y^{S,T}_w(s_0, s_1, t_0, hd(t_1)) \lor t_2) \lor \\
(t_2 \neq \emptyset \land hd(t_2) = hd(s_1) \land X^{S,T}(s_0, s_1, t_0, t_1, t_2) \\
\land X^{S,T}(s_0, t_0, t_1, t_2))
\]

(5.3)

The solution to this equation is at most as large as the solution to the original equation. Therefore, if the solution to the strengthened PBES yields true on the initial state, then the solution to the original PBES would have done so as well, thereby justifying our modification. We approximate the solution to equation (5.3) as follows:

\[
Y^{S,T}_{w,0}(s_0, s_1, t_0, t_1, t_2; Q) = \bot \\
Y^{S,T}_{w,1}(s_0, s_1, t_0, t_1, t_2; Q) = \\
t_2 \neq \emptyset \land hd(t_2) = hd(s_1) \land X^{S,T}(s_0, s_1, t_0, t_1, t_2) \\
\land X^{S,T}(s_0, t_0, t_1, t_2) \\
Y^{S,T}_{w,2}(s_0, s_1, t_0, t_1, t_2; Q) = \\
t_1 \neq \emptyset \land t_2 = \emptyset \land hd(t_1) = hd(s_1) \land X^{S,T}(s_0, s_1, t_0, t_1, t_2) \\
\land X^{S,T}(s_0, t_0, t_1, t_2) \\
Y^{S,T}_{w,3}(s_0, s_1, t_0, t_1, t_2; Q) = \\
t_0 \neq \emptyset \land t_1 = \emptyset \land t_2 = \emptyset \land hd(t_0) = hd(s_1) \land X^{S,T}(s_0, s_1, t_0, \bot, [hd(t_0)]) \\
\land X^{S,T}(s_0, t_0, t_1, t_2) \\
Y^{S,T}_{w,4}(s_0, s_1, t_0, t_1, t_2; Q) = Y^{S,T}_{w,3}(s_0, s_1, t_0, t_1, t_2)
\]

Because $Y^{S,T}_{w,4} = Y^{S,T}_{w,3}$, the solution to equation (5.3) is $Y^{S,T}_{w,3}$. Similarly, we obtain a solution for $Y^{T,S}_w$ by strengthening the first disjunct. Regarding the equations
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for the Yₖ s and Yₗ s, we note that the mimicking of a τ-step of one process by the other can be postponed. This means that we can strengthen each of the equations for the Yₖ s and Yₗ s by removing all but the last disjunct.

For every predicate variable except X⁹,₁₀ we have now obtained an equation in which that variable does not occur in the right-hand side. These solutions can be substituted in the equation for X⁹,₁₀ without affecting its solution, yielding the following closed equation for X⁹,₁₀:

\[
\nu X^{9,10}(s_0, s_1, t_0, t_1, t_2 : Q) = X^{9,10}(s_0, s_1, t_0, t_1, t_2) \wedge (\forall v, D. X^{9,10}([v] \leftrightarrow s_0, s_1, [v] \leftrightarrow t_0, t_1, t_2)) \\
\wedge (s_1 \neq [] \implies ((t_0 \neq [] \wedge t_1 = [] \wedge t_2 = [] \wedge \text{hd}(t_0) = \text{hd}(s_1)) \\
\wedge X^{9,10}(s_0, s_1, t_0, t_1, t_2) \wedge X^{9,10}(s_0, s_1, [\text{hd}(t_0)], t_0, t_1, t_2)) \vee \\
(t_1 \neq [] \wedge t_2 = [] \wedge \text{hd}(t_1) = \text{hd}(s_1) \wedge X^{9,10}(s_0, s_1, t_0, t_1, t_2)) \\
\wedge X^{9,10}(s_0, s_1, t_0, t_1, t_2)) \vee \\
(t_2 \neq [] \wedge \text{hd}(t_2) = \text{hd}(s_1) \wedge X^{9,10}(s_0, s_1, t_0, t_1, t_2)) \\
\wedge X^{9,10}(s_0, s_1, t_0, t_1, t_2))) \\
\wedge (s_0 \neq [] \implies (X^{9,10}(s_0, s_1, t_0, t_1, t_2) \wedge X^{9,10}(t_0, s_0, [\text{hd}(s_0)] \leftrightarrow s_1, t_0, t_1, t_2) \vee \\
(t_0 \neq [] \wedge X^{9,10}(t_0, s_0, [\text{hd}(s_0)] \leftrightarrow s_1, t_0, t_1, t_2)) \vee \\
(t_1 \neq [] \wedge X^{9,10}(t_0, s_0, [\text{hd}(s_0)] \leftrightarrow s_1, t_0, t_1, [\text{hd}(t_1)] \leftrightarrow t_2))) \vee \\
(t_2 \neq [] \implies ((s_0 \neq [] \wedge s_1 = [] \wedge \text{hd}(s_0) = \text{hd}(t_2) \\
\wedge X^{9,10}(t_0, s_0, [\text{hd}(s_0)] \leftrightarrow s_1, t_0, t_1, t_2) \wedge X^{9,10}(t_0, s_0, [\text{hd}(s_0)] \leftrightarrow s_1, t_0, t_1, [\text{hd}(t_1)] \leftrightarrow t_2)) \vee \\
(s_1 \neq [] \wedge \text{hd}(s_1) = \text{hd}(t_2) \wedge X^{9,10}(s_0, s_1, t_0, t_1, t_2) \\
\wedge X^{9,10}(t_0, s_0, [\text{hd}(s_0)] \leftrightarrow s_1, t_0, t_1, [\text{hd}(t_1)] \leftrightarrow t_2)) \vee \\
((t_0 \neq [] \wedge t_1 \neq [] \implies (X^{9,10}(s_0, s_1, t_0, t_1, t_2) \wedge \\
(X^{9,10}(s_0, s_1, t_0, [\text{hd}(t_0)] \leftrightarrow t_1, t_2) \vee X^{9,10}(s_0, s_1, t_0, t_1, t_2)) \vee \\
(s_0 \neq [] \wedge (X^{9,10}(t_0, s_0, [\text{hd}(s_0)] \leftrightarrow s_1, t_0, t_1, [\text{hd}(t_1)] \leftrightarrow t_2) \\
\vee X^{9,10}(t_0, s_0, [\text{hd}(s_0)] \leftrightarrow s_1, t_0, [\text{hd}(t_1)] \leftrightarrow t_2)))) \\
\nu X^{9,10}(s_0, s_1, t_0, t_1, t_2 : Q) = (s_0 + s_1 + t_0 + t_1 + t_2) \wedge X^{9,10}(s_0, s_1, t_0, t_1, t_2) \wedge \ldots 
\]

The addition of the invariant s₀+₁ = t₀+₁+₂ accelerates and simplifies the...
approximation of $X^{ST}$, which now stabilizes at the third approximation:

\[
X_0^{ST}(s_0, s_1, t_0, t_1, t_2 : Q) = \top
\]

\[
X_1^{ST}(s_0, s_1, t_0, t_1, t_2 : Q)
= (s_0 + s_1 = t_0 + t_1 + t_2) \land
\]

\[
(s_1 \neq \bot) \implies ((t_0 \neq \bot \land t_1 = \bot \land t_2 = \bot \land \text{hd}(t_0) = \text{hd}(s_1)) \lor (t_1 \neq \bot \land \text{hd}(t_1) = \text{hd}(s_1)) \land (t_2 \neq \bot) \implies ((s_0 \neq \bot \land s_1 = \bot \land \text{hd}(s_0) = \text{hd}(t_2)) \lor (s_1 \neq \bot \land \text{hd}(s_1) = \text{hd}(t_2)))
= (s_0 + s_1 = t_0 + t_1 + t_2)
\]

\[
X_2^{ST}(s_0, s_1, t_0, t_1, t_2 : Q)
= (s_0 + s_1 = t_0 + t_1 + t_2) \land \forall v : D \cdot ([v] + s_0) + s_1 = ([v] + t_0) + t_1 + t_2 \land
\]

\[
(s_1 \neq \bot) \implies ((t_0 \neq \bot \land t_1 = \bot \land t_2 = \bot \land s_0 + s_1 = t_0 \land s_0 + t\ell(s_1) = t\ell(t_0)) \lor (t_1 \neq \bot \land s_0 + s_1 = t_0 + t_1 \land s_0 + t\ell(s_1) = t_0 + t\ell(t_1)) \land (t_2 \neq \bot) \implies ((s_0 \neq \bot \land s_0 + s_1 = t_0 + t_1 + t_2 \land s_0 + t\ell(s_1) = t_0 + t_1 + t\ell(t_2))) \land
\]

\[
(s_0 \neq \bot) \implies (s_0 + s_1 = t_0 + t_1 + t_2) \land (t_2 \neq \bot) \implies (s_0 \neq \bot \land s_0 + s_1 = t_0 + t_1 + t_2 \land t\ell(s_0) = t_0 + t_1 + t\ell(t_2)) \land (s_1 \neq \bot) \implies (s_0 + s_1 = t_0 + t_1 + t_2) \land
\]

\[
((t_0 \neq \bot \lor t_1 \neq \bot)) \implies (s_0 + s_1 = t_0 + t_1 + t_2)
= (s_0 + s_1 = t_0 + t_1 + t_2)
\]

Assuming that the invariant holds, the solution for $X^{ST}$ is $s_0 + s_1 = t_0 + t_1 + t_2$. By substituting the initial states of $S$ and $T$ we obtain $\bot + \bot = \bot + \bot + \bot$, which clearly holds. Hence $S(\bot, \bot)$ and $T(\bot, \bot, \bot)$ are branching bisimilar. More generally, we have established that all processes $S(s_0, s_1)$ and $T(t_0, t_1, t_2)$ satisfying the condition $s_0 + s_1 = t_0 + t_1 + t_2$ are branching bisimilar.

Again, this result is independent of the data sort $D$. The branching bisimilarity problem on these infinite-state processes was translated to a PBES in a straightforward way. Solving the PBES required some ingenuity (viz. strengthening equations and adding an invariant), but this is not surprising given the problem’s inherent complexity. Moreover, we note that this example cannot be solved directly using the cones and foci method (without introducing a third process), because both processes contain $\tau$-steps and the branching bisimilarity on $S$ and $T$ is not functional. For instance, if $s_0 + s_1 = t_0 + t_1 + t_2$, then $S(s_0, s_1)$ is branching bisimilar to both $T(t_0, t_1, t_2)$ and $T(\bot, t_0 + t_1, t_2)$ which are in general not identical. In turn, these two processes are also branching bisimilar to $S(\bot, s_0 + s_1)$, which is generally not identical to $S(s_0, s_1)$. 

5.5 Translations for other equivalences

We adapt algorithm 5.1 to obtain translations for strong bisimilarity, weak bisimilarity and branching similarity. First, let us recall the conditions in the definitions of strong, weak and semi-branching simulation (definitions 2.7, 2.9 and 5.1, respectively). In order for a relation $R$ to be one of these simulations, it should satisfy the corresponding condition below, whenever $s R t$ and $s \xrightarrow{a} s'$:

- for strong: $\exists t'. t \xrightarrow{a} t' \land s' R t'$;
- for weak: $(a = \tau \land s' R t) \lor \exists u, u', t'. t \Rightarrow u \xrightarrow{a} u' \Rightarrow t' \land s' \land R t'$;
- for semi-branching: $\exists u, t'. t \Rightarrow u \xrightarrow{a} t' \land s R u \land s' \land R t'$.

Below we derive translations $\text{Bisim}_s$ and $\text{Bisim}_w$ for strong and weak bisimilarity, respectively, from the translation $\text{Bisim}_b$ for branching bisimilarity based on the differences between these conditions. We also derive a translation $\text{Sim}_b$ for branching similarity from $\text{Bisim}_b$. The correctness proofs of these translations are similar to the one for $\text{Bisim}_b$. The translation for strong bisimilarity is known in [89] modulo different formalisms; the translations for weak bisimilarity and branching similarity are novel. Finally, we note that translations for strong and weak similarity can be obtained by applying similar modifications to $\text{Bisim}_s$ and $\text{Bisim}_w$, respectively, as we apply to $\text{Bisim}_b$ to obtain $\text{Sim}_b$.

5.5.1 Strong bisimilarity

For the strong case, the differences with semi-branching are the following:

(a) There is no intermediate $u$ such that $t \Rightarrow u \land s R u$. More precisely, the condition has been strengthened by adding a conjunct $t = u$.

(b) The requirement $u \xrightarrow{a} t'$ has been strengthened to $u \xrightarrow{a} t'$.

Compared to $\text{Bisim}_b$, these differences are reflected in the algorithm $\text{Bisim}_s$ for strong bisimilarity (algorithm 5.2) in the following ways, respectively:

(a) $E_2$ has been removed along with the variables $Y_{x,y}^a$ and formulae $\text{close}_{x,y}^a$; every occurrence of $Y_{x,y}^a$ in $\text{match}_{x,y}^a$ has been replaced by $\text{step}_{x,y}^a$.

(b) The disjunct $(a = \tau \land X_{x,y}^a(g^x(d, e), d'))$ has been removed from $\text{step}_{x,y}^a$.

5.5.2 Weak bisimilarity

For the weak case, the differences with semi-branching are the following:

(a) The requirement $s R u$ has been removed.

(b) An intermediate $u'$ such that $u' \Rightarrow t'$ has been inserted.

(c) The requirement $u \xrightarrow{a} t'$ has been replaced by $u \xrightarrow{a} u'$, and a disjunct $(a = \tau \land s' R t)$ has been added; this is analogous to the difference between semi-branching simulation and branching simulation.
Algorithm 5.2. Construction of a PBES for strong bisimilarity on \( P \) and \( Q \).

\[
\text{Bisim}_s(P, Q) = E_1, \text{ where:}
\]

\[
E_1 := (\nu X^{P,Q}(d:D^P, d':D^Q) = \text{match}^{P,Q}(d, d') \land \text{match}^{Q,P}(d', d))
\]

\[
(\nu X^{Q,P}(d':D^Q, d:D^P) = X^{P,Q}(d, d'))
\]

and we use the following abbreviations, for all \( a \in A \land (x, y) \in \{(P, Q), (Q, P)\} \):

\[
\text{match}^{x,y}(d:D^x, d':D^y) = \bigwedge_{a \in A} \forall e: E_a^x \cdot (h_a^x(d, e) \implies \text{step}^{x,y}_a(d, d', e))
\]

\[
\text{step}^{x,y}_a(d:D^x, d':D^y, e:E_a^x) = \exists e': E_a^y \cdot h_a^y(d', e') \land f_a^x(d, e) = f_a^y(d', e')
\]

\[
\land X^{x,y}(g_a^x(d, e), g_a^y(d', e')).
\]

The algorithm \( \text{Bisim}_w \) for weak bisimilarity (algorithm 5.3) reflects these differences in the following ways, respectively:

(a) In the second disjunct of \( \text{close}^{x,y}_a \), the conjunct \( X^{x,y}(d, d') \) has been removed.

(b) An equation system \( E_3 \), consisting of two equations, has been added with variables \( Y^{x,y} \) and right-hand side formulae \( \text{close}^{x,y} \). This equation system serves to skip any number of \( \tau \)-steps from \( u' \) to \( t' \), similarly to the way in which \( E_2 \) is used to skip \( \tau \)-steps from \( t \) to \( u \). The second occurrence of \( X^{x,y} \) in \( \text{step}^{x,y}_a \) has been replaced by \( Y^{x,y} \).

(c) The disjunct \( (a = \tau \land X^{x,y}(g_a^x(d, e), d')) \) has been moved from \( \text{step}^{x,y}_a \) to the right-hand side of the implication in \( \text{match}^{x,y} \).

5.5.3 Branching similarity

Regarding branching similarity, the only difference with branching bisimilarity is that there must be branching simulations in both directions, instead of a single (symmetric) branching bisimulation. This is reflected in the equation system \( E_1 \) of the algorithm \( \text{Sim}_b \) for branching similarity (algorithm 5.4). There, the equation for \( X^{P,Q} \) encodes the branching simulation preorder that relates process \( P \) with process \( Q \), and vice versa for \( X^{Q,P} \). The equation for \( X \) then encodes branching similarity on \( P \) and \( Q \). The equation system \( E_2 \) is the same as for branching bisimilarity.

5.6 Conclusions

We have shown how to translate the problems of checking strong, weak and branching (bi)similarity for infinite systems to the problem of solving parameterized Boolean equation systems. For the translation for branching bisimilarity and its correctness proof, we used the equivalent notion of semi-branching bisimilarity for
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Algorithm 5.3. Construction of a PBES for weak bisimilarity on $P$ and $Q$.

$\text{BISIM}_w(P, Q) = \mathcal{E}_1 \mathcal{E}_2 \mathcal{E}_3$, where:

\[
\mathcal{E}_1 := (\nu X^{P,Q}(d:D^P, d':D^Q) = \text{match}^{P,Q}(d, d') \land \text{match}^{Q,P}(d', d)) \\
(\nu X^{Q,P}(d':D^Q, d:D^P) = \text{match}^{Q,P}(d, d')),
\]

\[
\mathcal{E}_2 := \{ (\mu Y_a^{x,y}(d:D^x, d':D^y, e:E_a^x) = \text{close}_a^{x,y}(d, d', e)) \mid a \in A \land (x, y) \in \{(P, Q), (Q, P)\}\}
\]

\[
\mathcal{E}_3 := \{ (\mu Y^{x,y}(d:D^x, d':D^y) = \text{close}^{x,y}(d, d')) \mid (x, y) \in \{(P, Q), (Q, P)\}\}
\]

and we use the following abbreviations, for all $a \in A \land (x, y) \in \{(P, Q), (Q, P)\}$:

\[
\text{match}^{x,y}(d:D^x, d':D^y) = \bigwedge_{a \in A} \forall e:E_a^x. (h_a^x(d, e) \Rightarrow (Y_a^{x,y}(d, d', e) \lor (a = \tau \land X^{x,y}(g_a^x(d, e), d'))))
\]

\[
\text{close}_a^{x,y}(d:D^x, d':D^y, e:E_a^x) = \exists e':E_a^y. (h_a^y(d', e') \land Y_a^{x,y}(d, g_a^y(d', e'), e)) \lor (X^{x,y}(d, d'))
\]

\[
\text{step}_a^{x,y}(d:D^x, d':D^y, e:E_a^x) = \exists e':E_a^y. (h_a^y(d', e') \land Y_a^{x,y}(d, g_a^y(d', e'), e)) \lor (X^{x,y}(d, d'))
\]

Algorithm 5.4. Construction of a PBES for branching similarity on $P$ and $Q$.

$\text{SIM}_b(P, Q) = \mathcal{E}_1 \mathcal{E}_2$, where:

\[
\mathcal{E}_1 := (\nu X(d:D^P, d':D^Q) = X^{P,Q}(d, d') \land X^{Q,P}(d', d)) \\
(\nu X^{Q,P}(d:D^P, d':D^Q) = \text{match}^{P,Q}(d, d')) \\
(\nu X^{Q,P}(d':D^Q, d:D^P) = \text{match}^{Q,P}(d', d))
\]

\[
\mathcal{E}_2 := \{ (\mu Y_a^{x,y}(d:D^x, d':D^y, e:E_a^x) = \text{close}_a^{x,y}(d, d', e)) \mid a \in A \land (x, y) \in \{(P, Q), (Q, P)\}\}
\]

and we use the following abbreviations, for all $a \in A \land (x, y) \in \{(P, Q), (Q, P)\}$:

\[
\text{match}^{x,y}(d:D^x, d':D^y) = \bigwedge_{a \in A} \forall e:E_a^x. (h_a^x(d, e) \Rightarrow Y_a^{x,y}(d, d', e))
\]

\[
\text{close}_a^{x,y}(d:D^x, d':D^y, e:E_a^x) = \exists e':E_a^y. (h_a^y(d', e') \land Y_a^{x,y}(d, g_a^y(d', e'), e)) \lor (X^{x,y}(d, d') \land \text{step}_a^{x,y}(d, d', e))
\]

\[
\text{step}_a^{x,y}(d:D^x, d':D^y, e:E_a^x) = \exists e':E_a^y. (h_a^y(d', e') \land Y_a^{x,y}(d, g_a^y(d', e'), e)) \lor (X^{x,y}(d, d') \land g_a^y(d', e'))
\]
simplicity. We have demonstrated our method for branching bisimilarity on two examples, showing that the concatenation of two one-place buffers behave branching bisimilar to a queue of size 2, and that the concatenation of two unbounded queues is branching bisimilar to the concatenation of three unbounded queues. The latter example could not be solved directly with the cones and foci method.

Our solution is a symbolic verification algorithm. Compared to the previously known algorithms, it has the advantage that the solution of the PBES indicates exactly which states of the two input processes are bisimilar. This provides some positive feedback in case the initial states of the two systems are not bisimilar. For infinite systems it is essential that the PBES has alternation depth two. In the finite case an alternation depth of one can be obtained by exploring $\tau$-paths on-the-fly. This explicitly enumerates the $\tau$-closures in sub-formulae on the right-hand side, instead of implicitly encoding them in least-fixpoint equations and leaving their exploration to PBES solution techniques like approximation.

Note that we have introduced a generic scheme that can be applied to other weak equivalences and preorders in the branching-time spectrum [54], and also to other formalisms of concurrency. Other possible extensions of our method are the various equivalences for mobile processes – in particular the $\pi$-calculus [100] – such as weak early, late and open bisimilarity.

By encoding equivalence-checking problems for infinite-state systems in equation systems, we have demonstrated the generality of the PBES-framework, in which the model-checking problem for infinite-state systems and the first-order $\mu$-calculus could already be encoded. The advantage of using a single formalism for representing these problems is evident: research can be focused on studying PBESs, and any developed tool or technique that aids in solving PBESs, readily aids in solving any of the encoded problems. The next chapter reports on such a technique.
Chapter 6

Instantiation for Equation Systems

6.1 Introduction

As described in section 2.6 and chapter 5, PBESs are useful for representing various verification problems on possibly infinite-state systems. The problem is then shifted to solving the PBES, which is generally undecidable. Nevertheless, an array of techniques is available to manipulate a PBES such that a solution may still be obtained (see section 2.6.3). In this chapter, we extend this collection with a technique called instantiation that aims to eliminate data from a PBES. When this is done partially, as described in section 6.3, it results in a new PBES. On the other hand, full instantiation (section 6.4) yields a BES when all involved data sorts are finite, and an infinite BES (IBES) [92] when all data sorts are countable. The concept of IBESs is introduced in section 6.2.

From a theoretical viewpoint, our transformations firmly relate the aforementioned formalisms. Moreover, the transformations help in understanding the intricate theory underlying PBESs. In particular, they confirm the intuition that the inherent computational complexity in PBESs is due to the complexity of the data sorts that appear in the equations.

On a more practical level, our technique for partially instantiating a PBES leads to a wider applicability of existing solution techniques – such as the use of a pattern – even in the presence of countably and uncountably infinite data sorts. A full instantiation of a PBES to a BES allows for complete automation: BESs form a subset of PBESs for which computing the solution is effectively decidable (see also chapter 7). As such, both types of instantiation are welcome additions to the growing library of PBES manipulation methods.

We illustrate the efficacy of our instantiation techniques by several examples in section 6.5. Partial instantiation is demonstrated to be very effective on two
model-checking problems that involve infinite-state systems and have been taken from the literature. These examples contain both finite and infinite data sorts, and partial instantiation enables the use of pattern matching to solve the problem. The effectiveness of fully instantiating a PBES to an (I)BES is illustrated by a prototype tool that implements this instantiation. We use it to solve equivalence-checking problems (see chapter 5) and local model-checking problems that are encoded in PBESs.

Our transformations take inspiration from the algorithm that is proposed in [93] to construct and solve an alternation-free PBES – encoding the local model-checking problem for the alternation-free modal $\mu$-calculus – in an on-the-fly manner. The experiments with our prototype implementation suggest that the approach is practically feasible. This is in accordance with the results reported in [95] where another implementation of this on-the-fly approach is described.

6.2 Infinite Boolean equation systems

Mader [91] introduces infinite Boolean equation systems (IBESs) as a vehicle for solving a model-checking problem for infinite-state systems. IBESs resemble BESs but differ in the following aspects: (1) finite and countably infinite conjunction and disjunction over proposition variables are allowed, and (2) finite and countably infinite sequences of equations, called blocks, are allowed (but still only finitely many blocks).

Definition 6.1. Infinite proposition formulae $\omega$ are defined by the following grammar, for any countable sorts $I$ and $J \subseteq I$:

$$\omega ::= T | \bot | X_i | \omega \oplus \omega | \bigoplus_{j \in J} \omega$$

where $\oplus \in \{\wedge, \vee\}$, $\bigoplus \in \{\wedge, \vee\}$ and $X_i:B$ is a proposition variable for any $i \in I$.

Here, $\bigwedge_{j \in J}$ and $\bigvee_{j \in J}$ denote the infinite conjunction and disjunction over basic elements of a countable sort $J$, respectively.

Definition 6.2. Infinite Boolean equation systems (IBES) $E$ are defined by the following grammar:

$$E ::= \epsilon | \sigma B \ E$$

where $\sigma \in \{\mu, \nu\}$ and $\sigma B = \{\sigma X_j = \omega_j \mid j \in J\}$ is a block for some countable sort $J$, proposition variables $X_j:B$ and infinite proposition formulae $\omega_j$.

Notice that BESs are, syntactically, exactly in the intersection of PBESs and IBESs. The notions of binding and occurring variables, and the derived notions of open, closed and well-formedness that are defined for PBESs in section 2.6, transfer to IBESs without problems. We restrict to IBESs that are well-formed.

The semantics of infinite proposition formulae is defined in the context of a proposition environment $\eta : X \rightarrow B$. For any countable sort $I$, environment $\eta$
and function $f : I \rightarrow \mathbb{B}$ we denote by $X_I$ the set of variables $\{X_i \mid i \in I\}$ and by $\eta[X_I \mapsto f]$ the simultaneous assignment of $f(i)$ to $X_i$ in $\eta$ for all $i \in I$, such that $\eta[X_I \mapsto f](X_i) = f(i)$ if $i \in I$ and $\eta(X_i)$ otherwise.

**Definition 6.3.** Let $\eta$ be a proposition environment. The interpretation $[[\omega]]\eta$ of an infinite proposition formula $\omega$ in the context of $\eta$ is a Boolean value that is defined inductively as follows:

- $[[\top]]\eta := \top$
- $[[\bot]]\eta := \bot$
- $[[X_i]]\eta := \eta(X_i)$
- $[[\omega_1 \oplus \omega_2]]\eta := [[\omega_1]]\eta \oplus [[\omega_2]]\eta$
- $[[\bigoplus_{j \in J} \omega]]\eta := Qv \in J. [\omega[v/j]]\eta$

where $Q = \forall$ if $\bigoplus = \wedge$, and $Q = \exists$ if $\bigoplus = \vee$.

For (countable) sort $I$, the poset $(\mathbb{B}^I, \leq)$ is a complete lattice. Let $\Omega = \{\omega_i \mid i \in I\}$ be a countable set of infinite proposition formulae. The functional induced by the interpretation of $\Omega$ is written $(\lambda i \in I. [[\omega_i]]\eta[X_I \mapsto g])$. This leads to the following transformer on infinite proposition formulae:

$$\lambda g \in \mathbb{B}^I. (\lambda i \in I. [[\omega_i]]\eta[X_I \mapsto g]).$$

This transformer is a monotonic operator on $(\mathbb{B}^I, \leq)$. Hence, the existence of its least and greatest fixpoints is guaranteed.

**Definition 6.4.** Let $\eta$ be a proposition environment, $\mathcal{E}$ be an IBES and $\sigma B = \{\sigma X_i = \omega_i \mid i \in I\}$ be a block for some countable sort $I$. The *solution of an IBES* $\mathcal{E}$ is inductively defined as follows:

- $[[\epsilon]]\eta := \eta$
- $[[\sigma B \mathcal{E}]]\eta := [[\mathcal{E}]]\eta[X_I \mapsto \sigma f \in \mathbb{B}^I. \lambda i \in I. [\omega_i][[[\mathcal{E}]]\eta[X_I \mapsto f]]].$

The solution of an IBES assigns a value to every proposition variable that occurs as a binding variable in the IBES. Often, only the value for specific proposition variables is sought, e.g. in local model checking. In such a case, equations that are unimportant to the solution of that variable can be pruned, yielding a smaller IBES, or even a BES. This follows from the following results.

**Lemma 6.5.** Let $\mathcal{F}$ and $\mathcal{G}$ be IBESs. Let $\eta$ be an arbitrary environment. Then $\text{occ}(\mathcal{G}) \cap \text{bnd}(\mathcal{F}) = \emptyset$ $\implies \forall X \notin \text{bnd}(\mathcal{F}). [\mathcal{F} \\mathcal{G}]\eta(X) = [\mathcal{G}]\eta(X)$.

**Proof.** We use induction on the number of blocks in $\mathcal{F}$.

**Base:** $\mathcal{F} = \epsilon$. Let $\eta$ be an arbitrary environment. Then $[[\mathcal{F} \\mathcal{G}]]\eta(X) = [[\epsilon \\mathcal{G}]]\eta(X) = [[\mathcal{G}]]\eta(X)$ for all proposition variables $X$. 
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Step: Assume that for some IBES $F'$ we have for all $\theta$:

(HI) $\text{occ}(G) \cap \text{bnd}(F') = \emptyset$ implies $\forall X \notin \text{bnd}(F). [F' \cdot G]_{\theta}(X) = [G]_{\theta}(X)$.

Assume that $\text{occ}(G) \cap \text{bnd}(\sigma B F') = \emptyset$. Let $X \notin \text{bnd}(\sigma B F')$. Then:

$$[\sigma B F' \cdot G]_{\eta}(X) = [F' \cdot G]_{\eta[X_I \mapsto \sigma X_I . B([F' \cdot G]_{\eta})]}(X)$$

$$\stackrel{*}{=} [G]_{\eta[X_I \mapsto \sigma X_I . B([F' \cdot G]_{\eta})]}(X)$$

$$\downarrow [G]_{\eta}(X)$$

where at $*$ we applied (HI) using the fact that $\text{occ}(G) \cap \text{bnd}(\sigma B F') = \emptyset$ implies $\text{occ}(G) \cap \text{bnd}(F') = \emptyset$, and at $\downarrow$ we used $X_I \cap \text{occ}(G) = \emptyset$ and $X \notin X_I$. \qed

By the previous lemma, irrelevant equations at the start of an IBES can be removed. The following proposition generalizes this result to equations that occur anywhere in the IBES.

Proposition 6.6. Let $\mathcal{E}, F, G$ be arbitrary IBESs. Then for all environments $\eta$, $\text{occ}(\mathcal{E} \cdot G) \cap \text{bnd}(F) = \emptyset \implies \forall X \notin \text{bnd}(F). [\mathcal{E} \cdot F \cdot G]_{\eta}(X) = [\mathcal{E} \cdot G]_{\eta}(X)$.

Proof. We use induction on the number of blocks in $\mathcal{E}$.

Base: $\mathcal{E}$ consists of zero blocks. Then $\text{occ}(G) \cap \text{bnd}(F) = \emptyset$ and by lemma 6.5 we have $[[F \cdot G]]_{\eta}(X) = [G]_{\eta}(X)$ for all $X \notin \text{bnd}(F)$.

Step: Assume that for an IBES $\mathcal{E}'$ and all environments $\theta$ we have:

(HI) $\text{occ}(\mathcal{E}' \cdot G) \cap \text{bnd}(F) = \emptyset \implies \forall X \notin \text{bnd}(F). [[\mathcal{E}' \cdot F \cdot G]]_{\eta}(X) = [[\mathcal{E}' \cdot G]]_{\eta}(X)$.

Suppose that $\text{occ}(\sigma B \cdot \mathcal{E}' \cdot G) \cap \text{bnd}(F) = \emptyset$. Let $X \notin \text{bnd}(F)$. Then:

$$[[\sigma B \cdot \mathcal{E}' \cdot F \cdot G]]_{\eta}(X) = [[\mathcal{E}' \cdot F \cdot G]]_{\eta[X_I \mapsto \sigma X_I . B([\mathcal{E}' \cdot F \cdot G]_{\eta})]}(X)$$

$$\stackrel{(HI)}{=} [[\mathcal{E}' \cdot G]]_{\eta[X_I \mapsto \sigma X_I . B([\mathcal{E}' \cdot F \cdot G]_{\eta})]}(X)$$

$$\downarrow [[\mathcal{E}' \cdot G]]_{\eta}(X)$$

where at $*$ we used that $\text{occ}(\sigma B \cdot \mathcal{E}' \cdot G) \cap \text{bnd}(F) = \emptyset$ implies $B([\mathcal{E}' \cdot F \cdot G]_{\eta}) = B([\mathcal{E}' \cdot G]_{\eta})$. \qed

Infinite BESs are used in section 6.4 when we instantiate PBESs containing countably infinite domains. We first look at instantiation on finite domains, for which normal BESs suffice.
6.3. Instantiation on finite domains

Instantiation is a transformation on PBESs that, for every variable $X$ from a given set $\mathcal{P}$, replaces the equation $(\sigma X(d:D, e:E) = \varphi)$ by an entire PBES $(\sigma X_{d_1}(e:E) = \varphi_{d_1}) \cdot \cdots \cdot (\sigma X_{d_n}(e:E) = \varphi_{d_n})$. The transformation is given as algorithm 6.1 for general PBESs $\mathcal{E}$ and arbitrary sets $\mathcal{P}$. Although the basic idea of the transformation is elementary, the devil is in the detail: careful bookkeeping and a naming scheme have to be applied to make the transformation work. This is taken care of by the function $\text{Sub}_P$ that is used in the main transformation $\text{Inst}_P$. It correctly introduces new predicate variables in the right-hand sides of the equations of the PBES, as we prove below. In the definition of $\text{Sub}_P$, the operand $\bigvee_{v \in D}(v = d \land X_v(e))$ abbreviates a finite disjunction over all basic elements $v$ in $D$.

The soundness of the transformation is far from obvious due to the newly introduced predicate variables and the modifications to the right-hand sides. We prove that the transformation indeed preserves the solution of the original PBES, and claim a precise correspondence between the original PBES and the transformed PBES. Since the main proof is involved, we first prove correctness of algorithm 6.1 for $|\mathcal{P}| = 1$ – i.e. when a single variable is instantiated – in section 6.3.1. The correctness proof for the general case (arbitrary $\mathcal{P}$) is given in section 6.3.2 and relies on the results of section 6.3.1.

Without loss of generality, we assume that all predicate variables in this section are either of type $D \times E \rightarrow B$ or of type $E \rightarrow B$, for some finite sort $D$ and some possibly infinite sort $E$. The finite sort $D$ is used as the sort that is instantiated...
for a given predicate variable. We use the sort $F$ when we mean either domain $D$ or $D \times E$. With each predicate variable $X : D \times E \rightarrow B$ we associate a finite set of predicate variables $\text{all}(X) := \{X_d : E \rightarrow B \mid d \in D\}$. For any PBES $\mathcal{E}$, we say that the predicate variable $X$ is instantiation-fresh for $\mathcal{E}$ iff $\text{all}(X) \cap \text{var}(\mathcal{E}) = \emptyset$.

### 6.3.1 Instantiation for a single predicate variable

In order to facilitate the proof of the main theorem of this section, we first address several lemmas concerning the functions $\text{Sub}_X$ and $\text{Inst}_X$ to which we refer as $\text{SUB}_X$ and $\text{INST}_X$ for conciseness. The soundness of $\text{SUB}_X$ is established by the following lemma: for any $\varphi$ the interpretations of $\varphi$ and $\text{SUB}_X(\varphi)$ within the context of an environment $\eta$ correspond, provided that $\eta(X)([v]) = \eta(X_v)$ for all $v \in D$.

**Lemma 6.7.** Let $\varphi$ be a predicate formula and $X : D \times E \rightarrow B$ be a predicate variable. Let $\eta$ be an environment such that $\eta(X)([v]) = \eta(X_v)$ for all $v \in D$. Then for any environment $\varepsilon$, $[\varphi]_{\eta \varepsilon} = [\text{SUB}_X(\varphi)]_{\eta \varepsilon}$.

**Proof.** Let $\varepsilon$ be a data environment. We prove the statement by induction on the structure of $\varphi$.

1. $\varphi \equiv b$. This holds trivially.
2. $\varphi \equiv X(d, e)$. Then, using isomorphism between $D \times E \rightarrow \mathbb{B}$ and $D \rightarrow E \rightarrow \mathbb{B}$:
   \[
   [X(d, e)]_{\eta \varepsilon} = \eta(X)([d][e]) = V_{v \in D}([v] = [d] \wedge \eta(X)([e])) = V_{v \in D}([v] = [d] \wedge \eta(X_v)([e])) = [\text{SUB}_X(X(d, e))]_{\eta \varepsilon}.
   \]
3. $\varphi \equiv Y(d, e)$ for $Y \neq X$. This holds trivially.
4. We assume for formulae $\varphi_i$, where $i \in \{1, 2\}$:
   - (IH) $[\varphi_i]_{\eta \varepsilon} = [\text{SUB}_X(\varphi_i)]_{\eta \varepsilon}$.

   a. $\varphi \equiv \varphi_1 \oplus \varphi_2$. Then:
      \[
      [\varphi_1 \oplus \varphi_2]_{\eta \varepsilon} = [\varphi_1]_{\eta \varepsilon} \oplus [\varphi_2]_{\eta \varepsilon} \overset{(\text{IH})}{=} [\text{SUB}_X(\varphi_1)]_{\eta \varepsilon} \oplus [\text{SUB}_X(\varphi_2)]_{\eta \varepsilon} = [\text{SUB}_X(\varphi_1 \oplus \varphi_2)]_{\eta \varepsilon}.
      \]
   b. $\varphi \equiv Q_f : F \cdot \varphi_1$. Then:
      \[
      [Q_f : F \cdot \varphi_1]_{\eta \varepsilon} = Q_w \in F. [\varphi_1]_{\eta \varepsilon}(f \mapsto w) \overset{(\text{IH})}{=} Q_w \in F. [\text{SUB}_X(\varphi_1)]_{\eta \varepsilon}(f \mapsto w) = [\text{SUB}_X(Q_f : F \cdot \varphi_1)]_{\eta \varepsilon}.
      \]

In the correctness proof below, we will encounter PBESs in which an unbound predicate variable is instantiated. As shown by the following lemma, instantiating an unbound variable $X$ in a PBES $\mathcal{E}$ does not change the solution of $\mathcal{E}$ in the context of an environment $\eta$, provided that $\eta(X)([v]) = \eta(X_v)$ for all $v \in D$. 
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Lemma 6.8. Let $E$ be a PBES for which the predicate variable $X:D \times E \rightarrow B$ is instantiation-fresh and $X \notin \text{bnd}(E)$. Let $\eta$ be an environment such that $\eta(X)(\{v\}) = \eta(X_v)$ for all $v \in D$. Then for any environment $\varepsilon$, $[E]_{\eta \varepsilon} = [\text{Inst}_X(E)]_{\eta \varepsilon}$.

Proof. Let $\varepsilon$ be a data environment. We prove the lemma by induction on the length of $E$. If $E$ is of length 0 then: $[E]_{\eta \varepsilon} = \eta = [\text{Inst}_X(E)]_{\eta \varepsilon}$. Suppose $E$ is of length $m + 1$ and for all $E'$ of length $m$, we have, for any environment $\varepsilon$:

$$(\text{IH}) \quad [E']_{\eta \varepsilon} = [\text{Inst}_X(E')]_{\eta \varepsilon}.$$

Necessarily, $E$ is of the form $(\sigma Z(f:F) = \varphi) \ F$, where $\mathcal{F}$ is of length $m$. We derive:

$$\begin{align*}
[E]_{\eta \varepsilon} &= \left([\sigma Z(f:F) = \varphi) \ F\right]_{\eta \varepsilon} \\
&= [\mathcal{F}]_{\eta}[Z \mapsto (\sigma g \in \mathbb{B}^\mathcal{F}. \lambda v \in \mathbb{F}. [\varphi][([\mathcal{F}]_{\eta}[Z \mapsto g]_{\varepsilon}(f \mapsto v)])_{\varepsilon}]_{\varepsilon} \\
&\triangleq [\mathcal{F}]_{\eta}[Z \mapsto (\sigma g \in \mathbb{B}^\mathcal{F}. \lambda v \in \mathbb{F}. [\text{Sub}_X(\varphi)][([\mathcal{F}]_{\eta}[Z \mapsto g]_{\varepsilon}(f \mapsto v)])_{\varepsilon}]_{\varepsilon} \\
&\quad (\text{IH}) = [\text{Inst}_X(\mathcal{F})]_{\eta}[Z \mapsto (\sigma g \in \mathbb{B}^\mathcal{F}. \lambda v \in \mathbb{F}. [\text{Sub}_X(\varphi)][([\text{Inst}_X(\mathcal{F})]_{\eta}[Z \mapsto g]_{\varepsilon}(f \mapsto v)])_{\varepsilon}]_{\varepsilon} \\
&= [\text{Inst}_X((\sigma Z(f:F) = \varphi) \ F)]_{\eta \varepsilon} \\
&= [\text{Inst}_X(E)]_{\eta \varepsilon}
\end{align*}$$

where at $*$ we used the following equivalence:

$$(\sigma g \in \mathbb{B}^\mathcal{F}. [\varphi][([\mathcal{F}]_{\eta}[Z \mapsto g]_{\varepsilon}]_{\varepsilon}) = (\sigma g \in \mathbb{B}^\mathcal{F}. [\text{Sub}_X(\varphi)][([\mathcal{F}]_{\eta}[Z \mapsto g]_{\varepsilon}]_{\varepsilon})$$

which follows readily from lemma 6.7. Observe that this lemma applies because $([\mathcal{F}]_{\eta}[Z \mapsto g]_{\varepsilon}(X)_{\{v\}}) = ([\mathcal{F}]_{\eta}[Z \mapsto g]_{\varepsilon}(X_v)$ for all $v \in D$ by assumption on $\eta$, instantiation-freshness of $X$ for $E$, $X \notin \text{bnd}(\mathcal{F})$ and lemma 2.20.

Suppose we have a PBES $E$ in which the first equation is for variable $X$ and $X$ is instantiated in that PBES, yielding the PBES $\text{Inst}_X(E)$. The following lemma states that the solution to $X$ in the original PBES and the solutions to its instantiated counterparts in the resulting PBES correspond.

Lemma 6.9. Let $\mathcal{F}$ be a PBES of the form $(\sigma X(d:D, c:E) = \varphi) \ E$ such that $X$ is instantiation-fresh for $\mathcal{F}$. Then for any environments $\eta, \varepsilon$:

$$\forall v \in D. ([\text{Inst}_X(\mathcal{F})]_{\eta \varepsilon}(X_v) = ([\mathcal{F}]_{\eta \varepsilon}(X)(\{v\})).$$

Proof. Assume that $D = \{v_1, \ldots, v_n\}$; then $|D| = |\mathbb{D}| = n$ and take $i \in \{1, \ldots, n\}$. Let $\eta, \varepsilon$ be environments and $E_i := \text{Inst}_X(E)$. First, we rewrite the left-hand side of the equality as follows:
\((\text{INST}_X(\mathcal{F}))\eta\varepsilon)(X_{v_i})
\)
\[= \pi_i((\sigma(g_{v_1}, \ldots, g_{v_n}) \in (\mathbb{B}^\mathcal{E})^n).
\]
\[\left(\lambda w \in \mathcal{E}. [\text{SUB}_X(\varphi)[v_1/d]](\mathcal{E}[\eta](X_{v_1}, \ldots, X_{v_n}) \mapsto (g_{v_1}, \ldots, g_{v_n})\varepsilon[\varepsilon \mapsto w]. \ldots,
\lambda w \in \mathcal{E}. [\text{SUB}_X(\varphi)[v_n/d]](\mathcal{E}[\eta](X_{v_1}, \ldots, X_{v_n}) \mapsto (g_{v_1}, \ldots, g_{v_n})\varepsilon[\varepsilon \mapsto w]).\right)
\]
\[\vdash (\sigma g \in \mathbb{B}^{\mathcal{D} \to \mathcal{E}}. (\lambda u \in \mathcal{D}. \lambda w \in \mathcal{E}. [\text{SUB}_X(\varphi)](\mathcal{E}[\eta](X_{v_1} \mapsto g([v_1])), \ldots, X_{v_n} \mapsto g([v_n])\varepsilon[\varepsilon \mapsto d \mapsto u, \varepsilon \mapsto w]))([v_1])).
\]
At * we used Bekič’s theorem [7] to replace \(n\) nested \(\sigma\)-fixpoints by a simultaneous \(\sigma\)-fixpoint over an \(n\)-tuple, and the fact that \(X_{v_i} \in \text{bnd}(\text{INST}_X(\mathcal{F})).\) At \(\dagger\) we used the assumption that the data theory is fully abstract, and the isomorphism between \((\mathbb{B}^\mathcal{E})^\mathcal{D}\) and \(\mathbb{B}^{\mathcal{D} \to \mathcal{E}}\) to replace a tuple of functions \((g_{v_1}, \ldots, g_{v_n}) : (\mathcal{E} \to \mathcal{B})^n\) by a single function \(g : \mathcal{D} \to \mathcal{E} \to \mathcal{B}\) such that for any \(u \in \mathcal{D}: g([u]) = g_u.\) For the right-hand side, we derive:

\[\left(\mathcal{F}\right)\eta\varepsilon)(X([v_1], \ldots, [v_n]))
\]
\[= (\sigma f \in \mathbb{B}^{\mathcal{D} \to \mathcal{E}}. \lambda u, w \in (\mathcal{D} \times \mathcal{E}). [\varphi]([\mathcal{E}\eta][X \mapsto f]\varepsilon[\varepsilon \mapsto d \mapsto u, \varepsilon \mapsto w])([v_1])
\]
\[= (\sigma f \in \mathbb{B}^{\mathcal{D} \to \mathcal{E}}. \lambda u \in \mathcal{D}. \lambda w \in \mathcal{E}. [\varphi]([\mathcal{E}\eta][X \mapsto f]\varepsilon[\varepsilon \mapsto d \mapsto u, \varepsilon \mapsto w])([v_1]).
\]
So it suffices to show the following equivalence:

\[\vdash (\sigma f \in \mathbb{B}^{\mathcal{D} \to \mathcal{E}}. \lambda u \in \mathcal{D}. \lambda w \in \mathcal{E}. [\varphi]([\mathcal{E}\eta][X \mapsto f]\varepsilon[\varepsilon \mapsto d \mapsto u, \varepsilon \mapsto w])
\]
\[= (\sigma g \in \mathbb{B}^{\mathcal{D} \to \mathcal{E}}. (\lambda u \in \mathcal{D}. \lambda w \in \mathcal{E}. [\text{SUB}_X(\varphi)](\mathcal{E}[\eta](X_{v_1} \mapsto g([v_1])), \ldots, X_{v_n} \mapsto g([v_n])\varepsilon[\varepsilon \mapsto d \mapsto u, \varepsilon \mapsto w]))
\]
which follows readily from:

(6.1) \[\begin{align*}
[\varphi][([\mathcal{E}\eta][X \mapsto h]\varepsilon)\nu = [\text{SUB}_X(\varphi)][([\mathcal{E}\eta](X_{v_1} \mapsto h([v_1])), \ldots, X_{v_n} \mapsto h([v_n]))\varepsilon)\nu
\end{align*}
\]
for all environments \(\nu\) and \(h \in \mathbb{B}^{\mathcal{D} \to \mathcal{E}}.\) Let \(\nu\) be an environment and \(h \in \mathbb{B}^{\mathcal{D} \to \mathcal{E}}.\) We prove (6.1) using lemmas 6.7 and 6.8 as follows:

\[\vdash [\varphi][[\mathcal{E}\eta][X \mapsto h]\varepsilon]\nu
\]
\[6.7 \vdash [\text{SUB}_X(\varphi)][([\mathcal{E}\eta][X \mapsto h][X_{v_1} \mapsto h([v_1])), \ldots, X_{v_n} \mapsto h([v_n]))\varepsilon]\nu
\]
\[6.8 \vdash [\text{SUB}_X(\varphi)][([\mathcal{E}\eta][X \mapsto h][X_{v_1} \mapsto h([v_1])), \ldots, X_{v_n} \mapsto h([v_n]))\varepsilon]\nu
\]
\[\vdash [\text{SUB}_X(\varphi)][([\mathcal{E}\eta][X_{v_1} \mapsto h([v_1])), \ldots, X_{v_n} \mapsto h([v_n]))\varepsilon]\nu
\]
where at * we used that \(X\) is instantiation-fresh for \(\mathcal{F}\) and at \(\dagger\) we used that \(X \not\in \text{occ}(\text{SUB}_X(\varphi)).\) \(\Box\)
Note that the previous lemma does not state that instantiation does not have undesirable side-effects. This topic is addressed by the following lemma. It establishes that, when instantiating the variable of the first equation of a PBES, the solutions for non-instantiated variables are unaffected.

**Lemma 6.10.** Let $\mathcal{F} := (\sigma X(d:D,e:E) = \varphi) \mathcal{E}$ be a PBES and let $X$ be instantiation-fresh for $\mathcal{F}$. Then for all environments $\eta, \varepsilon$:

$$\forall Y \in \mathcal{X}. Y \notin \text{all}(X) \cup \{X\} \implies ([\text{Inst}_X(\mathcal{F})]_{\eta \varepsilon})(Y) = ([\mathcal{F}]_{\eta \varepsilon})(Y).$$

**Proof.** Let $\eta, \varepsilon$ be environments and $Y \in \mathcal{X}$ such that $Y \notin \text{all}(X) \cup \{X\}$. Let $g : D \times E \rightarrow \mathbb{B}$ be such that:

$$\forall v \in D. g([v]) = ([\text{Inst}_X(\mathcal{F})]_{\eta \varepsilon})(X_v).$$

Then by lemma 6.9, we have $g = ([\mathcal{F}]_{\eta \varepsilon})(X)$ and, using lemma 6.8:

$$(\text{Inst}_X(\mathcal{F})[\eta \varepsilon])(Y) = ([\text{Inst}_X(\mathcal{F})[\eta \varepsilon][X_{v_1} \mapsto g([v_1]), \ldots, X_{v_n} \mapsto g([v_n])] \varepsilon)(Y)$$

$= ([\text{Inst}_X(\mathcal{F})[\eta \varepsilon][X \mapsto g][X_{v_1} \mapsto g([v_1]), \ldots, X_{v_n} \mapsto g([v_n])] \varepsilon)(Y)$$

$= ([\mathcal{F}]_{\eta \varepsilon})(Y)$$

We are now ready to prove the main theorem of this section, which generalizes lemmas 6.9 and 6.10: instantiation of a single, binding predicate variable $X$ is sound for arbitrary PBESs, not just for PBESs in which $X$ is bound in the first equation.

**Theorem 6.11.** Let $\mathcal{E}$ be a PBES and $X \in \text{bnd}(\mathcal{E})$ be instantiation-fresh for $\mathcal{E}$. Then for all environments $\eta, \varepsilon$:

(a) $\forall v \in D. ([\text{Inst}_X(\mathcal{E})[\eta \varepsilon])(X_v) = ([\mathcal{E}]_{\eta \varepsilon})(X([v]))$

(b) $\forall Y \in \mathcal{X}. Y \notin \text{all}(X) \cup \{X\} \implies ([\text{Inst}_X(\mathcal{E})[\eta \varepsilon])(Y) = ([\mathcal{E}]_{\eta \varepsilon})(Y)$

**Proof.** Observe that $\mathcal{E}$ is of the following form:

$$\mathcal{E} := \mathcal{E}_1 \mathcal{F} \quad \text{with} \quad \mathcal{F} := (\sigma X(d:D,e:E) = \varphi) \mathcal{E}_2$$

for some predicate formula $\varphi$ and PBESs $\mathcal{E}_1$ and $\mathcal{E}_2$. We prove the claim by induction on the structure of $\mathcal{E}_1$. For $\mathcal{E}_1 = \epsilon$, statements (a) and (b) follow immediately due to lemmas 6.9 and 6.10, respectively. Suppose $\mathcal{E}_1 = (\sigma'Z(f:F) = \psi) \mathcal{E}'$ for some PBES $\mathcal{E}'$. We assume as induction hypotheses, for all environments $\eta', \varepsilon'$:

(IHa) $\forall v \in D. ([\text{Inst}_X(\mathcal{E}' \mathcal{F})[\eta' \varepsilon')(X_v) = ([\mathcal{E}'] \mathcal{F}[\eta' \varepsilon')(X([v])))$

(IHb) $\forall Y \in \mathcal{X}. Y \notin \text{all}(X) \cup \{X\} \implies ([\text{Inst}_X(\mathcal{E}' \mathcal{F})[\eta' \varepsilon')(Y) = ([\mathcal{E}'] \mathcal{F}[\eta' \varepsilon')(Y).$
Let \( v \in D \). Then for statement (a) we derive:

\[
\begin{align*}
(J_{\text{Inst}}(E',F)[\eta \varepsilon])_v &= (J_{\text{Inst}}(E',F)[\eta Z \mapsto (\sigma' h \in B^F . \lambda u \in F. \psi])_v \\
&= (\text{SUB}_X(\psi) \text{ INST}_X(E',F)[\eta \varepsilon])_v
\end{align*}
\]

At \( * \) we used (IHa) and lemma 6.7 using both (IHa) and (IHb). The derivation for statement (b) follows the same line of reasoning and is therefore omitted. \( \square \)

We demonstrate the use of \( \text{INST}_X \) by applying it to an example.

**Example 6.12.** Consider the following PBES \( E \):

\[
\nu X(b;B) = \exists n:N. Y(n) \land b \\
\mu Y(n;N) = X(n \geq 10).
\]

Instantiation of parameter \( b \) of \( X \) yields the PBES \( E' \) below, after minor rewriting:

\[
\begin{align*}
\nu X_\top &= \exists n:N. Y(n) \\
\nu X_\bot &= \bot \\
\mu Y(n;N) &= (n \geq 10 \land X_\top) \lor (n < 10 \land X_\bot).
\end{align*}
\]

The PBES \( E' \) can be solved using migration, substitution and subsequent logic rewriting, which yields:

\[
\begin{align*}
\nu X_\top &= \top \\
\mu Y(n;N) &= n \geq 10 \\
\nu X_\bot &= \bot.
\end{align*}
\]

Hence, for arbitrary environments \( \eta, \varepsilon \), we have the following correspondences:

- \((E)[\eta \varepsilon](X)(\top) = (E')[\eta \varepsilon](X_\top) = \top,
- \((E)[\eta \varepsilon](X)(\bot) = (E')[\eta \varepsilon](X_\bot) = \bot,
- (E')[\eta \varepsilon](Y) = (E')[\eta \varepsilon](Y) = (\lambda n:N. n \geq 10).

Instantiation allows for solving a rather complex PBES \( E \) using standard PBES manipulation techniques and instantiation of a single predicate variable. \( \square \)

By theorem 6.11 we have established the correctness of the instantiation algorithm \( \text{INST}_P \) when \( P = \{X\} \) for some variable \( X \). We now consider the more general case where an arbitrary set of variables \( P \) is instantiated simultaneously.
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6.3.2 Simultaneous instantiation

Instantiation of a set of variables \( P \) in a PBES can be achieved by successively applying \( \text{Inst}_X \) for every \( X \in P \). Sound as this strategy may be, it is undesirable as it is highly inefficient. The simultaneous instantiation performed by \( \text{Inst}_P \) is more efficient because it requires only a single pass over the entire PBES. We now prove soundness of \( \text{Inst}_P \) for any set \( P \) by showing that applying \( \text{Inst}_P \) yields a PBES that is syntactically equivalent to the one obtained by successively applying \( \text{Inst}_X \) for every \( X \in P \). First, we prove several lemmas concerning \( \text{Inst}_P \) and \( \text{Sub}_P \). For a given formula \( \varphi \), set of variables \( P \) and \( X \in P \), the following lemma states that applying \( \text{Sub}_P \) to \( \varphi \) yields the same result as applying \( \text{Sub}_X \) after \( \text{Sub}_P \{ X \} \) to \( \varphi \).

**Lemma 6.13.** Let \( \varphi \) be a predicate formula and \( P \) be a non-empty set of predicate variables such that for all \( X, Y \in P \), \( X \not\in \text{all}(Y) \). Then for all \( X \in P \):

\[
\text{Sub}_P(\varphi) = \text{Sub}_X(\text{Sub}_{P \setminus \{ X \}}(\varphi)).
\]

**Proof.** Let \( X \in P \). We prove the lemma by structural induction on \( \varphi \).

1. \( \varphi \equiv b \). Trivial.
2. \( \varphi \equiv X(d,e) \). Then:

\[
\text{Sub}_P(X(d,e)) = \bigvee_{v \in \mathcal{D}} (v = d \land X_v(e)) = \text{Sub}_X(X(d,e))
\]

3. \( \varphi \equiv Y(d,e) \) for some \( Y \in X \) with \( Y \not\in X \). If \( Y \not\in P \) then this case is trivial. If \( Y \in P \) then:

\[
\text{Sub}_P(Y(d,e)) = \bigvee_{v \in \mathcal{D}} (v = d \land Y_v(e)) \overset{*}{=} \text{Sub}_X(\bigvee_{v \in \mathcal{D}} (v = d \land Y_v(e)))
\]

where at \( * \) we used \( X \not\in \text{all}(Y) \) and at \( \dagger \) we used \( Y \in P \setminus \{ X \} \).

4. Assume for predicate formulae \( \varphi_i, i \in \{ 1, 2 \} \):

   (IH) \( \text{Sub}_P(\varphi_i) = \text{Sub}_X(\text{Sub}_{P \setminus \{ X \}}(\varphi_i)) \).

(a) \( \varphi \equiv \varphi_1 \oplus \varphi_2 \) for some \( \oplus \in \{ \lor, \land \} \). Then:

\[
\text{Sub}_P(\varphi_1 \oplus \varphi_2) = \text{Sub}_P(\varphi_1) \oplus \text{Sub}_P(\varphi_2)
\]

   (IH) \( = \text{Sub}_X(\text{Sub}_{P \setminus \{ X \}}(\varphi_1)) \oplus \text{Sub}_X(\text{Sub}_{P \setminus \{ X \}}(\varphi_2)) \)

   \( = \text{Sub}_X(\text{Sub}_{P \setminus \{ X \}}(\varphi_1 \oplus \varphi_2)) \).

(b) \( \varphi \equiv Qd.D.\varphi_1 \) for some \( Q \in \{ \exists, \forall \} \). Then:

\[
\text{Sub}_P(Qd.D.\varphi_1) = Qd.D.\text{Sub}_P(\varphi_1)
\]

   (IH) \( = Qd.D.\text{Sub}_X(\text{Sub}_{P \setminus \{ X \}}(\varphi_1)) \)

   \( = \text{Sub}_X(\text{Sub}_{P \setminus \{ X \}}(Qd.D.\varphi_1)) \). \qed
The next lemma establishes a similar result for \( \text{Inst}_P \) instead of \( \text{Sub}_P \).

**Lemma 6.14.** Let \( E \) be a PBES and \( P \subseteq \text{bnd}(E) \) be a non-empty set of predicate variables that is instantiation-fresh for \( E \). Then for all \( X \in P \):

\[
\text{Inst}_P(E) = \text{Inst}_X(\text{Inst}_{P\setminus\{X\}}(E)).
\]

**Proof.** In this proof we rely on lemma 6.13. This lemma applies because from \( P \subseteq \text{bnd}(E) \) and the fact that \( P \) is instantiation-fresh for \( E \), it follows that for all \( X, Y \in P \), \( X \not\in \text{all}(Y) \). We prove the lemma by induction on the length of \( E \).

The case \( E = \epsilon \) is trivial. Suppose \( E = (\sigma Y(d; D, e; E) = \varphi) \ E' \) for some PBES \( E' \). Assume that for all \( X \in P \):

\[(\text{IH}) \quad \text{Inst}_P(E') = \text{Inst}_X(\text{Inst}_{P\setminus\{X\}}(E')).\]

Let \( X \in P \). We distinguish three cases and use lemma 6.13 and (IH) at every *:

1. \( Y \not\in P \). Then:

\[
\text{Inst}_P((\sigma Y(d; D, e; E) = \varphi) \ E')
= (\sigma Y(d; D, e; E) = \text{Sub}_P(\varphi)) \text{ Inst}_P(E')
\]

\[
\overset{\text{IH}}{=} (\sigma Y(d; D, e; E) = \text{Sub}_X(\text{Sub}_{P\setminus\{X\}}(\varphi))) \text{ Inst}_X(\text{Inst}_{P\setminus\{X\}}(E'))
\]

\[
= \text{Inst}_X((\sigma Y(d; D, e; E) = \text{Sub}_{P\setminus\{X\}}(\varphi)) \text{ Inst}_{P\setminus\{X\}}(E'))
= \text{Inst}_X(\text{Inst}_{P\setminus\{X\}}((\sigma Y(d; D, e; E) = \varphi) E')).
\]

2. \( Y \in P \land Y \not= X \). Observe that \( X \not\in \text{all}(Y) \). Then:

\[
\text{Inst}_P((\sigma Y(d; D, e; E) = \varphi) \ E')
= \{ (\sigma Y_v(e; E) = \text{Sub}_P(\varphi[v/d])) \mid v \in D \} \text{ Inst}_P(E')
\]

\[
\overset{\text{IH}}{=} \{ (\sigma Y_v(e; E) = \text{Sub}_X(\text{Sub}_{P\setminus\{X\}}(\varphi[v/d]))) \mid v \in D \}
\]

\[
\text{Inst}_X(\text{Inst}_{P\setminus\{X\}}(E'))
= \text{Inst}_X(\{ (\sigma Y_v(e; E) = \text{Sub}_{P\setminus\{X\}}(\varphi[v/d])) \mid v \in D \} \text{ Inst}_{P\setminus\{X\}}(E'))
= \text{Inst}_X(\text{Inst}_{P\setminus\{X\}}((\sigma Y(d; D, e; E) = \varphi) E')).
\]

3. \( Y = X \). Then:

\[
\text{Inst}_P((\sigma X(d; D, e; E) = \varphi) \ E')
= \{ (\sigma X_v(e; E) = \text{Sub}_P(\varphi[v/d])) \mid v \in D \} \text{ Inst}_P(E')
\]

\[
\overset{\text{IH}}{=} \{ (\sigma X_v(e; E) = \text{Sub}_X(\text{Sub}_{P\setminus\{X\}}(\varphi[v/d]))) \mid v \in D \}
\]

\[
\text{Inst}_X(\text{Inst}_{P\setminus\{X\}}(E'))
= \text{Inst}_X(\{ (\sigma X(d; D, e; E) = \text{Sub}_{P\setminus\{X\}}(\varphi)) \text{ Inst}_{P\setminus\{X\}}(E') \}
= \text{Inst}_X(\text{Inst}_{P\setminus\{X\}}((\sigma X(d; D, e; E) = \varphi) E')).
\]

We introduce the following shorthand notation for functional composition of \( \text{Inst} \) functions over a set of variables \( P \). Let \( \leq \) be a total order on \( X \), being the set of
all predicate variables. Then:

\[ \bigcirc_{X \in P} \text{INST}_X = \begin{cases} \mathcal{I} & \text{if } P = \emptyset \\ \text{INST}_Y \circ \bigcirc_{X \in P \setminus \{Y\}} \text{INST}_X & \text{for the } \leq\text{-minimal } Y \in P, \\ \end{cases} \]

where \( \mathcal{I} \) denotes the identity function for PBESs, i.e. \( \mathcal{I}(\mathcal{E}) = \mathcal{E} \) for all \( \mathcal{E} \). We now prove that instantiating a set of variables \( P \) yields the same equation system as successively instantiating for every variable in \( P \).

**Lemma 6.15.** Let \( \mathcal{E} \) be a PBES and \( P \subseteq \text{bnd}(\mathcal{E}) \) be a set of predicate variables that is instantiation-fresh for \( \mathcal{E} \). Then:

\[ \text{INST}_P(\mathcal{E}) = (\bigcirc_{X \in P} \text{INST}_X)(\mathcal{E}). \]

**Proof.** The proof goes by induction on the size of \( P \). If \( P = \emptyset \) then trivially: \( \text{INST}_P(\mathcal{E}) = \mathcal{E} = \mathcal{I}(\mathcal{E}) = (\bigcirc_{X \in P} \text{INST}_X)(\mathcal{E}) \). Otherwise, let \( Y \) be the \( \leq\text{-minimal} \) element of \( P \) and assume:

(\( \text{IH} \))

\[ \text{INST}_{P \setminus \{Y\}}(\mathcal{E}) = (\bigcirc_{X \in P \setminus \{Y\}} \text{INST}_X)(\mathcal{E}). \]

Then, using lemma 6.14:

\[ \text{INST}_P(\mathcal{E}) \overset{6.14}{=} \text{INST}_Y(\text{INST}_{P \setminus \{Y\}}(\mathcal{E})) \overset{\text{IH}}{=} (\text{INST}_Y \circ \bigcirc_{X \in P \setminus \{Y\}} \text{INST}_X)(\mathcal{E}) = (\bigcirc_{X \in P} \text{INST}_X)(\mathcal{E}). \]

Together with the correctness of \( \text{INST}_X \) (theorem 6.11), the latter result allows us to prove the main theorem of this section, which states correctness of \( \text{INST}_P \).

**Theorem 6.16.** Let \( \mathcal{E} \) be a PBES and \( P \subseteq \text{bnd}(\mathcal{E}) \) be a set of predicate variables that is instantiation-fresh for \( \mathcal{E} \). Then:

(a) \( \forall X \in P. \forall v \in D. ([\text{INST}_P(\mathcal{E})]_{\eta\varepsilon})(X_v) = ([\mathcal{E}]_{\eta\varepsilon})(X([v])) \)

(b) \( \forall Y \in X. Y \notin \text{all}(P) \cup P \implies ([\text{INST}_P(\mathcal{E})]_{\eta\varepsilon})(Y) = ([\mathcal{E}]_{\eta\varepsilon})(Y) \).

**Proof.** The proof goes by induction on the size of \( P \), relying on lemma 6.15 and theorem 6.11 for proving the correctness of instantiating a single variable. \( \square \)

The above result allows for a full instantiation of a PBES to a BES. This is a sound strategy when (1) all data sorts that occur in the PBES are finite, (2) the PBES is closed and data-closed, and (3) it is possible to rewrite every data term that occurs in a right-hand side of the PBES to either \( \top \) or \( \bot \). We assume that the latter can be achieved by a data term evaluator \( \text{eval} \), which can be implemented using e.g. rewriting technology; the data term evaluator can be lifted to PBESs in a straightforward manner. The following is then a corollary to lemma 6.15.

**Corollary 6.17.** Let \( \mathcal{E} \) be a PBES. If \( \mathcal{E} \) is closed and data-closed, all data sorts occurring in \( \mathcal{E} \) are finite, and a suitable term rewriter \( \text{eval} \) exists, then the equation system \( \text{eval}(\text{INST}_{\text{bnd}(\mathcal{E})}(\mathcal{E})) \) is a BES.
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We provide a small example to illustrate the transformation performed by Instantiation.

Example 6.18. Consider the following PBES \( E \):

\[
\nu X(b) = b \land Y(\neg b) \\
\mu Y(b) = \neg b \lor X(b).
\]

Instantiation of \( X \) and \( Y \) in \( E \) yields the BES \( E' \) below, after minor rewriting:

\[
(\nu X \top = Y \bot) (\nu X \bot = \bot) (\mu Y \top = X \top) (\mu Y \bot = \top).
\]

The BES \( E' \) can be solved using substitution and approximation, by which we obtain the following correspondence between \( E \) and \( E' \), for any \( b \in B \) and environments \( \eta \) and \( \varepsilon \):

- \( \llbracket E \rrbracket_{\eta}(X)(b) = \llbracket E' \rrbracket_{\eta}(X_b) = [b] \), and
- \( \llbracket E \rrbracket_{\eta}(Y)(b) = \llbracket E' \rrbracket_{\eta}(Y_b) = \top. \)

This concludes our treatment of instantiation on finite domains. In the next section we consider instantiation on countably infinite domains.

### 6.4 Instantiation on countable domains

In the previous section, we assumed that the domain \( D \) of the instantiated variable was finite. Instantiation then resulted in a PBES in which the predicate variables still carried parameters with a (possibly) infinite domain. In this section, we lift the restriction of finiteness and consider PBESs in which each predicate variable is either of type \( D \to B \) or of type \( B \), where \( D \) is a possibly infinite, yet countable sort. With each predicate variable \( X : D \to B \), we associate a countable set of proposition variables \( \text{all}(X) := \{ X_d : B \mid d \in D \} \).

The instantiation method\(^1\) is listed in figure 6.1; it generates an IBES from a PBES. For every equation \( \sigma X(d) = \varphi \) in the PBES, a block of countably many equations is generated, each of which is of the form \( \sigma X_v = \omega_v \) for some \( v \in D \) and infinite proposition formula \( \omega_v = \text{SUB}_{\infty}(\varphi[v/d]) \). To ensure that every \( \omega_v \) is indeed a proper infinite proposition formula, we rely on the term evaluator \( \text{eval} \) to rewrite every data term in \( \varphi[v/d] \) to either \( \top \) or \( \bot \). Hence, \( \varphi[v/d] \) must be closed implying that \( \varphi \) may contain no free data variables other than \( d \). This is ensured by allowing only data-closed PBESs for method \( \text{Inst}_{\infty} \).

The main correspondence between the predicate variables of a PBES and the proposition variables of the IBES resulting from the instantiation, is given in theorem 6.20. Below, we first lift lemma 6.7 to countable domains.

**Lemma 6.19.** Let \( \varphi \) be a closed predicate formula and \( \eta_1, \eta_2 \) be environments such that \( \forall X \in \text{occ}(\varphi) . \forall v \in D . \eta_1(X)([v]) = \eta_2(X_v) \). Then for any environment \( \varepsilon \):

\[
\llbracket \varphi \rrbracket_{\eta_1 \varepsilon} = \llbracket \text{SUB}_{\infty}(\varphi) \rrbracket_{\eta_2}. \]

\(^1\)We do not use the term “algorithm” as our method does not necessarily terminate.
6.4. Instantiation on countable domains

\[ \text{Inst}_\infty(\epsilon) := \epsilon \]
\[ \text{Inst}_\infty((\sigma X (d:D) = \phi) E) := \{(\sigma X_v = \text{Sub}_\infty(\phi[v/d])) | v \in D\} \text{ Inst}_\infty(E) \]

where
\[ \text{Sub}_\infty(b) := \text{eval}(b) \]
\[ \text{Sub}_\infty(X (d)) := \bigvee_{v \in D} (\text{eval}(v = d) \land X_v) \]
\[ \text{Sub}_\infty(\phi_1 \oplus \phi_2) := \text{Sub}_\infty(\phi_1) \oplus \text{Sub}_\infty(\phi_2) \]
\[ \text{Sub}_\infty(Qd:D.\phi) := \bigoplus_{v \in D} \text{Sub}_\infty(\phi[v/d]) \]

where \( \bigoplus = \bigwedge \) if \( Q = \forall \), and \( \bigoplus = \bigvee \) if \( Q = \exists \).

**Figure 6.1.** The instantiation method for countable domains \( \text{Inst}_\infty \).

**Proof.** The proof is similar to the proof of lemma 6.7 and is therefore omitted. \( \square \)

**Theorem 6.20.** Let \( \mathcal{E} \) be a data-closed PBES such that every \( X \in \text{var}(\mathcal{E}) \) is instantiation-fresh for \( \mathcal{E} \), and let \( \eta \) be an environment satisfying:

\[ (6.2) \quad \forall Y \in \text{occ}(\mathcal{E}) \setminus \text{bnd}(\mathcal{E}). \forall w \in D. \eta(Y_w) = \eta(Y)([w]). \]

Then, for any environment \( \epsilon \):

\[ \forall X \in \text{bnd}(\mathcal{E}). \forall v \in D. ([\text{Inst}_\infty(\mathcal{E})] \eta)(X_v) = ([\mathcal{E}] \eta \epsilon)(X)([v]). \]

**Proof.** Let \( \epsilon \) be an environment. The proof goes by induction on the length of \( \mathcal{E} \). If \( \mathcal{E} = \epsilon \), the statement holds vacuously. For the inductive case we assume, for all PBESs \( \mathcal{E}' \) of length \( m \) for which all variables are instantiation-fresh and environments \( \eta', \epsilon' \) satisfying (6.2):

\[ (\text{IH}) \quad \forall X \in \text{bnd}(\mathcal{E}'). \forall v \in D. ([\text{Inst}_\infty(\mathcal{E}')] \eta')(X_v) = ([\mathcal{E}'] \eta' \epsilon')(X)([v]). \]

Suppose \( \mathcal{E} \) is of length \( m + 1 \), so \( \mathcal{E} = (\sigma Y (d:D) = \phi) \mathcal{E}' \) for some PBES \( \mathcal{E}' \) of length \( m \). We define the following shorthands:

\[ \sigma \mathcal{B} := \{ \sigma Y_w = \text{Sub}_\infty(\phi[w/d]) | w \in D \} \]
\[ f := \sigma g \in B^D. \lambda w \in D. \text{[Sub}_\infty(\phi[w/d])][([\text{Inst}_\infty(\mathcal{E}')] \eta)[Y \mapsto g]) \]
\[ h := \sigma k \in B^D. \lambda w \in D. \text{[Sub}_\infty(\phi[w/d])][([\mathcal{E}'] \eta)[Y \mapsto k][\epsilon \mapsto w]]. \]

Let \( X \in \text{bnd}(\mathcal{E}) \) and \( v \in D \). Then:
\[\begin{align*}
\text{We derive, starting at the right-hand side:} \\
(\lambda w \in D. [\varnothing Y: \varnothing Y \mapsto k][\varnothing Y \mapsto w]((x)]) \\
&= (\varnothing Y: \varnothing Y \mapsto k)[\varnothing Y \mapsto w]((x)) \\
&= (\varnothing Y: \varnothing Y \mapsto k)[\varnothing Y \mapsto w]((x)) \\
&= (\varnothing Y: \varnothing Y \mapsto g)[\varnothing Y \mapsto w]((x)) \\
\end{align*}\]

For convenience we define \(\theta := \eta[YD \mapsto g][Y \mapsto k]\). At \(*\) we used lemma 6.19 which is allowed because \(\varnothing Y: \varnothing Y \mapsto k\) is closed (by data-closedness of \(\mathcal{E}\)) and we have:

\[\forall W \in \operatorname{occ}(\varnothing Y: \varnothing Y \mapsto w) \cdot \forall w \in D. ((\varnothing Y: \varnothing Y \mapsto w)(W)) = (\varnothing Y: \varnothing Y \mapsto w)(W_w)\]

which we prove now. Let \(W \in \operatorname{occ}(\varnothing Y: \varnothing Y \mapsto w)\) and \(w \in D\). There are three cases:
1. \( W = Y \). Then \( ([\mathcal{E}'][\theta e](Y)([w])) = k([w]) = g(w) = ([\text{Inst}_\infty(\mathcal{E}')[\theta](Y_w)) \).

2. \( W \neq Y \) and \( W \not\in \text{bnd}(\mathcal{E}) \). Then:
\[
([\mathcal{E}'][\theta e](W)([w])) = \eta(W)([w]) \uparrow = \eta(W_w) \uparrow = ([\text{Inst}_\infty(\mathcal{E}')[\theta](W_w)).
\]

At \( \uparrow \) we used the fact that \( \mathcal{E} \) and \( \eta \) satisfy (6.2) in combination with \( W \in \text{occ}(\mathcal{E}) \) and \( W \not\in \text{bnd}(\mathcal{E}) \). At \( \uparrow \) we used lemma 2.20 combined with \( W_w \not\in \text{bnd}(\text{Inst}_\infty(\mathcal{E}')) \).

3. \( W \neq Y \) and \( W \in \text{bnd}(\mathcal{E}) \). Observe that \( W \in \text{bnd}(\mathcal{E}') \). Then the equivalence follows from (III) if we prove that all variables in \( \mathcal{E}' \) are instantiation-fresh and \( \theta \) satisfies (6.2). The former follows from the fact that all variables in \( \mathcal{E} \) are instantiation-fresh and \( \text{var}(\mathcal{E}') \subseteq \text{var}(\mathcal{E}) \). The latter follows using similar reasonings as in cases 1 and 2.

From theorem 6.20 we obtain the following result.

**Corollary 6.21.** Let \( \mathcal{E} \) be a PBES. If \( \mathcal{E} \) is closed and data-closed, and all data sorts occurring in \( \mathcal{E} \) are countable and a suitable term rewriter \( \text{eval} \) exists, then \( \text{Inst}_\infty(\mathcal{E}) \) is an IBES.

We remark that for typical verification problems, such as (local) model checking and equivalence checking, a partial solution to the PBES is often satisfactory. Using proposition 6.6, it is straightforward to turn the instantiation scheme for PBESs involving countable data sorts into a procedure for computing a BES. For example, this can be achieved by an on-the-fly, depth-first or breadth-first exploration of all the equations for the required (instantiated) binding variables of the theoretical IBES. A similar technique is discussed in [93] and we do not further explore this issue here.

**Example 6.22.** Consider the following PBES \( \mathcal{E} \):
\[
\nu X (n:N) = n \neq 1 \land X(n + 1).
\]

Applying the transformation \( \text{Inst}_\infty \), we obtain the following IBES:
\[
\{ (\nu X_0 = X_1) \quad (\nu X_1 = \bot) \quad (\nu X_n = X_{n+1}) \mid n \geq 2 \}.
\]

While solving, e.g., \( X(5) \) by means of a transformation to IBES would require an infinite computation, solving \( X(0) \) or \( X(1) \) would terminate using a local resolution: \( X(0) \) depends on \( X(1) \) which is immediately \( \bot \).

Note that the transformation from an IBES to a PBES is elementary, provided one has a sufficiently rich data language: the sorts that are used for the blocks in the IBES can be introduced as the data sorts of the PBES, and the infinite disjunction and conjunction that occur in the infinite proposition formulae can be converted to equality tests and universal and existential quantifications, respectively.
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6.5 Examples

In this section, we further demonstrate the instantiation techniques of the previous sections by applying them to several examples. Note that a prime example application of the manipulation is also given in section 5.4.1. First, we demonstrate that the partial instantiation of a PBES is a useful manipulation in itself. Next, we illustrate the feasibility of instantiating a given PBES to an (I)BES. We rely on several manipulation techniques for solving PBESs as they are described in section 2.6.3.

6.5.1 Model-checking infinite-state systems

Two smaller examples, derived from model-checking problems on infinite state systems, are given below. These problems first appeared in [15] and were revisited in [91] to demonstrate the efficacy of IBESs.

Checking for finite paths

Consider the following LPE:

\[ P(b; B, n; N) = \sum_{i : N} b \rightarrow a \cdot X(\neg b, i) + b \land n > 0 \rightarrow a \cdot X(b, n - 1) \]

with initial state \( P(\top, 0) \). Its transition system is infinitely large and (partially) depicted in figure 6.2, where the \( a \)-labels have been omitted. The property that Bradfield [15] and Mader [91] verify is that every path that starts in the initial state has finite length only. This property is expressed by the following \( \mu \)-calculus formula: \( \mu X . [\top] X \). Note that the number of paths in the system is infinite.

The following PBES, consisting of a single equation, encodes the above model-checking problem, where satisfaction of the property by the initial state corresponds with \( X(\top, 0) \):

\[ \mu X(b; B, n; N) = (\forall i : N . \neg b \lor X(\neg b, i)) \land (b \lor n = 0 \lor X(b, n - 1)) \]
A straightforward approximation does not terminate and no patterns are applicable. Instantiation of $X$ on the parameter $b$ leads to the following PBES:

\[
\mu X_{\bot}(n:N) = (n = 0) \lor X_{\bot}(n - 1) \\
\mu X_{\top}(n:N) = \forall i: N . X_{\bot}(i).
\]

Now, the equation for $X_{\bot}$ can easily be solved by means of a pattern (see section 2.6.3), which leads to the following equivalent equation system:

\[
\mu X_{\bot}(n:N) = \exists i: N . n = i \\
\mu X_{\top}(n:N) = \forall i: N . X_{\bot}(i).
\]

Using standard logic, the above equation system can immediately be rewritten (even automatically [69]) to the following:

\[
\mu X_{\bot}(n:N) = \top \\
\mu X_{\top}(n:N) = \top.
\]

Hence the property holds for all reachable states, and the initial state in particular. The proof in [91] requires a manual construction of a set-based representation of an IBES, and requires showing the well-foundedness of mappings of this representation. The tableau-based methods of [15] require the investigation of extended paths. Our proof strategy, using partial instantiation, is easier to understand and requires less effort.

Checking for a finite number of actions

Consider the following LPE:

\[
P(b:B, n:N) = b \rightarrow c \cdot P(\neg b, n) + \\
b \rightarrow a \cdot P(b, n + 1) + \\
\neg b \land n > 0 \rightarrow a \cdot P(b, n - 1)
\]

with initial state $P(\top, 0)$. This system originated from a Petri net given by Bradfield [15], and reappeared in [91] as a transition system. The LTS of $P$ is depicted in figure 6.3. The property to be verified is that every behaviour in the transition system exhibits only a finite number of $c$ actions: $\mu X . \nu Y . ([c] X \land [\neg c] Y)$. Note that this formula has alternation depth two.

The following PBES, consisting of two equations, encodes the above model-checking problem, where satisfaction of the formula by the initial state corresponds with $X(\top, 0)$:

\[
\mu X(b:B, n:N) = Y(b, n) \\
\nu Y(b:B, n:N) = (\neg b \lor X(\neg b, n)) \land (\neg b \lor Y(b, n + 1)) \land (b \lor n = 0 \lor Y(b, n - 1)).
\]
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The above equation system can be solved using a complex pattern which would require the introduction of an auxiliary selector function. Instantiation of $Y$ on parameter $b$ leads to the following PBES:

$$
\mu X(b; B, n; N) = (b \land Y^\top(n)) \lor (\neg b \land Y^\bot(n)) \\
\nu Y^\top(n; N) = X(\bot, n) \land Y^\top(n + 1) \\
\nu Y^\bot(n; N) = (n = 0) \lor Y^\bot(n - 1).
$$

The equation for $Y^\top$ can now be solved easily by means of a pattern. The equation for $Y^\bot$ is solved instantly using symbolic approximation. This leads to the following equivalent equation system:

$$
\mu X(b; B, n; N) = (b \land Y^\top(n)) \lor (\neg b \land Y^\bot(n)) \\
\nu Y^\top(n; N) = \forall j; N. X(\bot, n + j) \\
\nu Y^\bot(n; N) = \top.
$$

The solutions to $Y^\bot$ and $Y^\top$ can then be substituted in the equation for $X$, yielding:

$$
\mu X(b; B, n; N) = (b \land \forall j; N. X(\bot, n + j)) \lor \neg b.
$$

A symbolic approximation yields the solution $\lambda b; B. \lambda n; N. \top$ for $X$ as the third approximant. Hence the property holds for all reachable states, and the initial state in particular. Again, our proof using partial instantiation is straightforward and enables the use of simple pattern matching, while the earlier proofs by Mader and Bradfield require more effort.

6.5.2 Automatic verification

In the previous section, we used instantiation to manually solve PBESs that encoded model-checking problems on infinite-state systems. There, the use of instantiation simplified the derivation of the solution considerably, and allowed other techniques to be applied.
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To assess the feasibility of automated PBES instantiation in practice, a prototype tool has been implemented that instantiates a given PBES. Upon termination it has generated a BES that holds the answer to whether a particular equation in the original PBES is true for some data value. We apply the tool to verification problems on various models. Most of these models employ the data sort of natural numbers. A full instantiation of the PBES would therefore yield an IBES, but local resolution produces a finite BES in all cases.

All experiments were run on a 64-bits architecture computer having an Intel Core2 Quad 2.40 GHz CPU and 4 GB of RAM. It runs Fedora Core 8 Linux, kernel 2.6.26. We use revision 5839 of the mCRL2 toolset.

Checking for deadlocks

We used our tool to check for absence of deadlock on several publicly available benchmarks, consisting of industrial protocols and systems, and games. The deadlock property yields an alternation-free PBES. Of course, more involved properties – like fairness and liveness properties – can also be encoded, which may yield PBESs of higher alternation depths. As absence of deadlock requires all reachable states to be computed by the instantiation tool, it allows for a fair comparison with explicit state-space generation. For this, we use the mCRL2 tool lps2lts.

Table 6.1 contains the results of our experiments for each of the models. It lists the LTS sizes and the times needed to explore these LTSs by lps2lts. The rightmost column contains the times needed for instantiating the PBES to a BES and subsequently solving the BES using a combination of approximation and Gauß-elimination. For each model, the number of BES equations after instantiation is equal to the number of states in the corresponding LTS, as expected. The performance of the BES approach is in general comparable to that of the LTS approach; differences are attributed to minor differences in rewriting strategies.

Checking branching bisimilarity

The experiments above illustrate the efficacy of the full instantiation of alternation-free PBESs to (I)BESs. We now consider PBESs in which the branching bisimilarity problem on LPEs is encoded using the translation presented in section 5.3. The models on which we decide branching bisimilarity, are the alternating-bit protocol (ABP), the concurrent alternating-bit protocol (CABP) and the one-place buffer (OPB). Each protocol allows ten different messages to be communicated.

The translation of section 5.3 yields PBESs with an alternation depth of two. Every PBES is then instantiated to a BES by our tool. Finally, the BES is translated to a parity game which is then solved by a parity game solver using the strategy from [113]. We compare this approach to an LTS-based approach, in which the LTS for each model is generated by lps2lts, after which a branching-bisimilarity approach is used.
Table 6.1. Experimental results for checking for deadlocks in several models using both LTS exploration and PBES instantiation + BES solving.

<table>
<thead>
<tr>
<th>Model</th>
<th>LTS Size</th>
<th>Time (sec.)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>States</td>
<td>Transitions</td>
<td>LTS</td>
<td>PBES</td>
</tr>
<tr>
<td>BRP</td>
<td>10 548</td>
<td>12 168</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Car lift</td>
<td>4 312</td>
<td>9 918</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>Chatbox</td>
<td>65 536</td>
<td>2 162 688</td>
<td>20</td>
<td>8</td>
</tr>
<tr>
<td>IEEE-1394</td>
<td>188 569</td>
<td>340 607</td>
<td>149</td>
<td>152</td>
</tr>
<tr>
<td>Clobber</td>
<td>600 161</td>
<td>2 221 553</td>
<td>92</td>
<td>103</td>
</tr>
<tr>
<td>Domineering</td>
<td>455 317</td>
<td>2 062 696</td>
<td>45</td>
<td>52</td>
</tr>
<tr>
<td>Othello</td>
<td>55 093</td>
<td>88 258</td>
<td>82</td>
<td>104</td>
</tr>
</tbody>
</table>

check on every pair of LTSs is performed by the mCRL2 tool ltscompare, that implements the algorithm from [67].

The results are listed in table 6.2. The times for solving the BES consist only of the times needed for solving the corresponding parity game. The PBES-based approach turns out to be reasonably fast for the cases involving OPB. It is also demonstrated to be feasible in the case of ABP and CABP, but there it is significantly slower than the LTS-based approach.

6.6 Conclusions

We have presented a new set of manipulations on PBESs, collectively called instantiation, by which data can be eliminated from a PBES. From a theoretical point of view, instantiation firmly relates PBESs to two other prominent types of equation systems, viz. BESs and IBESs, providing a different angle on the intricate fundamentals of PBESs. In practice, instantiation is a useful transformation on PBESs, allowing for a wider class of PBESs to be solved either automatically or by means of (syntactic) manipulations.

Given a PBES that contains finite parameter domains, partial instantiation can be used to selectively eliminate some of these parameters, yielding another, more simplified PBES. This can ease the process of finding a solution by allowing for other solution techniques, like patterns, to be applied. If all parameter domains are finite, a full instantiation can be applied to obtain a BES, provided that all data terms can be eliminated by a suitable term rewriter. The advantage of this approach is clear: solving BESs is decidable (see also chapter 7) and efficient tooling is readily available. We have extended full instantiation to PBESs that contain countably infinite domains. The result is an IBES that can generally not be constructed in a finite amount of time. However, in practice a local, on-the-fly
Table 6.2. Experimental results for deciding branching bisimilarity on the ABP, CABP and OPB models using both LTSs and PBESs.

<table>
<thead>
<tr>
<th>Model</th>
<th>States</th>
<th>Transitions</th>
<th>Time (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABP</td>
<td>362</td>
<td>460</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>CABP</td>
<td>3536</td>
<td>13791</td>
<td>0.3</td>
</tr>
<tr>
<td>OPB</td>
<td>11</td>
<td>20</td>
<td>&lt; 0.1</td>
</tr>
</tbody>
</table>

BES sizes and times needed for PBES instantiation, BES solving and LTS comparison.

<table>
<thead>
<tr>
<th>Equivalence</th>
<th>BES size</th>
<th>PBES inst.</th>
<th>BES solve</th>
<th>LTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABP $\equiv_b$ OPB</td>
<td>2884</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>OPB $\equiv_b$ CABP</td>
<td>35104</td>
<td>1.6</td>
<td>0.3</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>ABP $\equiv_b$ CABP</td>
<td>268064</td>
<td>9.2</td>
<td>13.8</td>
<td>&lt; 0.1</td>
</tr>
</tbody>
</table>

approach can still yield a finite BES as one is usually interested in the solution for a particular variable only. We have established the necessary theoretical results to guarantee the soundness of such an approach.

We have applied our techniques to several examples. Instantiation simplifies the manual verification of two infinite-state systems considerably. Also, we have run a prototype tool on several typical verification problems. The tool implements the transformation from PBESs to (I)BESs that is required for a local resolution of the PBES, similar to the tool described in [95]. In view of this, our prototype tooling and the examples in section 6.5 demonstrate the feasibility of the approach outlined in [93].

When checking a $\mu$-calculus formula on an LPE, the translation to a PBES may prune parts of the state space, depending on the formula. In this case, solving the PBES by a full instantiation does not require a full exploration of the state space. This is particularly beneficial when exploration of the entire (possibly infinite) state space is infeasible. The formula may prune large enough portions from the state space, such that the instantiation of the PBES becomes feasible and the resulting BES can be solved.
Chapter 7

Switching Graphs

7.1 Introduction

The previous chapter presented a technique for eliminating data from a PBES. Given a suitable data-term evaluator, this transformation yields a finite BES if all data domains are finite; if some domains are countably infinite, a finite BES may still be obtained by adopting an on-the-fly strategy. A transformation from PBESs to BESs is interesting, because, unlike PBESs, solving BESs is decidable. The problem is equivalent to the standard \( \mu \)-calculus model-checking problem on finite transition systems (see e.g. [91]). This problem was shown to be in \( \text{NP} \cap \text{co-NP} \) by Emerson, Jutla and Sistla, by showing equivalence to the non-emptiness problem on parity tree automata [40]. Stirling reduced the problem to that of deciding the winner in parity games [114]. In turn, this problem, and thereby solving BESs, was later shown to be in \( \text{UP} \cap \text{co-UP} \) by Jurdziński [81]. This complexity class is a subset of \( \text{NP} \cap \text{co-NP} \) and contains those problems that have a unique polynomial certificate (or, equivalently, can be decided in polynomial time by a nondeterministic Turing machine that has at most one accepting run for every problem instance).

In [60], continuing their earlier work in [59], Groote and Keinänen present a sub-quadratic algorithm for solving conjunctive and disjunctive BESs, which are BESs containing either conjunctions or disjunctions only. On the other hand, a variety of techniques for solving parity games has been proposed, among which there are intriguing hill-climbing algorithms that employ carefully chosen progress measures [82, 125]. In our search for a polynomial-time algorithm for solving general BESs (i.e. having both conjunctions and disjunctions), we took inspiration from these works and started to use what we call switching graphs. This enabled us to study the BES problem in a more intuitive setting, which allowed for easier reasoning. Also, it allowed us to define and study several variants of the problem in order to gain more insight into its nature.
A switching graph is an ordinary graph that is extended with switches. A typical instance of a directed, (vertex-)labelled switching graph is given in figure 7.1. Note that the name of a vertex is depicted next to it, while its label is placed inside it. In figure 7.2(b) an undirected, unlabelled switching graph is depicted. A switch is a triple of vertices \((v_1, v_2, v_3)\) in which either \(v_1\) and \(v_2\), or \(v_1\) and \(v_3\) are connected, depending on a switch setting, which is a function from switches to the Booleans.

There are two switches in figure 7.1: \(s_1 = (v_1, v_2, v_3)\) and \(s_2 = (v_4, v_5, v_6)\). If the switch setting for \(s_1\) is \(\top\), the vertices \(v_1\) and \(v_2\) are connected, as indicated by the straight, solid arrow. If the switch setting for \(s_1\) is \(\bot\), only the dashed arrow is available. We call \(v_2\) the \(\top\)-vertex and \(v_3\) the \(\bot\)-vertex of \(s_1\). Ordinary directed edges are represented by curved, solid arrows. We define switching graphs formally in section 7.2 along with other relevant concepts.

We study a number of problems on switching graphs in section 7.3. As it is equivalent to the problem of solving BESs (see below), we are particularly interested in the \(v\)-parity loop problem, that asks whether a switch setting exists such that the lowest label on every loop reachable from a vertex \(v\) is even. For example, in the graph of figure 7.1 there is a loop reachable from \(v_1\) on which the lowest label is odd only if both \(s_1\) and \(s_2\) are set to \(\top\). Any other switch setting is a witness for the fact that the answer to the \(v\)-parity loop problem is \(\text{yes}\). We investigate the complexities of several variations of the \(v\)-parity loop problem, in order to gain more insight into its nature. If we relax the requirements on the labels, we obtain the polynomial loop problem and 1-2-loop problem. If we relax the total ordering of labels, we obtain the NP-complete cancellation loop problem. If we relax the requirement of loops, we obtain the NP-complete connection problem and disconnection problem. The NP-completeness proofs of the cancellation loop problem and the disconnection problem rely on the property that switches can be synchronized. This means that the switch settings of certain groups of switches can be forced to always correspond. We prove that the parity loop problem does not have this property, which is an indication that it belongs to a lower complexity class.

In section 7.4 we give polynomial reductions between the problem of solving BESs and the \(v\)-parity loop problem, confirming their equivalence. It is not hard to see that the \(v\)-parity loop problem is essentially the same problem as that...
of deciding the winner in parity games. As outlined above, this is known to
be equivalent to the BES problem via the $\mu$-calculus model-checking problem.
Hence, the fact that the $v$-parity loop problem is equivalent to solving BESs is not
surprising, neither is the immediate complexity result of UP $\cap$ co-UP. However,
a direct encoding of BESs in switching graphs (and vice versa) is, to our opinion,
more intuitive and provides a natural generalization of the encoding of conjunctive
and disjunctive BESs in ordinary graphs, as proposed in [59, 60].

Switching graphs are a natural extension to ordinary graphs and form a natural
abstract domain for representing concrete problems. As such, they make inter-
esting objects of study by themselves, apart from their being related to model
checking. Therefore, we expected switching graphs to be widely studied, but this
appears not to be the case. In [98] a slightly different notion of switching graphs
is used, essentially omitting switches by unifying nondeterminism with switches.
Girard [53] proposes proof nets for linear logic which closely resemble directed
switching graphs. In the same context, Danos and Regnier [33] construct proof
structures which correspond with undirected switching graphs. Their criterion for
a proof structure to be correct (and hence a proof net) is that for every switch
setting the resulting graph must be connected and acyclic. Other notions in the
literature (like switch graphs [75], bi-directed graphs [38] and skew-symmetric
graphs [58]) also deal with choices excluding other options, but are of a different
nature than switching graphs.

7.2 Preliminaries

7.2.1 Switching graphs

**Definition 7.1.** A directed labelled switching graph (DLSG) is a four-tuple $G =
(V, \rightarrow, S, \ell)$ where $(V, \rightarrow, \ell)$ is a vertex-labelled graph with labelling function $\ell : V \rightarrow \mathbb{N}$, and $S \subseteq V \times V \times V$ is a set of directed switches.

For any switch $s = (v_1, v_2, v_3) \in S$, we call $v_1$, $v_2$ and $v_3$ the root, the $\top$-vertex
and the $\bot$-vertex of $s$, respectively. A switch setting is a function $f : S \rightarrow \mathbb{B}$. For any switch setting $f$, an $f$-path from a vertex $v$ to a vertex $w$ is a sequence $v_1, v_2, \ldots, v_n$ with $v = v_1$, $w = v_n$ and for all $1 \leq i < n$ it either holds that $v_i \rightarrow v_{i+1}$, or there is a switch $s \in S$ with root $v_i$ and $f(s)$-vertex $v_{i+1}$. An $f$-loop through $v$ is an $f$-path from $v$ to $v$. For any set of switches $S$ and $b \in \mathbb{B}$, we denote by $f[S \mapsto b]$ the switch setting $f$ in which every switch in $S$ is set to $b$.

For any DLSG $G = (V, \rightarrow, S, \ell)$ and switch setting $f$ on $S$, the $f$-graph of $G$ is the
directed, labelled graph $G_f = (V, \rightarrow', \ell)$, where:

$$
\rightarrow' = \rightarrow \cup \{(v, w) \mid \exists u \in V. ((v, w, u) \in S \land f(v, w, u)) \lor ((v, u, w) \in S \land \neg f(v, u, w))\}
$$

A simple example of a directed switching graph is depicted in figure 7.2(a). Compare this switching graph with an ordinary graph in which both branches of
switch $s_1$ are ordinary edges. The question whether there is (a switch setting with) a loop through both $A$ and $B$ is answered with yes in the graph, and with no in the switching graph. If the switching graph is compared with an ordinary graph that contains only one of the branches, the question whether there is (a switch setting with) a loop through $A$ and (a switch setting with) a loop through $B$ is answered with no for the graph, and with yes for the switching graph.

A switching graph of which the edges are unordered pairs, is called undirected. An example of an undirected switching graph is given in figure 7.2(b). This graph is not connected only if both switches are set to $\top$. A typical application comes from investigating possible partitions of a set. The elements of the set are the vertices and two elements are equivalent (i.e. in the same block of the partition) if they are connected in the graph. Using switches, alternative relations between the individual elements can be represented. Typical questions can be whether a switch setting exists such that the equivalence partition has exactly $k$ elements (or more than $k$, or exactly an even number, etc.).

7.2.2 The 3SAT problem

We use the well-known 3SAT problem for proving NP-completeness of several problems in section 7.3.

Definition 7.2. A 3CNF formula is a logical formula of the form

$$\bigwedge_{i \in I} (l_{i,1} \lor l_{i,2} \lor l_{i,3})$$

where $I$ is a finite index set and $l_{i,j}$ are literals, i.e. formulae of the form $p$ or $\neg p$ for a proposition letter $p$ taken from a set $P$. The 3SAT problem is the question whether a given 3CNF formula is satisfiable.

The famous Cook–Levin theorem states that the SAT problem, i.e. satisfiability of any Boolean formula, is NP-complete [29, 88]. By a reduction from SAT to 3SAT, Karp showed that the same holds for the 3SAT problem [84]. In this paper,
we assume some ordering $<$ on the proposition letters $P$ and assume that the literals in each clause of a 3CNF formula are ordered according to $<$, such that the left-most proposition letter in that clause is the smallest, and the right-most is the largest.

### 7.2.3 Boolean equation systems

Boolean equation systems (BESs) are defined in definition 2.17 and the solution of a BES is already properly defined by definition 2.19. However, the definition can be simplified due to the absence of data and because we can use the fact that $\mu X.f(X) = f(\bot)$ and, dually, $\nu X.f(X) = f(\top)$ for any function $f$ over the Booleans. Let $X$ be a set of proposition variables and the interpretation $[\varphi]$ of a proposition formula $\varphi$ be as defined in definition 2.18.

**Definition 7.3.** Let $\eta : X \to \mathbb{B}$ be a proposition environment. The solution $[E]\eta$ of a BES $E$ in the context of $\eta$, is a proposition environment that is defined inductively as follows:

- $[[\varepsilon]]\eta := \eta$
- $[[\sigma X = \varphi]]E\eta := [[E]]\eta[X \mapsto [[\varphi]]([E]\eta[X \mapsto b_{\nu}])]$

where $b_{\mu} = \bot$ and $b_{\nu} = \top$.

For any environment $\eta$, BES $E$ and $X \in \text{bnd}(E)$, the BES problem is the problem of determining $([E]\eta)(X)$. In this chapter, we only consider BESs of the following form:

$$E = (\sigma_1X_1 = \varphi_1) \ldots (\sigma_nX_n = \varphi_n)$$

for some $n \in \mathbb{N}$. Moreover, $E$ is:

- in **standard form** if every $\varphi_i$ is either of the form $X_j \lor X_k$ or $X_j \land X_k$;
- in **2-conjunctive normal form** (2CNF) if every $\varphi_i$ is of the form $\bigwedge_{p \in I_i} c_{i,p}$ where $I_i$ is an index set and $c_{i,p}$ is either $X_j \lor X_k$;
- **conjunctive** if no $\varphi_i$ contains a $\lor$;
- **disjunctive** if no $\varphi_i$ contains a $\land$.

It is known that every BES can be linearly transformed to standard form such that its solution is maintained, modulo renaming of variables [91]. For any conjunctive or disjunctive BES $E$, the dependency graph of $E$ is a directed, labelled graph $(V, \rightarrow, \ell)$ where:

- $V = \{1, \ldots, n\}$;
- $\rightarrow = \{(i,j) \mid X_j \text{ occurs in } \varphi_i\}$;
- $\ell(i) = 2 \cdot i + \text{sign}_{\sigma_i}$ with $\text{sign}_{\mu} = 1$ and $\text{sign}_{\nu} = 0$, for all $i \in V$. 
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The following result was obtained in [59] as lemma 3.\footnote{In [59] the labelling function is a function $\ell'$ that maps vertices to \{\(\mu, \nu\)\}. In the original lemma, \(G\) should contain a loop on which the vertex with the lowest \(i\) has label \(\mu\). It is obvious that $\ell'(i) = \mu$ iff $\ell(i)$ is odd and $\ell'(i) = \nu$ iff $\ell(i)$ is even. Also $i < j$ iff $\ell(i) < \ell(j)$. Hence, the result indeed carries over to our version here.}

**Lemma 7.4.** Let $\eta$ be a proposition environment, $E$ be a conjunctive BES and $G$ be its dependency graph. For any variable $X_i \in \text{bnd}(E)$ we have that $([E]\eta)(X_i) = \bot$ iff $G$ contains a loop that is reachable from $i$ on which the lowest label is odd.

For disjunctive BESs the dual result holds, i.e. replacing $\bot$ by $\top$ and odd by even. The loop problem on the dependency graph as described in lemma 7.4 can be solved in polynomial time, which is also shown in [59].

### 7.3 Switching-graph problems

In this section we investigate the complexity of several problems on a fixed DLSG $G = (V, \rightarrow, S, \ell)$. We define $N := |V|$ and $T := |\rightarrow| + |S|$. For some problems there are straightforward and efficient algorithms. In those cases we only state the complexity and sketch the algorithm for brevity.

#### 7.3.1 Connection problems

Connection problems ask to connect particular vertices in a switching graph via a switch setting. We consider the following connection problems:

- The **v-w-connection problem** is the question whether there is a switch setting $f$ such that there is an $f$-path in $G$ from a given vertex $v$ to a given vertex $w$.
- Given a set of pairs of vertices $\{(v_i, w_i) \mid i \in I\}$ for some index set $I$, the **connection problem** is the question whether there is a switch setting $f$ such that there is an $f$-path in $G$ from $v_i$ to $w_i$, for every $i \in I$.

The latter is a generalization of the former.

**Theorem 7.5.** The $v$-$w$-connection problem is solvable in $O(T)$ time.

**Proof.** A straightforward depth-first search suffices where both branches of each switch are taken as ordinary edges. When a path from $v$ to $w$ is found, no vertex, and hence no switch, occurs on this path more than once. The switch setting $f$ is set accordingly, where those switches not on the path can be set arbitrarily. \qed

**Theorem 7.6.** The connection problem is NP-complete.

**Proof.** It is obvious that this problem is in NP and therefore we only show that it is NP-hard. We reduce the 3SAT problem to the connection problem in a straightforward way. Consider the following 3CNF formula:

$$\bigwedge_{i \in I} (l_{i,1} \lor l_{i,2} \lor l_{i,3})$$
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Figure 7.3. Translation of a clause $i$ of the form $p_1 \lor \neg p_2 \lor p_3$ for the connection problem.

for an index set $I$. We introduce one switch for every proposition letter occurring in the formula. We translate each clause $l_{i,1} \lor l_{i,2} \lor l_{i,3}$ in which proposition letters $p_{i,1}$, $p_{i,2}$ and $p_{i,3}$ occur, as follows. We introduce a start vertex $v_i$, and an end vertex $w_i$. The vertex $v_i$ is connected to the roots of the switches $p_{i,1}$, $p_{i,2}$ and $p_{i,3}$. Moreover, if $l_{i,k}$ is a positive literal then the $\top$-vertex of switch $p_{i,k}$ is connected to $w_i$, otherwise its $\bot$-vertex is connected to $w_i$. See figure 7.3 for an example.

We can now directly observe that the 3CNF formula is satisfiable iff there is a switch setting $f$ such that for all $i \in I$ there is an $f$-path from $v_i$ to $w_i$.

7.3.2 Disconnection problems

Disconnection problems ask to prevent particular vertices in a switching graph from being connected via a switch setting. We consider the following disconnection problems:

- The $v$-$w$-disconnection problem is the question whether there is a switch setting $f$ such that there is no $f$-path in $G$ from a given vertex $v$ to a given vertex $w$.

- Given a set of pairs of vertices $\{(v_i, w_i) \mid i \in I\}$ for some index set $I$, the disconnection problem is the question whether there is a switch setting $f$ such that there is no $f$-path in $G$ from $v_i$ to $w_i$, for every $i \in I$.

The latter is a generalization of the former.

**Theorem 7.7.** The $v$-$w$-disconnection problem is solvable in $O(T)$ time.

**Proof.** Mark vertices backwards from $w$ in a breadth-first fashion, i.e. we start from $w$ and traverse the incoming edges and switch edges in the reverse direction in a breadth-first manner. A vertex $u$ is marked if an outgoing edge leads to a marked vertex, or if both branches of a switch with root $u$ lead to marked vertices. This marking algorithm will terminate in linear time. Answer yes if $v$ was not marked and no otherwise. For obtaining the switch setting that is a witness in case of a positive answer, set every switch to an unmarked vertex; switches of...
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Figure 7.4. Translation of a clause $p_{i,1} \lor \neg p_{i,2} \lor p_{i,3}$ for the disconnection problem.

which the $\top$-vertex and the $\bot$-vertex are both marked or both unmarked, can be set arbitrarily.

Theorem 7.8. The disconnection problem is NP-complete.

Proof. It is again easy to show that this problem is in NP. For showing NP-hardness, we again reduce the 3SAT problem to this problem but the translation is considerably more involved than for the connection problem. We start again with a 3CNF formula:

$$\bigwedge_{i \in I} (l_{i,1} \lor l_{i,2} \lor l_{i,3})$$

for an index set $I$. We introduce a switch for every occurrence of a proposition letter in a clause. For each clause $l_{i,1} \lor l_{i,2} \lor l_{i,3}$ with proposition letters $p_{i,1}$, $p_{i,2}$ and $p_{i,3}$ a start vertex $v_i$, an end vertex $w_i$ and three switches are generated. The vertex $v_i$ is connected to the root of the first switch. If $l_{i,1}$ is a positive literal then the $\bot$-vertex is connected to the next switch, otherwise the $\top$-vertex is connected to the next switch. In the same way the second switch is connected to the third switch, which is in turn connected in the same way to the vertex $w_i$. If two or more of the proposition letters in a clause are the same, then either the clause is omitted in case the literals have opposite signs, or only one or two switches are necessary. See figure 7.4 for an example.

Now assume for each proposition letter $p$ that all different switches for $p$ are synchronized, i.e. they are all set to $\bot$, or they are all set to $\top$. Then it is straightforward to see that for all $i \in I$ there is no path from $v_i$ to $w_i$ iff the 3CNF formula is satisfiable.

We now show how all switches for a proposition letter $p$ can be synchronized. This means that in any switch setting where the switches for $p$ are not all set to the same position (either $\top$ or $\bot$), there will always be a path from a vertex $v$ to a vertex $w$, where $(v, w)$ is a pair of vertices between which there should be no path according to the disconnection problem. Hence, we ensure that in any switch setting that is a witness for the disconnection problem, all switches for every letter $p$ are set to the same position. We add three pairs of start and end vertices for $p$, namely $(A_p, A'_p)$, $(B_p, B'_p)$ and $(C_p, C'_p)$, and three switches $s_{p,1}$, $s_{p,2}$ and $s_{p,3}$. We connect the switches and vertices as indicated in figure 7.5. The column of switches under the letter $p$ are all the switches introduced for every occurrence of $p$ in some clause. Observe that the switches in figure 7.5 either
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must all be set to \( \bot \), or they must all be set to \( \top \); otherwise there is a path from \( A_p \) to \( A'_p \), from \( B_p \) to \( B'_p \), or from \( C_p \) to \( C'_p \). As the required case distinction is straightforward, we omit it here.

7.3.3 Loop problems

Loop problems ask to find a switch setting such that loops with a particular property are present or absent. We consider the following loop problems:

- The \textit{loop problem} is the question whether there is a switch setting \( f \) such that \( G \) contains an \( f \)-loop.
- The \textit{\( v \)-parity loop problem} is the question whether there is a switch setting \( f \) such that every \( f \)-loop in \( G \) that is reachable from a given vertex \( v \), has an even number as lowest label.
- The \textit{parity loop problem} is the question whether there is a switch setting \( f \) such that every \( f \)-loop in \( G \) has an even number as lowest label.
- The \textit{parity loop-through-\( v \) problem} is the question whether there is a switch setting \( f \) such that every \( f \)-loop through \( v \) in \( G \) has an even number as lowest label.
- Assuming that \( f(v) \in \{1, 2\} \) for all \( v \in V \), the \textit{1-2-loop problem} is the question whether there is a switch setting \( f \) such that every \( f \)-loop in \( G \) has 2 as lowest label.
- The \textit{cancellation loop problem} is the question whether there is a switch setting \( f \) such that every \( f \)-loop in \( G \) that contains an even label \( n \) does not contain the label \( n - 1 \).

We investigate each of these problems in turn below.

\begin{theorem}
The loop problem is solvable in \( O(N \cdot T) \) time.
\end{theorem}

\begin{proof}
This problem is equivalent to the \( v \)-\( v \)-connection problem for every vertex \( v \). If for some vertex \( v \) a switch setting \( f \) is found such that there is an \( f \)-path from \( v \) to itself, then the answer is \textit{yes}. Otherwise, the answer is \textit{no}.
\end{proof}
Regarding all other problems, observe that we are allowed to modify the switching graph \( G \) in the following way, without affecting the answer to the problem: for every vertex \( v \in V \), if \( v \) has no outgoing edges (i.e., there is no \( w \) such that \( v \rightarrow w \), and there are no \( u, w \) such that \( (v, u, w) \in S \)) then we add an edge \( (v, v) \) to \( G \) and we set \( \ell(v) := 2 \). In this way we obtain a switching graph that is total, in the sense that every vertex has an outgoing edge or is the root of a switch. Hence, for the remaining problems of this section we can assume without loss of generality that \( G \) is total, which is convenient for the correspondence of the \( v \)-parity loop problem with solving parity games (as described below) and with solving BESs (as described in section 7.4).

A parity game is played on a game graph, which is a directed, vertex-labelled graph of which every vertex has an outgoing edge and is labelled by a natural number, called a priority. The parity game has two players, called Even and Odd, and the set of vertices of the graph is partitioned into two blocks: \( V_{\text{Even}} \) and \( V_{\text{Odd}} \). The game proceeds as follows. A token is placed on vertex \( x \) and is repeatedly moved along an edge of the graph from its current vertex to an adjacent vertex by one of the players. If the token is currently on a vertex in \( V_{\text{Even}} \) then it is Even’s turn to move the token; if it is on a vertex in \( V_{\text{Odd}} \) then it is Odd’s turn. By repeatedly moving the token, the players construct an infinite path in the graph. Player Even wins the game if the lowest priority that occurs infinitely often on the path is even, and Odd wins if that priority is odd.

It is not hard to see that the \( v \)-parity loop problem on a total switching graph is equivalent to the problem of finding a winning strategy for player Even in a parity game, starting from a given vertex \( x \) of the game graph. Hence, the \( v \)-parity loop problem is in \( \text{NP} \cap \text{co-NP} \) (and \( \text{UP} \cap \text{co-UP} \)) and it is an open question whether a polynomial algorithm exists. We provide direct translations from this problem to that of solving BESs and vice versa in section 7.4.

The parity loop problem is very similar to the \( v \)-parity loop problem; in particular no polynomial algorithm is known. We show that it is not possible to keep two switches synchronized in the following sense. Consider a switching graph containing at least two switches. Suppose that whenever two switches are set to opposite positions, the answer to the parity loop problem is yes. Then there are no switch settings in which the same switches are set to equal positions and the answer to the parity loop problem on the resulting graph is no. For the disconnection problem and cancellation loop problem, the ability to synchronize switches allows us to prove NP-completeness (see theorems 7.8 and 7.12, respectively).

We define \( L(f) := \top \) for a switch setting \( f \) if all \( f \)-loops in \( G \) have an even number as lowest label, and \( L(f) := \bot \) otherwise. For a given \( f \), \( L(f) \) can be calculated in polynomial time by determining the strongly connected components of the \( f \)-graph [120].

**Lemma 7.10.** Consider two switches \( s \) and \( s’ \). Suppose that for all switch settings \( f \), \( f(s) \neq f(s’) \) implies \( L(f) = \top \). Then there are no switch settings \( g \) and \( h \) such that \( g(s) = g(s’) = \bot \), \( h(s) = h(s’) = \top \) and \( L(g) = \top \) and \( L(h) = \bot \).
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Proof. Assume the contrary, i.e. there are switch settings $g$ and $h$ such that $g(s) = g(s') = \perp$, $h(s) = h(s') = \top$ and $L(g) = L(h) = \perp$. Hence, there is a $g$-loop on which the lowest label $m$ is odd. Consider one of these loops with minimal $m$. If this loop does not pass through $s$, then the $g[s \mapsto \top]$-graph also has a loop with $m$ as lowest number, hence $L(g[s \mapsto \top]) = \perp$ which contradicts the assumption of the lemma. Similarly, if the loop does not pass through $s'$, then $L(g[s' \mapsto \top]) = \perp$ which is a contradiction. Hence, the loop passes through both $s$ and $s'$. Using the same line of reasoning, there is an $h$-loop through both $s$ and $s'$ with an odd number $n$ as lowest label, and we take one of these loops with minimal $n$. See figure 7.6.

Assume without loss of generality that $m \leq n$. There is a vertex labelled by $m$ on the $g$-path from $s_\perp$ to the root of $s$ or on the $g$-path from $s'_\perp$ to the root of $s$. In both cases we can construct a switch setting $f$ based on $g$ and $h$ such that $f(s) \neq f(s')$ and there is an $f$-loop that contains the label $m$. As $m \leq n$, there is no even label on this loop that is smaller than $m$. Hence, $L(f) = \perp$ which contradicts the assumption of the lemma. All cases have led to a contradiction, which proves the lemma. \qed

The parity loop-through-$v$ problem is very similar to the parity loop problem, but it allows a single set of switches to be synchronized. In figure 7.7 the switches $s_1, \ldots, s_n$ are synchronized. All non-labelled nodes are assumed to have a label greater than 2. If all switches are set to $\top$, the lowest label of any loop through $v$ is 2. If all switches are set to $\perp$, there is no loop through $v$. In all other cases, there is a loop through $v$ on which the lowest label is 1.

The 1-2-loop problem is a simplification of the parity loop problem: the possible labels in the graph are restricted to 1 and 2. By this simplification, the problem becomes polynomially decidable as argued below.

Theorem 7.11. The 1-2-loop problem is solvable in polynomial time.

Proof. It is not hard to see that this problem is equivalent to the problem of deciding a winning strategy for a parity game, where $d$, being the number of
different priorities in the parity-game graph, is equal to 2. For fixed $d$, parity games are known to be solvable in polynomial time (see e.g. [82, 125]).}

The cancellation loop problem is another variation of the parity loop problem. It requires that if a loop contains an even label $n$ then this value is not cancelled by the lower odd label $n − 1$ on the same loop.

**Theorem 7.12.** The cancellation loop problem is NP-complete.

**Proof.** It is straightforward to see that this problem is in NP. If a switch setting is given, checking that every loop with even label $n$ does not have a label $n − 1$ can be done in polynomial time. In order to show that the problem is NP-hard, we reduce the 3SAT problem to the cancellation loop problem. We start with a 3CNF formula $\bigwedge_{i \in I} (l_{i,1} \lor l_{i,2} \lor l_{i,3})$ where $I$ is an index set that does not contain 0.

We generate a switch for every occurrence of a proposition letter in a clause. For each clause $l_{i,1} \lor l_{i,2} \lor l_{i,3}$ with proposition letters $p_{i,1}$, $p_{i,2}$ and $p_{i,3}$ three switches are generated. The root of the first switch is labelled with an even number $2i$. All other vertices have label 0. If $l_{i,1}$ is a positive literal then the $\bot$-vertex of the switch for $p_{i,1}$ is connected to the next switch and the $\top$-vertex is connected to the root of the switch for $p_{i,1}$. Otherwise, these connections are interchanged. In the same way the second switch is connected to the third switch, and the third switch to the first switch. If $l_{i,3}$ is positive, the $\bot$-vertex of the third switch is labelled with $2i − 1$. Otherwise, its $\top$-vertex is labelled with $2i − 1$. If two or more of the proposition letters in a clause are the same, then either the clause is omitted in case the literals have opposite signs, or only one or two switches are necessary. See figure 7.8 for an example.

Now assume for each proposition letter $p$ that all different switches for $p$ are synchronized, in the sense that they are all set to $\bot$, or they are all set to $\top$. Then it is straightforward to see that the formula is satisfiable if and only if there
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is a switch setting \( f \) such that every \( f \)-loop containing an even label \( n \) does not contain the label \( n - 1 \).

We now show that synchronization of all the switches for a proposition letter \( p \) can be enforced. For the cancellation loop problem this means that for any switch setting \( f \) in which two switches for \( p \) are not set to the same value, the \( f \)-graph must contain a loop on which both the labels \( n \) and \( n - 1 \) occur for some even number \( n \). To achieve this, we introduce for every proposition letter \( p \) three unique even numbers greater than 0: \( a_p, b_p \) and \( c_p \). Uniqueness means that these numbers are neither equal to any \( a_q, b_q \) or \( c_q \) for any other proposition letter \( q \) nor are they equal to \( 2i \) for any \( i \in I \). For any \( p \) we add two switches \( s_{p,1} \) and \( s_{p,2} \) and we connect the switches as indicated in figure 7.9. The column of switches under the letter \( p \) are all the different switches introduced for every occurrence of \( p \) in some clause. We label certain vertices by \( a_p, b_p, c_p, a_p - 1, b_p - 1 \) and \( c_p - 1 \), as indicated.

Note that the number of elements that is added to the switching graph in this way, is linear in the number of proposition letters that occur in the 3CNF formula. Now, the switches for \( p \) (including \( s_{p,1} \) and \( s_{p,2} \)) either must all be set to \( \bot \) or they must all be set to \( \top \), otherwise there is a loop containing labels \( n \) and \( n - 1 \) for some even number \( n \). As the required case distinction is straightforward, we omit it here.

This concludes our investigation of a number of loop problems on switching graphs. In particular, we focused on parity loop problems and studied several instances of this type of problem. Some of them turned out to be polynomially decidable while others were shown to be NP-complete. By its equivalence to solving parity games, the \( v \)-parity loop problem was shown to be in \( \text{NP} \cap \text{co-NP} \). We now prove its equivalence to the problem of solving BESs by direct reductions.
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7.4 Equivalence to the BES problem

In this section we provide reductions from the BES problem to the $v$-parity loop problem and vice versa. For the proofs we need to be able to remove every disjunction from a BES in 2CNF by selecting one of the disjuncts and eliminating the other one, resulting in a conjunctive BES. The operation resembles that of obtaining the $f$-graph $G_f$ from a DLSG $G$ and a switch setting $f$.

Definition 7.13. Given the following BES in 2CNF:

$$E = (\sigma_1 X_1 = \bigwedge_{j \in I_1} c_{1,j}) \ldots (\sigma_n X_n = \bigwedge_{j \in I_n} c_{n,j})$$

for clauses $c_{i,j}$ and index sets $I_i$. Let $f$ be a function such that for every $1 \leq i \leq n$ and $j \in I_i$: $f(i, c_{i,j}) = X_k$ if $c_{i,j} = X_k$, and either $f(i, c_{i,j}) = X_k$ or $f(i, c_{i,j}) = X_l$ if $c_{i,j} = X_k \lor X_l$. We call $f$ a selection function. Then the $f$-BES $E_f$ is the following conjunctive BES:

$$E_f = (\sigma_1 X_1 = \bigwedge_{j \in I_1} f(i, c_{1,j})) \ldots (\sigma_n X_n = \bigwedge_{j \in I_n} f(n, c_{n,j})).$$

By a lemma from [91], the solutions of an $f$-BES are stronger than those of the original BES.

Lemma 7.14. Given a BES $E$ and environment $\eta$. For all selection functions $f$ and variables $X$ of $E$ we have $(\llbracket E_f \rrbracket_\eta)(X)$ implies $(\llbracket E \rrbracket_\eta)(X)$.

Proof. By lemma 3.16 of [91].
The following result is obtained in [91] as proposition 3.36.

**Proposition 7.15.** For every BES $\mathcal{E}$ and environment $\theta$ there is a selection function $f$ such that $\llbracket \mathcal{E} \rrbracket [\theta] = \llbracket \mathcal{E} \rrbracket [\theta]$. 

\[ \Box \]

### 7.4.1 Reduction from BES to $v$-parity loop

Our translation is similar to the one for conjunctive and disjunctive BESs given in [59], which produces a directed labelled graph without switches. We fix a BES $\mathcal{E} = (\sigma_1 X_1 = \varphi_1) \ldots (\sigma_n X_n = \varphi_n)$ for some $n \in \mathbb{N}$. Without loss of generality, we assume that $\mathcal{E}$ is in standard form.

**Definition 7.16.** The DLSG corresponding to $\mathcal{E}$ is a DLSG $(V, \rightarrow, S, \ell)$ where $V = \{1, \ldots, n\}$ and:

- $\rightarrow = \{(i, j) \mid \varphi_i \text{ contains } X_j \text{ but not } \lor\}$;
- $S = \{(i, j, k) \mid \varphi_i = X_j \lor X_k\}$;
- $\ell(i) = 2i + \text{sign} \sigma_i$ for all $i \in V$.

Observe that the size of this DLSG is polynomial in the size of $\mathcal{E}$.

**Theorem 7.17.** Let $G$ be the DLSG corresponding to $\mathcal{E}$, $\eta$ be an arbitrary environment and $1 \leq i \leq n$. Then the BES-problem on $\mathcal{E}$, $\eta$ and $X_i$ is equivalent to the $i$-parity loop problem on $G$.

**Proof.** We show that $(\llbracket \mathcal{E} \rrbracket [\eta])(X_i) = \top$ iff there is a switch setting of $G$ such that on every loop reachable from vertex $i$ the lowest label is even.

$(\Rightarrow)$ We prove this part by contraposition. Assume that for all switch settings of $G$ there is a loop reachable from $i$ on which the lowest label is odd. We have to show that $(\llbracket \mathcal{E} \rrbracket [\eta])(X_i) = \bot$. By proposition 7.15 there is a selection function $f$ such that $\llbracket \mathcal{E} \rrbracket [\eta] = \llbracket \mathcal{E} \rrbracket [\eta]$. Take this $f$ and construct a switch setting $\hat{f}$ of $G$ as follows, for any $(i, j, k) \in S$: $\hat{f}(i, j, k) = \top$ if $f(i, X_j \lor X_k) = X_j$, and $\hat{f}(i, j, k) = \bot$ if $f(i, X_j \lor X_k) = X_k$. Note that $\varphi_i = X_j \lor X_k$ by construction of $G$. Observe that the $\hat{f}$-graph $G_{\hat{f}}$ is the dependency graph of the $\hat{f}$-BES $\mathcal{E}_{\hat{f}}$. Then by lemma 7.4 we have $(\llbracket \mathcal{E}_{\hat{f}} \rrbracket [\eta])(X_i) = \bot$, hence $(\llbracket \mathcal{E} \rrbracket [\eta])(X_i) = \bot$.

$(\Leftarrow)$ Assume the existence of a switch setting $\hat{f}$ such that on every $\hat{f}$-loop reachable from $i$ the lowest label is even. Construct a selection function $f$ as follows. For any $(i, j) \in \rightarrow$ define $f(i, X_j) = X_j$ and for any $(i, j, k) \in S$ define:

$$f(i, X_j \lor X_k) = \begin{cases} X_j & \text{if } \hat{f}(i, j, k) = \top \\ X_k & \text{if } \hat{f}(i, j, k) = \bot. \end{cases}$$

Note that $\varphi_i$ contains the required clauses $-X_j$ or $X_j \lor X_k$ by construction of $G$. Observe that the $f$-graph $G_f$ is the dependency graph of the $f$-BES $\mathcal{E}_f$ and that the lowest label on every loop in $G_f$ reachable from $i$ is even. Then by lemma 7.4 we have $(\llbracket \mathcal{E}_f \rrbracket [\eta])(X_i) = \top$. Hence, by lemma 7.14, $(\llbracket \mathcal{E} \rrbracket [\eta])(X_i) = \top$. 

$\Box$
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7.4.2 Reduction from $v$-parity loop to BES

We fix a DLSG $G = (V, \rightarrow, S, \ell)$. Without loss of generality, we assume that $V = \{1, \ldots, n\}$ for some $n \geq 1$, $\ell(i) \leq \ell(i + 1)$ for all $1 \leq i < n$, and $G$ is total as described in section 7.3.3.

**Definition 7.18.** The BES corresponding to $G$ is the following BES:

$$
\mathcal{E} = (\sigma_1 X_1 = \varphi_1) \ldots (\sigma_n X_n = \varphi_n)
$$

where, for all $1 \leq i \leq n$:

- $\sigma_i = \mu$ if $\ell(i)$ is odd and $\sigma_i = \nu$ otherwise;
- $\varphi_i = \bigwedge\{X_j \mid i \rightarrow j\} \land \bigwedge\{(X_j \lor X_k) \mid (i, j, k) \in S\}$.

Observe that this BES is in 2CNF and that its size is polynomial in the size of $G$.

**Theorem 7.19.** Let $v \in V$, $E$ be the BES corresponding to $G$ and $\eta$ be an arbitrary environment. Then the $v$-parity loop problem on $G$ is equivalent to the BES problem on $E$, $\eta$ and $X_v$.

**Proof.** We have to show that $(\mathcal{E} \eta)(X_v) = \top$ iff there is a switch setting of $G$ such that on every loop reachable from vertex $v$ the lowest label is even. The proof is very similar to that of theorem 7.17 and is therefore omitted.

7.5 Conclusions

We have introduced switching graphs as a natural extension to ordinary graphs, and have determined the complexity of several problems on such graphs. The $v$-$w$-connection, $v$-$w$-disconnection, loop and 1-2-loop problems are solvable in polynomial time. The cancellation loop, connection and disconnection problems are NP-complete by reductions from the 3SAT problem. Finally, the $v$-parity loop problem is in NP ∩ co-NP, both by the already known result on parity games and by the direct translations to/from the BES problem presented here.

Of course, by its equivalence to the BES and $\mu$-calculus model-checking problems, the $v$-parity loop problem is particularly interesting. Studying this problem and related problems in the context of switching graphs may help in answering the long-open question whether all of these problems are polynomially decidable.

Switching graphs are also interesting by themselves as a natural formalism for representing various kinds of combinatorial problems. Below we list a number of switching graph problems of which the complexity is not known. Note that problems having a polynomial solution on ordinary graphs, can become hard in the setting of switching graphs. Some open problems regarding undirected switching graphs are:

1. Is there a switch setting $f$ such that the $f$-graph contains an Euler tour (i.e. a path through the $f$-graph that traverses each edge exactly once)?
2. Is there a switch setting $f$ such that the $f$-graph is planar?

3. Find a switch setting $f$ such that the $f$-graph has a minimal number of connected vertices (to some vertex $v$), or is $k$-connected (i.e. after removing $k$ edges the $f$-graph is still connected).

Some open problems regarding directed switching graphs are:

1. Is there a switch setting $f$ such that the $f$-graph is a strongly connected component?

2. Is there a switch setting $f$ such that the $f$-graph can be topologically sorted? This is equivalent to finding a switch setting $f$ such that the $f$-graph does not contain non-trivial connected components.

3. Is there a switch setting $f$ such that the $f$-graph is a tree, has a network flow of sufficient capacity or has a path between two vertices shorter than a given $k$?

4. Given two vertices $v$ and $w$, is there a switch setting $f$ such that an $f$-loop through $v$ and $w$ exists?

Of course many more problems can be formulated. Resolving such problems may also help in finding the answer to the open question mentioned above.
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Conclusions

8.1 Discussion

We summarize and discuss our contributions to the field of verification. For more detailed conclusions we refer to the concluding sections of the relevant chapters.

As mentioned in the introduction, the greatest challenge when applying verification methods in practice is the complexity of the systems that are involved. This is reflected in the state explosion problem: model checking and equivalence checking become infeasible for very large state spaces. In practice, the maximal size that an automated checker can still handle properly, often depends on memory rather than time efficiency: when a program requires too much memory, modern computers start to employ slower secondary storage by which the computation effectively grinds to a halt. Apart from this, model checking and equivalence checking for infinite-state systems is undecidable and cannot be achieved using traditional techniques that are based on explicit enumeration of the state space.

The goal of the work in this thesis is to improve verification methods for large and infinite-state concurrent systems. In chapters 3 and 4 we focused on memory-efficient algorithms for equivalence checking on finite-state systems. For checking language and trace equivalence, we proposed five new determinization algorithms in chapter 3 that aimed to be more memory efficient on average than normal subset construction. In the experiments, two algorithms showed a significant gain in memory efficiency which allowed us to determinize an automaton that we could not determinize with the standard algorithm on the host compute, due to lack of memory. This stresses the importance of memory efficiency as we explained above.

Three of the determinization algorithms relied heavily on the simulation preorder. For computing this preorder, we implemented the most time-efficient of the most space-efficient simulation algorithms known to this date. We found and repaired errors in this algorithm in chapter 4. We proved that our corrections did not affect the space and time complexities of the algorithm.
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In chapters 3 and 4 we limited ourselves to concrete and finite-state systems. We lifted both of these restrictions in chapter 5, where we considered the more general problem of deciding several branching-time equivalences on infinite-state systems with silent steps. We translated this problem to that of solving a parameterized Boolean equation system (PBES), thereby obtaining a finite and symbolic representation of the equivalence-checking problem on infinite-state systems. As the model-checking problem for the first-order $\mu$-calculus could already be encoded in PBESs, this showed that PBESs form a generic framework for studying various verification problems on infinite-state systems. This makes PBESs a valuable formalism in its own right and justifies efforts to gain more insight into their underlying dynamics and come up with novel solution or simplification techniques.

The fact that solving a PBES is generally undecidable, makes this a challenging task. Our instantiation technique of chapter 6 confirms the intuition that this undecidability is mainly due to the involved data sorts. It provides a way to simplify PBESs so that other techniques can be more readily applied. Moreover, if all involved data sorts are finite, solving a PBES reduces to solving a BES. In the presence of countably infinite data sorts, only finite subsets of these may have to be considered in order to determine the solution for a particular equation. In that case a BES can be obtained by adopting an on-the-fly instantiation strategy.

Solving a BES is decidable; it is in NP and co-NP. In an attempt to find a polynomial-time algorithm for this problem, we introduced the novel notion of switching graphs in chapter 7. We gave direct, polynomial reductions from the BES problem to the $v$-parity loop problem on switching graphs, and vice versa. We also studied several switching-graph problems related to the $v$-parity loop problem; some were shown to be in P while others were shown to be NP-complete. We believe switching graphs to be an intuitive and interesting formalism by itself that can be used for the representation of many combinatorial problems, not limited to model checking and equivalence checking.

8.2 Future work

For future directions of research, we envisage the following possibilities:

- **Extension of the simulation algorithm to weak and branching variants.** The idea of [51] to represent the simulation problem as a generalized coarsest partition problem could be further exploited in order to obtain space-efficient algorithms for the weak and branching simulation preorders. Here, it may be possible to borrow techniques from the partitioning algorithm for deciding branching bisimilarity [67].

- **Translation of other equivalences into PBESs.** Based on our translation for the (bi)simulation equivalences, equivalence checking for other branching-time equivalences may be translated into PBESs in a similar manner. Also, translation for linear-time equivalences may be obtained by exploiting the fact that these coincide with bisimilarity for deterministic processes. For instance, the
PBES for strong trace equivalence would then be similar to the one for strong bisimilarity, except for the fact that the PBES parameters now represent sets of LPE states, rather than single LPE states.

- **Expansion of the library of PBES manipulations.** As PBESs have proven to be versatile verification vehicles, the development of techniques for simplifying and solving them should be continued and intensified. Examples of open questions concern the exploitation of confluence, and the abstraction from large data domains in general and dense domains (real time) in particular. For this, the definition of a more intuitive semantics or of useful equivalences on PBESs may turn out to be essential. On a practical level, the usability of PBESs can be greatly enhanced by the generation of counterexamples for model checking and equivalence checking.

- **Extension of PBESs to quantitative domains.** In order to evaluate the performance of probabilistic and stochastic systems, the PBES framework could be extended to allow for quantitative model checking, viz. over the interval of reals $[0,1]$ rather than the Booleans. For this, a quantitative $\mu$-calculus is already available, while a proper symbolic representation of probabilistic processes and Markov chains in the spirit of LPEs should be investigated.

- **Expanding our knowledge of switching graphs.** More problems on switching graphs should be investigated in order to gain more insight into these structures. There the aim could be to find a polynomial algorithm for the parity loop problem, but switching-graph problems can equally be studied as interesting combinatorial problems in their own right. The translation of other problems into switching graphs could be a fruitful path for obtaining new insights into either domain.
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Summary

A concurrent system is a system in which a number of processes operate in parallel and interact with each other to perform certain tasks or computations. In this context, the purpose of verification methods is to prove that a concurrent system behaves correctly. A well-established verification technique is model checking, where a model of a system is constructed and it is checked whether this model satisfies or violates certain properties. Another useful verification technique is called equivalence checking, where two models at different levels of abstraction (usually a specification and an implementation) are constructed and it is checked whether these models are behaviourally equivalent.

An infamous problem when applying verification in practice is the state space explosion problem: models can become extremely large, whereby automated verification quickly breaks down. A number of techniques have been proposed in the literature to address this problem. As we found existing techniques to be inadequate for the verification of certain large and infinite-state concurrent systems, we propose improved verification methods to deal with those types of systems in this dissertation. In particular, we address the following topics that are related to model checking and equivalence checking.

- For checking the language and trace preorders and equivalences on finite-state models, we present five new determinization algorithms based on one of the standard algorithms from the literature. The aim is to reduce the memory consumption, which is often the bottleneck when applying automatic verification techniques in practice. By experimental evaluation we show that implementations of two of our algorithms consume significantly less memory on examples describing patterns in a cellular automaton, which makes the determinization of larger NFAs feasible.

- A space-efficient algorithm for deciding simulation preorder and equivalence on finite-state models is corrected. The algorithm was found in the literature and is the most space-efficient algorithm for this problem known to this date. Several flaws in the supporting fixpoint theory are identified and the algorithm is repaired, without degrading its time and space complexities.

- The problems of deciding strong, weak and branching (bi)simulation equiv-
Summary

Alences on infinite-state models are translated to the problem of solving sequences of fixpoint equations. Such sequences, called parameterized Boolean equation systems (PBES), could already be used to encode the problem of checking a first-order $\mu$-calculus formula on a possibly infinite-state model. By the proposed translations, it is shown that PBESs are more versatile: they are generic vehicles for finitely representing various kinds of verification problems on infinite-state models. One of the translations is proven to be correct and illustrated by examples.

- A transformation on PBESs, called instantiation, is proposed that aims to eliminate data domains from a PBES. This can allow for other solution techniques to be applied more readily. In particular, if all data domains are finite, the resulting equation system is a BES for which computing the solution is decidable. Instantiation can also be applied in an on-the-fly manner which allows for local model checking. The transformation is proven to be correct and has been implemented. It is applied to several examples, both manually and automatically.

- The concept of switching graphs is introduced as an intuitive formalism on which various interesting problems can be defined. The complexity classes of several switching-graph problems are investigated. In particular, it is shown that solving BESs is equivalent to the parity-loop problem on switching graphs. Some variations of this problem are shown to be polynomial-time decidable, while other variations are shown to be NP-complete. Arguably, switching graphs allow for more intuitive reasoning about abstract problems like $\mu$-calculus model checking and solving BESs. Thereby, they may aid in finding an answer to the long open question of whether these problems are decidable in polynomial time.
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