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Summary

As compared to more conventional energy sources such as heat or light, ultrasound can provide unique conditions to drive chemical reactions. These unique conditions predominantly derive from acoustic cavitation, i.e. the sound-induced growth and collapse of micrometer-sized cavities in a liquid, leading to hot-spots in the liquid. In the hot-spots, temperatures of several thousands of Kelvins, pressures of hundreds of bars, and high heating and cooling rates can be achieved. These conditions can result in, e.g. the emission of light and the dissociation of chemical bonds. Chemistry induced or assisted by ultrasound irradiation is often referred to as sonochemistry.

In this thesis a single-cavity dynamics model is described to study the governing physical processes in acoustic cavitation and the effect of process conditions on hot-spot temperature, as the sonochemical effect strongly relates to the temperature attained upon collapse. The model predicts a rapid decrease in hot-spot temperature with increasing bulk liquid temperature and increasing specific heat capacity of the gas dissolved in the liquid. These trends are in agreement with the trends obtained by experiments, which illustrate that the single-cavity model can be employed to predict and understand the effect of process conditions on sonochemistry.

The chemical effect of ultrasound irradiation does not only depend on the magnitude of the temperature rise, but also on the molecules present inside or close to the collapsing cavity. In general argon is used in sonochemical processes, since the low heat capacity of a monoatomic gas allows for a significant temperature rise. However, monoatomic gasses are chemically inert and cannot participate in any chemical reaction. We demonstrate for aqueous systems that, by adding a small amount of methane, ethylene or iso-butane to the gas feed, higher hydrogen production rates can be obtained, which implies an increase in radical production rate. Nevertheless, this increase upon hydrocarbon addition can not be employed for the acceleration of the aqueous polymerization of acrylics. Due to the high vapor pressure of methyl methacrylate, the cavity contains a relatively large amount of polyatomic reactant and the addition of methane to the feed has no additional advantage. For the polymerization of methacrylic acid, polymer scission has a relatively large contribution to the total radical production rate and hence, the benefit of methane for the polymerization rate is
almost negligible. On the contrary, optimization of the gas feed composition is crucial for gas-phase reactions. By balancing the physical and chemical effects, i.e. heat capacity of the cavity interior and reactant concentration, yields of up to 20% are obtained for the monochlorination of methane. These high yields demonstrate for the first time that the high radical concentrations inside the collapsing cavities can be used very effectively.

Besides these chemical and physical aspects on the level of a cavity, the importance of macroscopic effects is also studied in this work. Intense sound fields give rise to the formation of a large cloud of bubbles close to the ultrasound emitter, which scatter and absorb the sound wave. By increasing the hydrostatic pressure, the bubble cloud is suppressed. This reduction in bubble cloud volume leads to a more efficient sound field and hence, can even result in a slight increase in sonochemical reactivity, regardless of the less efficient cavity dynamics at elevated pressure.

The limited solubility of organic reactants in water and the environmental impact of organic solvents have led to an increasing amount of research on the effect of ultrasound in alternative solvents. In particular, carbon dioxide (CO₂) has been recognized as a viable alternative to conventional solvents. Numerical simulations reported in this thesis show that cavitation in liquid CO₂ is impeded by mass and heat transport limitations. Due to these transport limitations the vapor pressure inside the cavity decreases, which hinders cavity expansion. As a result, non-linear cavity motion is not predicted and ultrasound-induced chemistry in CO₂ appears improbable. On the contrary, high-speed visualization studies reveal that for a mixture of carbon dioxide and argon ultrasound irradiation leads to extraordinary phenomena not occurring in aqueous systems, thereby providing significant improvements for ultrasound-assisted processes in pressurized gases. Sonication of a liquid mixture gives rise to ejection of a macroscopic vapor phase from the ultrasound horn with a velocity of several meters per second. In the vicinity of the critical point ultrasound irradiation results in extremely fast local phase separation during each consecutive acoustic cycle. This phase transition can propagate with the speed of sound, but can also be located at fixed positions in the case of a standing wave.

The high yields obtained for the free-radical polymerization of acrylics and the halogenation of methane demonstrate that ultrasound-induced radicalization is an effective technique for the initiation of radical reactions. To fully exploit the potential of ultrasound in sonochemical processes, a solid understanding on the various aspects of acoustic cavitation is essential, for which this thesis offers a starting point. In particular, the performed gas-phase reactions and the unique response of pressurized solvents have provided new insights and represent possible directions for future research.
Samenvatting

In vergelijking tot conventionele energiebronnen, zoals warmte en licht, schept ultrason geluid unieke condities voor het uitvoeren van chemische reacties, ook wel sonochemie genoemd. De unieke condities komen tot stand via akoestische cavitation: de door geluid veroorzaakte groei en implosie van microscopische belletjes in een vloeistof. De implosies kunnen lokaal temperaturen van duizenden Kelvin, drukken van honderden bar en hoge opwarm- en afkoelsnelheden veroorzaken. Dit proces kan resulteren in de emissie van licht en de dissociatie van chemische bindingen.

In dit proefschrift wordt de cavitation dynamica van een enkele bel beschreven om de belangrijkste fysische processen in akoestische cavitation en het effect van de procescondities op de implosietemperatuur te bestuderen. Het sonochemische effect is sterk afhankelijk van deze temperatuur. Volgens dit cavitation dynamica model neemt de implosietemperatuur sterk af wanneer de vloeistoftemperatuur toeneemt en de specifieke warmtecapaciteit van het in de vloeistof opgeloste gas toeneemt. Deze effecten worden eveneens experimenteel aangetoond; daardoor is het model bruikbaar om het effect van een verandering in procescondities te begrijpen en te voorspellen.

Het chemische effect van ultrason geluid hangt niet alleen samen met de mate van de temperatuursstijging, maar ook met het type moleculen in of vlakbij de imploderende bel. Vaak wordt argon gebruikt voor sonochemische processen, omdat de lage warmtecapaciteit van monoatomische gassen zorgt voor een optimale temperatuursstijging. Monoatomische gassen zijn echter chemisch inert en kunnen daarom niet deelnemen aan een chemische reactie. Door een kleine hoeveelheid methaan, eteen of iso-butaan aan de gasvoeding toe te voegen, kan de productie van waterstof in waterige systemen worden verhoogd. Dit impliceert dat in deze systemen ook meer radicalen worden gevormd. Toch leidt de toevoeging van methaan niet tot een snellere polymerisatie van acryl in water. Door de hoge dampspanning van methylmethacrylaat bevatt de bel in afwezigheid van methaan al relatief veel polyatomisch reactant en leidt de toevoeging van methaan aan de gasvoeding niet tot een versnelde productie van radicalen. Tijdens de polymerisatie van methacrylzuur levert het breken van gevormd polymer een relatief grote bijdrage aan de productie van radicalen; hierdoor is het voordeel van methaan op de polymerisationsnelheid ook in
dit geval bijna verwaarloosbaar. Anders dan bij polymerisatiereacties is sturing van de samenstelling van de gasvoeding cruciaal voor gasfasereacties. Voor de monochloorering van methaan is een opbrengst van 20% behaald door de juiste balans van specifieke warmtecapaciteit en reactantconcentratie van de gasvoeding. Een dusdanig hoge opbrengst toont aan dat het mogelijk is om de hoge concentratie aan radicalen in de imploderende bellen effectief te benutten.

Naast deze chemische en fysische effecten zijn ook macroscopische effecten van belang voor sonochemie. Ultrasoon geluid met een hoge intensiteit leidt vlakbij de bron tot de vorming van een grote bellenwolk, die het geluidsbed wavelerk verstrooia als absorbeert. Verhoging van de hydostatische druk in het systeem kan het volume van een dergelijke bellenwolk onderdrukken. De afname in het volume van de bellenwolk leidt tot een efficiënter geluidsbed en, ondanks dat de belgroei wordt tegengewerkt bij verhoogde statische druk, kan zelfs resulteren in een lichte toename van de sonochemische reactiviteit.

De beperkte oplosbaarheid van organische reactanten in water en de impact van organische oplosmiddelen op het milieu hebben geleid tot een toename in het onderzoek naar het effect van ultrasoon geluid in alternatieve oplosmiddelen. Koolzuur (CO₂) in het bijzonder wordt gezien als een mogelijk alternatief voor conventionele oplosmiddelen. Numerieke simulaties, uitgevoerd voor een vloeibaar mengsel van CO₂ en argon, tonen aan dat tijdens de belgroei massa- en warmtetransportlimiteringen zorgen voor een daling van de dampspanning in de bel. Cavitatie en chemie geïnduceerd door ultrasoon geluid lijkt daarmee in dergelijke hogedruksystemen onwaarschijnlijk. Opnamen met een hogesnelheidscamera tonen echter aan dat blootstelling van dit mengsel aan ultrasoon geluid resulteert in bijzondere fenomenen. Deze fenomenen treden niet op in waterige systemen en kunnen significante implicaties hebben voor processen uitgevoerd in gecomprimeerde gassen. In een vloeistof leidt ultrasoon geluid gedurende enkele tientallen cycli tot de vorming van een macroscopische dampfase en de daaropvolgende verplaatsing met een snelheid van een aantal meter per seconde. In de nabijheid van het kritische punt resulteert ultrasoon geluid in een extreem snelle, lokale fasenscheiding tijdens iedere opeenvolgende akoestische cyclus. Deze fasenscheiding beweegt zich voort met de snelheid van het geluid of is gefixeerd op vaste posities in het geluidsbed bij een staande golf.

De hoge opbrengsten, die worden behaald bij de vrije radicalpolymerisatie van acryl en de halogenering van methaan, tonen aan dat radicalisatie veroorzaakt door ultrasoon geluid een effectieve techniek is voor de initiatie van radicalreactions. Om het
potentieel van ultrasoon geluid in sonochemische processen volledig te kunnen benutten, is een goed begrip van de verschillende aspecten van akoestische cavitatie essentieel. Dit proefschrift kan hiervoor als startpunt dienen. In het bijzonder de uitgevoerde gasfasereacties en de unieke respons van gecomprimeerde gassen hebben tot nieuwe inzichten geleid; zij vertegenwoordigen mogelijke richtingen voor toekomstig onderzoek.
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Abstract

The utilization of high-intensity ultrasound in chemical processes is referred to as sonochemistry. It is well known that ultrasound irradiation provides a powerful technique for establishing unique chemical and physical conditions, such as a local increase in temperature of several thousands of Kelvins. These unique conditions primarily arise from two main processes, which are addressed in this chapter. Additionally, an overview is given of the current applications of sonochemistry. While the majority of these studies have focused on aqueous systems, the potential of alternative solvents has also been recognized recently. Finally, the aim and outline of this thesis are described.
1.1 Ultrasound

Acoustic waves travel through an elastic medium as an alternating series of compressions and rarefactions (Figure 1.1). The molecules in the medium transmit their motion to an adjacent molecule before returning to their original position. For fluids, such as air and water, molecular motion is parallel to wave propagation (longitudinal).

![Figure 1.1: Schematic representation of a sound wave and the corresponding pressure fluctuations.](image)

Two important characteristics of each sound wave are its wavelength and pressure amplitude. The wavelength, $\lambda$, is related to the frequency of the sound source, $f$, and the speed of sound, $c$, by means of the universal wave equation:

$$\lambda = \frac{c}{f}$$  \hspace{1cm} (1)

The speed of sound is determined by the density, $\rho$, and compressibility of the medium through which the wave travels. Typically, the speed of sound in gases and liquids is in the order of 300-400 and 1000-1500 m/s, respectively. Based on its frequency, sound waves can be classified into three groups: infrasound ($f < 20$ Hz), audible sound ($20$ Hz < $f < 20$ kHz), and ultrasound ($f > 20$ kHz). Ultrasound is probably best known for its role in animal communication and medical diagnosis. Ultrasonic applications can be found in a very broad range of disciplines, some of which are listed in Table I. In this table a classification is made based on frequency as well as sound intensity. The sound intensity, $I_0$, determines the maximum sound pressure amplitude, $P_a$, of the acoustic wave (Figure 1.1):  \hspace{1cm} (2)
Table I: Various applications of ultrasound. 2,3

<table>
<thead>
<tr>
<th>Low intensity</th>
<th>High frequency ultrasound (1 – 10 MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low frequency ultrasound (20 kHz – 1 MHz)</td>
<td>Medical diagnosis</td>
</tr>
<tr>
<td>Welding</td>
<td>Massage therapy</td>
</tr>
<tr>
<td>Cleaning</td>
<td>Drug delivery</td>
</tr>
<tr>
<td>Cell disruption</td>
<td></td>
</tr>
<tr>
<td>Lithotripsy</td>
<td></td>
</tr>
<tr>
<td>Engineering applications</td>
<td></td>
</tr>
<tr>
<td>Sonochemistry</td>
<td></td>
</tr>
</tbody>
</table>

A wide variety of engineering applications can be found in industry, such as cutting of brittle materials and surface treatment. The utilization of low frequency, high-intensity ultrasound in chemical processes is referred to as sonochemistry. The large number of books on sonochemistry during the past decades illustrates the increasing interest in this field, which is mainly due to the wider availability of commercial ultrasound equipment. 3–6 It has been reported that ultrasound irradiation successfully increases conversion, changes reaction pathways, initiates reactions, and accelerates mixing. 7 The exact origin of these physical and chemical effects is explained in the following section.

1.2 Governing Processes in Sonochemistry

The benefits of ultrasound irradiation in chemical processes principally derive from two main processes: acoustic streaming and acoustic cavitation.

1.2.1 Acoustic Streaming

A sound wave loses its momentum when traveling through a liquid, e.g. due to viscous friction. 8 The momentum is transferred to the liquid, resulting in the formation of liquid motion in the direction of wave propagation. This sound-induced flow is often referred to as acoustic streaming (Figure 1.2). Typically, streaming velocities of a few centimeters up to a meter per second can be obtained. 9 In the presence of a small particle, friction between the fluid and the particle can also give rise to micro-
streaming.\textsuperscript{10} Due to these phenomena, ultrasound provides a non-invasive means for enhancing mass and heat transfer.\textsuperscript{11,12} However, the energy efficiency of ultrasound-induced mixing is rather low compared to conventional mechanical stirring, since a substantial part of the sound energy (~99\%) is converted into heat and used for other processes, e.g. acoustic cavitation.

![Figure 1.2: Image showing the effect of ultrasound irradiation on aqueous systems. A large cloud of bubbles is formed directly below the ultrasound horn. The arrows indicate the direction of acoustic streaming.](image)

\textbf{1.2.2 Acoustic Cavitation}

Frequently, a liquid contains gas cavities stabilized against dissolution by adherence to a surface or an impurity.\textsuperscript{13} Under the influence of the rarefaction pressure from a sound wave, cavities can also arise from gas dissolved in the liquid as well as by partial vaporization of the liquid. Depending on the size of these cavities, the ultrasound frequency and the pressure amplitude, the pressure variations from the sound wave set the cavities into radial motion. During the rarefaction phase, the negative pressure from the sound wave induces expansion of the cavity until a maximum radius is observed. The subsequent compression phase of the sound wave causes the cavity to contract. For specific conditions, the cavity is set into non-linear motion and the cavity collapses in a relatively short period of time compared to the expansion phase (Figure 1.3). Since the collapse dynamics are fast compared to mass and heat transfer, cavity compression leads to high pressures and an almost adiabatic temperature increase of the cavity contents. Temperatures of several thousands of Kelvins, pressures of hundreds of bars, and extreme heating and cooling rates can be obtained and for these conditions the
collapsing cavity is often referred to as hot-spot. The collapse is followed by a repeated oscillation, denoted as the after bounce, until the rarefaction phase of the sound wave sets in again and a new cavitation cycle starts.

![Diagram of acoustic pressure and corresponding radius-time curve for a single cavitation event, leading to a hot-spot.](image)

**Figure 1.3:** Acoustic pressure and corresponding radius-time curve for a single cavitation event, leading to a hot-spot. On the right some characteristic values for the process and for the hot-spot conditions are displayed.

Various classifications for the different types of cavitation exist in literature. In this work stable cavitation refers to a cavity undergoing many collapses during its lifetime. The term transient cavitation is used if the cavity fragments after the collapse or only exists for a few acoustic cycles. Typically, stable cavitation arises in the presence of a sound field with a frequency in the range of a few hundred kHz, whereas transient cavitation is dominant at lower sonication frequencies, e.g. 20 kHz.

The extreme conditions obtained inside and around these cavities can induce several extraordinary phenomena, such as the emission of light (sonoluminescence). The high collapse temperatures and high-energy particle collisions are responsible for thermal emission (e.g. bremsstrahlung) and for the formation of excited states inside the cavity, which emit light when returning to their ground state. Based on single-bubble sonoluminescence spectra, temperatures as high as 15,000 K have been estimated for an aqueous sulphuric acid solution. These high temperatures lead to the dissociation of molecules and hence, the formation of highly reactive radical species. The majority of the radical species are produced inside the collapsing cavity, where most recombine.
before entering the liquid.\textsuperscript{21} Furthermore, the temperature of the liquid surrounding the cavity can also increase substantially and lead to radical formation in the liquid phase.\textsuperscript{22} In addition to these chemical effects, cavitation gives rise to some physical effects. The collapsing cavities can induce high velocities and strain rates in the liquid around the cavity and shock waves, leading to high-velocity particle collisions and polymer scission.\textsuperscript{23,24} In the vicinity of a phase boundary, the collapse is asymmetric and a microjet is formed perpendicular to the surface. These microjets can reach speeds up to 100 m/s and alter surfaces significantly.\textsuperscript{25}

1.3 Applications of Sonochemistry

Since cavitation leads to the formation of radicals, it seems evident that ultrasound irradiation can initiate or enhance free-radical reactions, such as free-radical polymerizations.\textsuperscript{3,7} Typical examples hereof include the bulk and emulsion polymerization of methyl methacrylate, styrene and butyl acrylate.\textsuperscript{26-29} Currently, there is only one report on the sonochemical halogenation of alkanes, which represents another classical example of free-radical reactions.\textsuperscript{30} Ultrasound is also known to accelerate reactions that do not proceed by means of a radical mechanism, such as some Diels-Alder and Wittig-Horner reactions.\textsuperscript{31,32} Frequently, the exact mechanism is poorly understood.\textsuperscript{33} For some of these reactions it is claimed that ultrasonic enhancement arises from the acceleration of single-electron-transfer (SET) processes. Reactions that follow an ionic mechanism are generally not affected by ultrasound irradiation.\textsuperscript{34} However, in the presence of ultrasound a free-radical or SET mechanism could be favored over the ionic mechanism, thereby changing the reaction pathway (sonochemical switching).\textsuperscript{35,36} Additionally, ultrasound is frequently employed in the degradation of organic solutes in aqueous solution, either by direct decomposition or by attack from radicals arising from the dissociation of water.\textsuperscript{37} In heterogeneous systems, ultrasonic enhancement is predominantly associated with the physical effects of ultrasound and cavitation. A typical example hereof includes the emulsification of two immiscible liquids for applications in emulsion polymerization and phase transfer catalysis.\textsuperscript{38-40} In particular, the sonication of liquid-solid mixtures provides unique conditions, e.g. for the activation of metal catalysts.\textsuperscript{3}
1.3.1 Industrial Applications

There are a number of engineering and processing applications involving ultrasound, such as cutting, atomization, mixing, extraction, and crystallization.\(^3\) Recently, the utilization of ultrasound in membrane processes has received increasing interest.\(^41\) However, only a limited number of applications involve the use of ultrasound in chemical reactions, especially in which the benefit is based on the chemical effect of cavitation. Up to now, advanced oxidation processes for waste water treatment represent one of the few commercial applications.\(^42,43\) Advanced oxidation processes involve the ultrasound-induced decomposition of organic and inorganic pollutants in aqueous solution by hydroxyl radicals, possibly upon addition of oxygen, ozone, or peroxide. The use of ultrasound in industrial chemical processes is still limited, mainly due to its low energy-efficiency and scale-up difficulties, and the importance of process optimization has been recognized.\(^44\)

1.4 Factors of Consideration in Sonochemistry

Much research has been devoted to the effect of various (experimental) parameters on the outcome of a sonochemical reaction.\(^3,5-7\) These parameters can be categorized as follows: physical, chemical, and macroscopic effects (Figure 1.4).

![Physical, chemical and macroscopic effects in sonochemistry](image)
1.4.1 Physical Effects

The cavitation dynamics and corresponding temperature rise are strongly determined by the physicochemical properties of the liquid and gasses dissolved.\textsuperscript{5,7} Examples of liquid properties include bulk temperature, viscosity, and surface tension. In addition, the characteristics of the imposed sound field, i.e. intensity and frequency, are also of considerable importance. For instance, a higher ultrasound frequency enhances the number of collapses per unit time, whereas the intensity of cavitational collapse decreases.\textsuperscript{45} Much of these physical effects can be captured using a single-cavity dynamics model.\textsuperscript{13,17} The Rayleigh-Plesset equation or a more elaborate equation of motion is often on the basis of such a model and it relates the forces involved to radial motion. To predict the composition of the cavity interior and the temperature attained upon collapse, these models are frequently extended with descriptions for mass and heat transport.

1.4.2 Chemical Effects

Upon cavity collapse, molecules present inside or around the cavity can dissociate and form radicals. Since the magnitude of the temperature increase varies for the different reaction zones, the ‘location’ of a reactant is of primary importance.\textsuperscript{7} A volatile reactant is susceptible to thermal dissociation inside the cavity, whereas a non-volatile reactant can merely dissociate in the relatively cold liquid shell surrounding the cavity or by attack from primary radicals. For obvious reasons, the number and type of radicals produced strongly influence the chemical effect of ultrasound irradiation. Therefore, chemical reaction kinetics have been incorporated into various single-cavity dynamics models described in literature.\textsuperscript{46,47} Additionally, dissociation of polyatomic species inside the collapsing cavity substantially lowers the temperature rise.\textsuperscript{19}

1.4.3 Macroscopic Effects

The previously discussed physical and chemical effects are associated with processes occurring on the level of a single cavity. Conventional ultrasound equipment, i.e. ultrasonic baths and probe systems, involves the simultaneous formation and activation of a large cloud of bubbles.\textsuperscript{48} Although macroscopic phenomena are often disregarded, these can have a pronounced influence on the sonochemical effect. First of all, the cavities have a strong impact on the intensity and distribution of the sound field. Due to
the large difference in acoustic impedance between gas and liquid, the bubbles scatter and absorb the sound wave. Accordingly, the sound field is less effective and a substantial part is dissipated. Furthermore, the interaction with neighboring bubbles induces shape distortions and hence, reduces the efficiency of the cavitational collapse.\textsuperscript{49} This effect is reinforced by the self-organization and clustering of cavities under the influence of acoustic forces on and between the cavities (Bjerkness forces).\textsuperscript{48}

From the previous discussion it is evident that a multitude of parameters have to be considered in performing sonochemistry. Variations in a single parameter can simultaneously induce several effects, which complicate understanding and optimization of such processes.

1.5 Sonochemistry in Alternative Solvents

The majority of research on sonochemistry has been executed for ambient systems, i.e. aqueous and organic solvents.\textsuperscript{34} In these solvents cavitation can be induced readily and radicals can be formed as these solvents are susceptible to thermal dissociation inside the cavity. The latter also implies that the solvent participates in these reactions, leading to the occurrence of a variety of (side) reactions.\textsuperscript{50} This could be undesirable when aiming at the selective formation of chemical bonds. Furthermore, the often limited solubility of organic reactants in water could be unfavorable, whereas organic solvents have severe environmental impact.\textsuperscript{51} In view of this, the utilization of alternative solvents in sonochemical processes has gained increasing interest the past years. In particular, room temperature ionic liquids and pressurized carbon dioxide have been subject of much research.

1.5.1 Room Temperature Ionic Liquids

Recently, a novel class of green solvents emerged as replacement for volatile organic compounds: room temperature ionic liquids (RTILs).\textsuperscript{52} Ionic liquids can be defined as molten salts with melting points close to room temperature and their negligible vapor pressure provides significant advantages. As for sonochemistry this implies that thermal decomposition of the solvent inside the cavity does not occur and higher selectivities could possibly be obtained. Some studies have been devoted to the use of ultrasound in the preparation of ionic liquids, leading to significant improvements in yield and reaction time due to mass transfer enhancement.\textsuperscript{53-55} In addition, the ultrasonic
acceleration of various chemical reactions using the ionic liquid as a solvent has been studied.\textsuperscript{56-60} Besides providing a means of agitation, ultrasound also seems to enhance the rate of electron transfer reactions in these cases.

### 1.5.2 Pressurized Carbon Dioxide

Carbon dioxide (CO\(_2\)) is regarded as a viable alternative to volatile organic solvents.\textsuperscript{61} CO\(_2\) is cheap, non-toxic, non-flammable, and it has a readily accessible critical state. With respect to sonochemistry, CO\(_2\) provides some additional advantages. Its high gas solubility implies an increase in the number of cavitation nuclei and hence, an increase in sonochemical activity. Since the physicochemical properties are tuneable with small variations in pressure and temperature, this allows easy manipulation of cavitation dynamics in CO\(_2\). Due to its chemical inertness, radicalization of CO\(_2\) is also insignificant and the solvent hardly participates in chemical reactions.

Kuijpers \textit{et al.} explored the possibility of acoustic cavitation in liquid CO\(_2\).\textsuperscript{62} Based on observations by ear and eye they concluded that cavitation is possible at acoustic pressures above the Blake threshold pressure. The feasibility of ultrasound-induced radicalization has been demonstrated by means of the free radical polymerization of CO\(_2\)-expanded methyl methacrylate and styrene.\textsuperscript{62,63} The majority of studies, however, have focused on exploiting the potential of ultrasound-enhanced supercritical fluid extraction.\textsuperscript{12,64-68} Although it is evident that ultrasound irradiation can provide substantial benefits, the governing phenomena are still poorly understood.\textsuperscript{65}

### 1.6 Aim and Outline of this Thesis

The present thesis aims at gaining understanding on the effect of the previously discussed physical, chemical and macroscopic phenomena on acoustic cavitation and ultrasound-induced chemistry. Understanding these phenomena is considered indispensable for the exploration of new sonochemical processes. Processes investigated and presented in this thesis include radical chemistry in aqueous solvents and the benefit of ultrasound irradiation with respect to alternative solvents, such as room-temperature ionic liquids and compressed gasses.

In Chapter 2 a comprehensible single-cavity dynamics model is described, which allows comprising and predicting the effect of process parameters on the physics of cavitation and in particular the hot-spot conditions. Besides these physical effects, which
are captured by the model, the solvent and the presence of solutes strongly determine the amount and type of radicals produced upon collapse and hence, the chemistry induced by ultrasound irradiation. An experimental study hereof and its effect on the rate of polymerization of acrylics in aqueous solution is addressed in Chapter 3. In Chapter 4 the optimization of these physical and chemical processes is described with respect to the sonochlorination of methane, which represents a novel route for the halogenation of alkanes. Chapter 5 demonstrates the importance of shielding of the acoustic wave, a macroscopic effect, for the sonochemical efficiency. In the following chapters, the potential of sonochemistry in alternative solvents is addressed with a strong focus on pressurized CO₂. In Chapter 6 numerical simulations for acoustic cavitation in liquid CO₂ saturated with argon are presented. An experimental study on the effect of ultrasound on liquid and supercritical CO₂ using high-speed imaging is described in Chapter 7. Chapter 8 aims at addressing some important aspects, such as a comparison of ultrasound initiation to other initiation methods, the potential of alternative solvents, and the energy efficiency of ultrasound initiation. Finally, some concluding remarks with respect to sonochemistry and the work presented in this thesis are given.
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Abstract

A comprehensible single-cavity dynamics model has been developed to study and predict the effect of varying process conditions on cavity dynamics and the corresponding temperature rise. As the hot-spot temperature strongly influences the extent of radical formation, the model can provide valuable information concerning the effect of process conditions on sonochemistry. For the effect of liquid temperature and gas dissolved, the agreement between numerical modeling results and experimental results has demonstrated the usefulness of such a reduced model.
2.1 Introduction

The majority of the effects induced by ultrasound irradiation derive from acoustic cavitation, i.e. the growth and subsequent adiabatic collapse of microscopic cavities in a liquid. Upon collapse, temperatures of several thousands of Kelvins and pressures of hundreds of bars can be attained. These conditions lead to the formation of radicals, thereby providing an alternative route to initiate chemical reactions.

Various detailed models have been proposed in the literature to describe the dynamics of a single cavity, aiming at a better understanding of the governing phenomena. In this work a comprehensible single-cavity dynamics model has been developed in accordance with previous studies. The model employs ordinary differential and algebraic equations to describe the governing processes, such as radial dynamics, mass transfer, and energy transport. To investigate to what extent this single-bubble model can assist in the interpretation of the trends observed in multi-bubble sonochemistry, experiments have been performed in which bulk liquid temperature and the type of gas dissolved were varied.

2.2 Cavity Dynamics Model

A small pre-existing cavity in an unbounded liquid is set into radial motion by applying a uniform ultrasonic field. The cavity remains spherical and fixed during this oscillation and the effect of bubble-bubble interactions, e.g. coalescence, is neglected. During contraction of the cavity, high temperatures can be obtained and as a result chemical reactions can take place. Although these reactions substantially lower the temperature rise, they are not incorporated to allow for a comprehensible model.

Since the cavity is small compared to the wavelength of the applied sound field, the cavity and its surrounding liquid are considered spatially uniform, except for thin boundary layers in which pressure and temperature vary as a function of the radial distance r (Figure 2.1). In the following sections, the governing equations for the cavity dynamics model are presented.
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Figure 2.1: Schematic representation of pressure and temperature profiles for the collapse phase. The dotted lines denote boundary layers and linear profiles have been assumed for this comprehensible model.

2.2.1 Equation of Motion

The radial dynamics of a spherical boundary in a liquid is often described using the Rayleigh-Plesset equation:

\[
R\ddot{R} + \frac{3}{2} \dot{R}^2 = \frac{1}{\rho_i} \left[ P_i - P_\infty \right]
\]

(1)

Here, \( R \) is the radius of the cavity, \( \dot{R} \) is the cavity wall velocity, \( \ddot{R} \) is the acceleration of the cavity wall, \( P_i \) is the pressure at the interface, \( P_\infty \) is the pressure infinitely far from the cavity, and \( \rho_i \) is the density of the liquid. The pressure at the interface is related to the pressure inside the cavity, \( P_b \), using:

\[
P_i = P_b - \frac{2\sigma}{R} - 4\mu \frac{\dot{R}}{R}
\]

(2)

where \( \sigma \) is the surface tension and \( \mu \) is the dynamic viscosity of the surrounding liquid. The cavity is set into radial motion by superimposing a sinusoidal acoustic pressure field on the hydrostatic pressure:

\[
P_\infty = P_h - P_a \sin(2\pi ft)
\]

(3)
Here, \( P_h \) is the hydrostatic pressure, and \( P_s \) and \( f \) represent the amplitude and frequency of the ultrasonic field, respectively. To account for the effect of sound radiation and liquid compressibility, the Rayleigh-Plesset equation is extended to the Keller-Miksis formulation:\(^1\)

\[
\rho_i \left( 1 - \frac{\dot{R}}{C} \right) R \ddot{R} + \frac{3}{2} \rho_i \left( 1 - \frac{\dot{R}}{3C} \right) \dot{R}^2 = \left( 1 + \frac{\dot{R}}{C} \right) (P_b - P_\infty) + \frac{R}{C} \dot{P}_b - 2\sigma \frac{R}{R} - 4\mu \frac{\dot{R}}{R} \tag{4}
\]

Here, \( C \) represents the speed of sound in the liquid and \( \dot{P}_b \) is the time derivative of the pressure inside the cavity. For a more detailed description of the various available equations of motion, the reader is referred to literature.\(^1^2\)

### 2.2.2 Mass Balance

The cavity contains both non-condensable gas and vapor and its contents is modeled with the van der Waals equation of state:\(^1^3\)

\[
\left( P_g + P_v + \frac{a}{v^2} \right) (v - b) = R_g T \tag{5}
\]

where \( P_g \) is the partial pressure of the gas, \( P_v \) is the partial pressure of the vapor, \( a \) and \( b \) are the van der Waals constants, \( v \) is the molar volume, \( R_g \) is the gas constant, and \( T \) is the temperature inside the cavity. During cavity motion, gas diffuses into and out of the cavity. It is assumed that the transport rate of gas is determined by diffusion in a thin stagnant liquid film surrounding the cavity (Figure 2.1). To describe the flux of gas molecules, \( \dot{N}_g \) (moles per second), the Maxwell-Stefan diffusion model has been used:\(^1^4\)

\[
\dot{N}_g = 4\pi R^2 \frac{D_l}{\delta_g} \frac{C_s - C_i}{C_i - \left( \frac{C_s + C_i}{2} \right)} \tag{6}
\]

Here, \( D_l \) represents the gas-liquid diffusion coefficient, \( C_i \) the molar liquid concentration, and \( C_s \) and \( C_i \) the gas saturation and gas interface concentration, respectively. The saturation concentration is considered constant and it is calculated from the hydrostatic pressure and the saturated vapor pressure. The gas content near the interface is coupled to the partial gas pressure inside the cavity using equilibrium thermodynamics. In accordance with previous work the boundary layer thickness, \( \delta_g \), is calculated from the penetration depth using a characteristic time scale of the process dynamics.\(^8\)
During expansion and contraction of the cavity, molecules evaporate and condense at the interface. Several approaches have been employed in literature to calculate the flux of vapor molecules and the corresponding vapor pressure. A first approximation is to assume that the flux is determined by the rate of evaporation and condensation. Yasui applied the Hertz-Knudsen-Langmuir equation to describe non-equilibrium phase transition across the interface:\[^6,15,16\]

\[
\dot{N}_v = 4\pi R^2 \frac{\alpha_M}{M_v} \left[ \frac{P_{vs}}{\sqrt{T_{li}}} - \frac{P_{vi}}{\sqrt{T_i}} \right] \tag{8}
\]

Here, \(\dot{N}_v\) represents the vapor flux in moles per second, \(M_v\) is the molecular mass of the vapor, \(P_{vs}\) is the saturated vapor pressure at the liquid interface temperature \(T_{li}\) and \(P_{vi}\) is the vapor pressure at the cavity interface temperature \(T_i\). The accommodation coefficient, \(\alpha_M\), represents the ratio of the molecules that accommodate to the interface and condense or evaporate, to the total number of molecules that hit the interface. Several values have been reported for the accommodation coefficient, ranging from \(10^{-3}\) to 1 for various systems.\[^6,17\] Toegel et al. suggested that vapor transport is controlled by the rate of diffusion inside the cavity.\[^8\] Assuming that the total molar concentration inside the cavity, \(C_i\), is spatially uniform the following expression is obtained from the Maxwell-Stefan theory, which holds for diluted as well as concentrated systems:

\[
\dot{N}_v = 4\pi R^2 \frac{D_b}{\delta_m} C_i \left( \frac{P_w - P_c}{P_h - \left( \frac{P_{vi} + P_{vt}}{2} \right)} \right) \tag{9}
\]

Here, \(D_b\) represents the binary diffusion coefficient and the vapor mole fractions are calculated from the corresponding partial vapor pressures. The boundary layer thickness, \(\delta_m\), is calculated from the penetration depth using a characteristic time scale of the process dynamics, and a minimum value is incorporated to avoid that the boundary layer exceeds a length comparable to the cavity radius:\[^8\]

\[
\delta_m = \min \left( \frac{R}{\pi} \sqrt{\frac{R D_b \pi}{R}} \right) \tag{10}
\]
The model presented in this study accounts for diffusion as well as non-equilibrium phase transition by means of a vapor transport continuity equation across the interface, i.e. Eq. (8) is set equal to Eq. (9).

2.2.3 Energy Balance

The model is concluded with an energy balance, which has been derived from the first law of thermodynamics for an open system:

$$
\dot{Q} - \dot{W} = -h_v \dot{N}_v - h_g \dot{N}_g + \frac{d}{dt}(N_v C_{pg} T + N_g C_{pg} T)
$$

(11)

Here, $h$ denotes the enthalpy per molecule, $N$ is the number of vapor or gas molecules, and $C_p$ represents the specific heat capacity. The work done by the cavity, $\dot{W}$, is calculated from the interior pressure and volume change. Heat conduction is chosen as the prevailing mechanism for heat transfer:

$$
\dot{Q} = 4\pi R^2 \kappa_b \frac{T_i - T}{\delta_b}, \quad \delta_b = \min \left(\frac{R}{\pi}, \sqrt{\frac{R \alpha \pi}{R}}\right)
$$

(12)

Here, $\kappa_b$ and $\alpha$ represent the thermal conductivity and diffusivity of the cavity interior, respectively. The kinetic theory of gases predicts that a temperature jump exists at the interface. The interface temperatures in the liquid and the cavity can be correlated using:

$$
T_{li} = T_i + \frac{1}{2kn} \sqrt{\frac{\pi \tilde{M}}{2kT_i}} \frac{2 - a' \alpha_c}{\alpha_c \kappa_b} \frac{T_i - T}{\delta_b}
$$

(13)

Here, $k$ represents the Boltzmann constant, $n$ is the number density of the cavity interior, $\tilde{M}$ is the mean mass of a molecule, $a'$ is a constant, and $\alpha_c$ is the thermal accommodation coefficient. The thermal accommodation coefficient represents the probability that a molecule, which hits the interface, reaches thermal equilibrium with the other phase. Analogous to the vapor flux continuity equation, the energy fluxes across the interface are expressed in a conservation law. Assuming that the contribution of the gas molecules is negligible and taking into account phase transition, heat conduction, and the temperature jump, the following expression emerges:
Here, $\kappa_l$ is the thermal conductivity of the liquid, $T_l$ is the liquid bulk temperature, and $\Delta H_{vap}$ represents the enthalpy of vaporization and condensation.

### 2.2.4 Physical Parameters

The values of the physical parameters are obtained either from experimental data in literature or from pure component correlations. The values for the liquid properties, $\rho_l$, $\mu$, $C$, $C_{pg}$, $P_{vsi}$, $\kappa_l$, and $D_l$ are determined at the bulk conditions, $T_l$ and $P_h$, and these parameters are considered constant during an acoustic cycle. Since the temperature at the interface evolves during an acoustic cycle, the interface properties $\Delta H_{vap}$, $\sigma$, and $P_{vsi}$ are calculated as a function of the interface temperature $T_{li}$. According to the equipartition theorem, the enthalpy of the gas and vapor molecules is related to the number of degrees of freedom.$^{13}$ The temperature inside a cavity increases considerably during the collapse and temperature-dependent correlations are used for the cavity interior properties $C_{pg}$, $C_{pv}$, $\kappa_g$, and $\kappa_v$. These low temperature correlations are extrapolated for higher temperatures. The mixture properties are calculated from pure component properties using a geometric combining rule with a quadratic dependence on mole fraction.$^{20}$ For an arbitrary parameter $Q$, this implies:

$$Q_m = \sum_{i=1}^{n} \sum_{j=1}^{n} y_i y_j Q_{ij} = \sqrt{Q_a Q_{jj}}$$

(15)

in which the subscript $m$ denotes the mixture property and $i$ and $j$ represent the pure component properties. The binary diffusion coefficient, $D_{b0}$, is calculated from the Chapman-Enskog theory.$^{18}$

$$D_{b0} = 7.2 \cdot 10^{-5} \sqrt{\frac{T \left( \frac{1}{M_g} + \frac{1}{M_v} \right)}{\sigma_m^2 \Omega_D C_t}}$$

(16)

where $\sigma_m$ is the mixture characteristic length and $\Omega_D$ is the diffusion collision integral. The standard Lennard-Jones 12-6 potential is used for evaluating $\sigma_m$ and $\Omega_D$. The temperature-dependency of the collision integral is incorporated by means of the Neufeld relation.$^{20}$ To correct for higher densities, the Enskog correction for dense gases

\[ \frac{1}{\sigma_m^2 \Omega_D C_t} = \frac{1}{\sigma_m^2 \Omega_{D0} C_t} \left( 1 + \frac{1}{1 - \frac{P}{P_c}} \right) \]

21
is applied. The diffusion coefficient, $D_b$, is related to the low-density diffusion coefficient as follows:

$$\frac{D_{b0}}{D_b} = \left(1 + \frac{2}{3} n_g \sigma_g \left(\frac{\sigma_g + 4 \sigma_v}{4 \sigma_g + 4 \sigma_v}\right) + \frac{2}{3} n_v \sigma_v \left(\frac{\sigma_v + 4 \sigma_g}{4 \sigma_g + 4 \sigma_v}\right)\right)^3$$  \hspace{1cm} (17)

where $n_g$ and $n_v$ represent the number densities of the gas and vapor, respectively, and $\sigma_g$ and $\sigma_v$ the characteristic lengths. A similar approach is employed for correcting the thermal conductivity of the cavity interior.

$$\kappa_b = \frac{b_m}{v} \left(\frac{1}{y} + 1.2 + 0.755 y\right) \kappa_{b0}$$  \hspace{1cm} (18)

where

$$y = \left(\frac{b_m}{v}\right) + 0.6250 \left(\frac{b_m}{v}\right)^2 + 0.2869 \left(\frac{b_m}{v}\right)^3 + 0.115 \left(\frac{b_m}{v}\right)^4$$  \hspace{1cm} (19)

Here, $b_m$ is the mixture van der Waals constant, $v$ is the molar volume and $\kappa_{b0}$ is the low-density thermal conductivity.

For water the values for $\rho_l$, $\mu$, $C$, $C_{pl}$, $P_{vsi}$, $\kappa_l$, and $D_l$ have been obtained from [22]. Second order polynomials have been fitted to literature data for the interface properties $\Delta H_{vap}$ and $\sigma$. The saturated vapor pressure at the interface, $P_{vsi}$, has been calculated as a function of the interface temperature using the Antoine equation. The values for the pure component Van der Waals constants, Lennard-Jones parameters, Henry coefficients and gas-liquid diffusion coefficients have been obtained from literature. The temperature-dependent correlations for the specific heat capacity of the gases and water vapor have been acquired from [20]. The descriptions for the thermal conductivities have been obtained from [6,24] and from interpolation of tabulated data in [25]. The correlations and values for air have been obtained from [26], except for the specific heat capacity, which has been determined from tabulated data in [27].

### 2.2.5 Numerical Method

Mathematica software has been used to solve the system of ordinary differential and algebraic equations, i.e. Eq. (4), (6), (8), (9), (11) and (13). The selected algorithm is based on a backward differentiation formula and Newton iterative methods. The ordinary differential equations have been solved using appropriate initial conditions. It is assumed that initially the cavity radius equals $R_0$ and the cavity wall is at rest.
(i.e. \( \dot{R} = 0 \)). Furthermore, the vapor pressures equal the saturated vapor pressure and the various temperatures equal the bulk liquid temperature. The initial number of vapor molecules in the cavity, \( N_v(0) \), is calculated from the saturated vapor pressure and the initial number of gas molecules, \( N_g(0) \), from the quasi-static assumption. The following base case conditions have been applied for the numerical simulations: \( R_0 = 10 \mu m \), \( f = 20 \) kHz, \( P_a = 1.2 \times 10^5 \) N/m\(^2\), \( \alpha_M = 0.4 \), and \( \alpha_e = 0.6 \).\(^{6,29,30}\) It has been reported that an increasing bulk temperature results in a lower mass accommodation coefficient.\(^{6,31}\) Since this temperature effect is relatively small and there is lacking agreement in literature on the exact temperature dependency, the mass accommodation coefficient has been considered constant.

2.3 Experimental Section

Experiments were conducted in a 175 mL stainless steel vessel (Figure 2.2). The 13 mm diameter full wave titanium alloy ultrasound horn was inserted at the top of the reactor and fixed at its nodal point. A Sonics and Materials VC750 ultrasonic generator with variable power output was used for producing ultrasound with a frequency of 20 kHz. The temperature inside the reactor was controlled externally using a thermostatic bath and a Pt-100 temperature sensor. The sonicated solution was circulated through a small view cell (SITEC-Sieber Engineering AG, 740.2095) using a HPLC pump (Jasco Inc., PU-2086 Plus). The view cell was placed within a UV-Vis spectrophotometer (Thermo Electron Corporation, Genesys 5) to analyze the contents of the reactor.

The influence of bulk liquid temperature has been investigated using a radical scavenger 2,2-diphenyl-1-picrylhydrazyl (DPPH) in methanol. During sonication of a solution of DPPH in a protic solvent, DPPH reacts predominantly with H-radicals to form DPPH\(_2\).\(^{32,33}\) The course of this reaction can be monitored by changes in absorbance. The peaks attributed to DPPH (326 and 515 nm) decrease in time, whereas one of the absorption peaks of DPPH\(_2\) (278 nm) arises. In addition, the presence of several isobestic points in the spectrum indicates that a reaction has occurred.

The reactor was filled with 150 mL of 30 \( \mu \)M DPPH solution (\( \geq 85\% \) (CHN), Sigma-Aldrich) in methanol (\( \geq 99.9\% \), Sigma-Aldrich). Prior to sonication, the thermostat was set to the desired value and argon (grade 5.0, Hoek Loos B.V.) was bubbled through the solution under vigorous stirring for at least half an hour. Subsequently, the solution was pressurized with argon at 2 bar. Ultrasound was applied for 20 minutes, while the electrical energy input was maintained at 100 W. Previous calorimetric studies have
demonstrated that the energy coupling between the horn and the liquid is insensitive to variations in liquid temperature for the investigated temperature range.\textsuperscript{34} At fixed time-intervals, the absorbance of the sonicated solution was measured between 250 and 800 nm.

![Diagram of experimental setup](image)

Figure 2.2: Experimental set-up for sonochemical experiments.

The effect of the type of gas dissolved in the liquid on sonochemical reactivity has been studied by means of the oxidation of potassium iodide in aqueous solution. For aqueous systems, cavitation results in the formation of OH-radicals. These radicals can react with $\text{I}^-$ to give $\text{I}_2$, which reacts further in the presence of an excess of $\text{I}^-$ to yield $\text{I}_3^-$. The concentration of $\text{I}_3^-$ can be determined spectrophotometrically at 352 nm.\textsuperscript{35}

The reactor was filled with 150 mL of 0.1 M potassium iodide solution ($\text{KI}$, $\geq 99.0\%$, Sigma-Aldrich) in MilliQ filtered water (18 $\text{M} \Omega \text{ cm}^{-1}$). Prior to and during sonication the temperature inside the reactor was controlled at 293 K. To saturate the solution, the desired gas was bubbled through the solution for at least half an hour under vigorous stirring. Hereafter, the solution was pressurized at 2 bar using argon, helium (grade 5.0, Hoek Loos B.V.), air (technical grade, Hoek Loos B.V.), methane (grade 5.5, Hoek Loos B.V.) or carbon dioxide (grade 5.0, Hoek Loos B.V.). The solution was sonicated for ten minutes at an electrical energy input of 100 W with which it was assumed that the
energy coupling between the horn and the liquid is unaffected by the dissolved gas. After fixed periods of sonication the absorbance at 352 nm was measured to monitor the relative increase in I⁻ concentration.

2.4 Results and Discussion

2.4.1 Bulk Liquid Temperature

Temperature has a pronounced effect on the physicochemical properties of water. Following from Antoine’s equation, the saturated vapor pressure depends exponentially on temperature and hence, a small increase in temperature induces a significant rise in vapor pressure. Furthermore, at room temperature an increase of 20 K already results in a decrease in viscosity of 35%. Numerical simulations have been performed for three different temperatures to investigate the overall effect of temperature on cavity dynamics. Figure 2.3 demonstrates that with increasing liquid temperature the maximum cavity radius also increases. This enhanced expansion can be explained using the equation of motion (Eq. (4)). For a higher bulk liquid temperature the opposing forces induced by surface tension and liquid viscosity decrease, whereas the vapor pressure inside the cavity increases. Accordingly, the driving force for bubble expansion increases at elevated temperature and this is mainly due to the rise in vapor pressure.

![Graph showing the effect of bulk liquid temperature on predicted normalized radius-time curve for an argon cavity in water.](image-url)
Figure 2.4: Modeling results showing the effect of bulk liquid temperature on predicted vapor fraction inside the cavity for an argon cavity in water.

Figure 2.3 also shows that the minimum radius increases with temperature, which can be attributed to the ‘cushioning effect’. During the collapse, water vapor diffusion towards the interface is relatively slow compared to the cavity dynamics and vapor is trapped inside the cavity (Figure 2.4). At higher bulk liquid temperatures, more vapor is present inside the cavity and the total amount of vapor remaining inside the cavity upon collapse also increases (at 323 K the amount of vapor present inside the cavity upon collapse is 100-fold higher as compared to that at 278 K). As a result, the minimum radius attained during compression rises. The increase in vapor trapping also explains the amplified oscillation in the after bounce at elevated temperature.

During collapse, the cavity contracts from a maximum to a minimum radius and the performed volume work \( (P_V V) \) induces a strong temperature rise. With respect to the modeling results presented in Figure 2.3, the numerical simulations have revealed that the maximum amount of volume work during the initial compression is obtained for a temperature of 298 K and this suggests that the highest temperature rise is obtained at this bulk temperature. However, Figure 2.5 demonstrates that the temperature attained during the initial compression is highest at 278 K.
Besides affecting the amount of volume work, vapor trapping also leads to a less efficient conversion of the collapse energy into heat. The lower efficiency arises from the larger number of molecules present inside the cavity upon collapse and from the higher specific heat capacity of the cavity interior, which is caused by the relatively high heat capacity of water vapor as compared to that of a monatomic gas, e.g., argon. Since cavitation is highly transient at this sonication frequency, the hot-spot temperature attained during the initial compression is regarded as a measure for the sonochemical effect.\textsuperscript{36} From Figure 2.5 it is clear that this hot-spot temperature decreases with increasing bulk liquid temperature and it can be expected that the extent of radical formation reduces at elevated temperature.

Temperature has a pronounced effect on the rate of reaction and therefore, experiments have been performed with DPPH, a radical scavenger, to validate whether the sonochemical effect reduces at elevated temperature. As DPPH is insoluble in water, these experiments have been performed in methanol. Due to a lack of physicochemical data for methanol, the presented simulations were performed for water. However, it is anticipated that the trend predicted for water also holds for methanol.

The ultrasound-induced decrease in absorbance at 515 nm (DPPH) and increase in absorbance at 278 nm (DPPH\textsubscript{2}) have been studied at three different temperatures and

---

**Figure 2.5:** Modeling results for the effect of bulk liquid temperature on temperature evolution inside the cavity for an argon cavity in water.
the results are depicted in Figure 2.6. Both criteria indeed suggest that cavitation is less efficient at elevated temperature, which is in accordance with previously reported experimental studies.\textsuperscript{34,38-40}

![Graph showing change in absorbance as a function of bulk liquid temperature.](image)

**Figure 2.6:** Experimental results showing the change in absorbance for a solution of DPPH in methanol after 20 minutes of sonication as a function of bulk liquid temperature. The values have been normalized against the highest change in absorbance. The lines are inserted as a guide to the eye.

### 2.4.2 Dissolved Gas

Typically, the solution is saturated with a gas prior and during sonication to provide nucleation sites for cavitation. To study the effect of the type of gas on cavity dynamics and temperature rise, numerical simulations have been performed for an argon, air, methane and carbon dioxide cavity in water and the results are depicted in Figures 2.7 and 2.8.

The radius-time curves demonstrate that the properties of the gas do not substantially affect cavity dynamics. This is in agreement with the observation reported in literature that the extent of ultrasound-induced polymer degradation is relatively insensitive for the gas dissolved.\textsuperscript{40} Since the dynamics are almost similar, the total amount of energy focused during the collapse is nearly identical for each gas. However, the hot-spot temperature varies significantly, which can be attributed to the difference in
specific heat capacity (Figure 2.8). In this, the initial value as well as its temperature dependency has to be taken into account.

**Figure 2.7:** Modeling results showing the effect of dissolved gas on predicted normalized radius-time curve for a cavity in water at 293 K.

**Figure 2.8:** Modeling results showing the temperature attained during the initial compression as a function of the average specific heat capacity of the cavity interior. The average $C_p$ has been calculated from values predicted for the initial compression from $R_0$ to the minimum radius.
Argon, a monoatomic gas, has merely three translational degrees of freedom per molecule. Therefore, its heat capacity is relatively low and the effect of temperature on the value of the heat capacity is negligible. Consequently, the temperature attained during the compression of an argon cavity is highest. Diatomic molecules, such as nitrogen and oxygen, possess three translational and two rotational degrees of freedom. For polyatomic molecules, e.g. carbon dioxide and methane, the vibrational degrees of freedom also contribute to the specific heat capacity, especially at higher temperatures. Based on this, the hot-spot temperature will be highest for an argon-saturated system and it will decrease in the following order of dissolved gases: Ar > Air > CO\(_2\) > CH\(_4\).

In Figure 2.9 the results of the sonochemical experiments using various dissolved gases are depicted. On the x-axis average Cp-values are given, which have been calculated from values predicted for the first compression from initial to minimum radius.

![Figure 2.9: Experimental results showing the increase in absorbance (\(\lambda = 352 \text{ nm}\)) for an aqueous solution of KI after 10 minutes of sonication as a function of the calculated average specific heat capacity of the cavity interior. The values have been normalized against the change in absorbance obtained with argon.](image)

As is shown in Figure 2.9, the properties of the dissolved gas have a strong effect on the rate of potassium iodide oxidation. The experimentally determined reactivity order is reasonably in accordance with the order predicted from the single-cavity model and
with results reported in literature.\textsuperscript{41-43} However, the difference in reactivity in the presence of air and argon is relatively large compared to the difference in specific heat capacity. The lower reactivity for air could be caused by its low solubility in water. Gas solubility is frequently regarded as an important parameter, since it determines the number of cavitation nuclei.\textsuperscript{38} On the contrary, the presence of oxygen is known to enhance the oxidation of potassium iodide.\textsuperscript{44,45} Additionally, the low reactivity in the presence of helium seems striking. Assuming that the specific heat capacity is the dominating factor, the reactivity in the presence of helium should be similar to that measured for argon. Various studies in literature have also reported a lower reactivity for helium as compared to argon and several explanations have been proposed to account for this effect.\textsuperscript{41,46-48} Many authors attribute the lower reactivity to the high thermal conductivity of helium as more of the energy focused during the collapse transfers to the liquid, thereby effectively lowering the hot-spot temperature.\textsuperscript{43} Okitsu \textit{et al.} postulate that the thermal conductivity is not that important, since the collapse is almost adiabatic.\textsuperscript{49} Conversely, they claim that the lower solubility of helium would account for its lower reactivity. Molecular dynamics simulations suggest that the low kinetic energy of the helium atoms limits the amount of energy that is focused during the collapse.\textsuperscript{50} On the contrary, Storey \& Szeri claim that the collapse is more violent for a cavity filled with helium compared to argon.\textsuperscript{7} Due to the higher vapor diffusion coefficient for a helium filled cavity (~ $1/M_{w}$), less vapor is trapped upon collapse and the hot-spot temperature is higher. Reduced vapor trapping also implies that less reactant (water vapor) is present inside the cavity upon collapse and according to Storey \& Szeri this would explain the low reactivity in the presence of helium. Moreover, the large dissimilarity in molecular mass induces segregation effects, leading to an enrichment of water vapor close to the cavity wall.\textsuperscript{51} Due to segregation the vapor diffusion coefficient increases further and less water vapor is present inside the hottest region, i.e. the center of the cavity. Segregation effects are not captured by the presented model, in which a spatially uniform cavity interior is assumed. Although all of the previously discussed explanations imply a lower reactivity in the presence of helium compared to argon, it remains unclear which of these effects dominates.

2.5 Conclusions

A comprehensible single-cavity dynamics model has been described, which includes a momentum balance, an expression for vapor and gas transport, and an energy balance. For the description of mass transport, diffusion inside and outside the cavity as well as
non-equilibrium phase transition is taken into account. The reduced model can be used to comprise and predict the effect of varying process conditions on cavity dynamics and the corresponding temperature rise. As for the effect of bulk liquid temperature, the model predicts a decrease in reactivity for increasing temperature, which is mainly due to vapor trapping. The experiments performed with a radical scavenger confirm that the sonochemical effect decreases monotonically with liquid temperature. In addition, numerical simulations have demonstrated the importance of the specific heat capacity of the dissolved gas for the sonochemical effect, which has also been confirmed by experiments. Although the model seems reasonably effective in predicting trends in multi-bubble sonochemistry, the low reactivity in the presence of helium has illustrated the shortcomings of such a reduced model.

Nomenclature

\[
\begin{align*}
a & \quad \text{Van der Waals constant} \quad [\text{J m}^3/\text{mol}^2] \\
A & \quad \text{cavity surface area} \quad [\text{m}^2] \\
a' & \quad \text{arbitrary parameter} \quad [-] \\
b & \quad \text{Van der Waals constant} \quad [\text{m}^3/\text{mol}] \\
C & \quad \text{speed of sound in the liquid} \quad [\text{m/s}] \\
C_i & \quad \text{gas interface concentration} \quad [\text{mol/m}^3] \\
C_l & \quad \text{molar liquid concentration} \quad [\text{mol/m}^3] \\
C_{eg} & \quad \text{specific heat capacity gas} \quad [\text{J/mol K}] \\
C_{pv} & \quad \text{specific heat capacity vapor} \quad [\text{J/mol K}] \\
C_s & \quad \text{gas saturation concentration} \quad [\text{mol/m}^3] \\
C_t & \quad \text{total molar concentration} \quad [\text{mol/m}^3] \\
D_b & \quad \text{vapor diffusion coefficient} \quad [\text{m}^2/\text{s}] \\
D_l & \quad \text{gas-liquid diffusion coefficient} \quad [\text{m}^2/\text{s}] \\
ev & \quad \text{energy per unit mass} \quad [\text{J/kg}] \\
f & \quad \text{ultrasonic frequency} \quad [\text{Hz}] \\
h_g & \quad \text{enthalpy per gas molecule} \quad [\text{J}] \\
h_v & \quad \text{enthalpy per vapor molecule} \quad [\text{J}] \\
\Delta H_{vap} & \quad \text{enthalpy of vaporization and condensation} \quad [\text{J/mol}] \\
k & \quad \text{Boltzmann constant} \quad [\text{m}^2 \text{kg/s}^2 \text{ K}] \\
\bar{M} & \quad \text{molecular mean mass} \quad [\text{kg}] \\
M_g & \quad \text{molar mass gas} \quad [\text{kg/mol}] \\
M_v & \quad \text{molar mass vapor} \quad [\text{kg/mol}] \\
n & \quad \text{number density} \quad [\text{m}^{-3}] \\
N_g & \quad \text{amount of gas} \quad [\text{mol}]
\end{align*}
\]
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\( \dot{N}_g \) gas flux [mol/s]
\( N_v \) amount of vapor [mol]
\( \dot{N}_v \) vapor flux [mol/s]
\( P_s \) maximum acoustic pressure [Pa]
\( P_b \) cavity interior pressure [Pa]
\( P_g \) partial gas pressure [Pa]
\( P_{gs} \) saturated gas pressure [Pa]
\( P_h \) hydrostatic pressure [Pa]
\( P_t \) pressure at the interface [Pa]
\( P_0 \) partial vapor pressure [Pa]
\( P_{oi} \) vapor pressure at the interface [Pa]
\( P_{oi} \) saturated vapor pressure at infinity [Pa]
\( P_{vi} \) saturated vapor pressure at the interface [Pa]
\( P_{\infty} \) pressure infinitely far from the cavity [Pa]
\( \dot{Q} \) heat transfer [J/s]
\( R \) cavity radius [m]
\( \dot{R} \) time derivative of the cavity radius [m/s]
\( \ddot{R} \) second time derivative of the cavity radius [m/s²]
\( R_0 \) initial radius [m]
\( t \) time [s]
\( T \) temperature cavity interior [K]
\( \dot{T} \) temperature change cavity interior [K/s]
\( T_i \) cavity temperature at the interface [K]
\( T_b \) bulk liquid temperature [K]
\( T_{li} \) liquid temperature at the interface [K]
\( \nu \) molar volume [m³/mol]
\( V \) cavity volume [m³]
\( \dot{V} \) volume change [m³/s]
\( \dot{W} \) work performed by cavity [J/s]

**Greek symbols**

\( \alpha \) thermal diffusivity [m²/s]
\( \alpha_e \) thermal accommodation coefficient [-]
\( \alpha_m \) mass accommodation coefficient [-]
\( \delta_b \) thermal boundary layer cavity interior [m]
\( \delta_g \) gas diffusion boundary layer liquid [m]
\( \delta_l \) thermal boundary layer liquid [m]
\( \delta_{vi} \) vapor diffusion boundary layer cavity interior [m]
\( \kappa_i \) thermal conductivity cavity interior [W/m K]
\( \kappa_l \) thermal conductivity liquid [W/m K]
\( \mu \) dynamic viscosity [Pa s]
\( \rho_l \) liquid density [kg/m³]
\( \sigma \) surface tension [N/m]
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Solvent and Solute Effects in Ultrasound-Induced Polymerizations

Abstract

The influence of sonication medium and gas feed composition on the chemical effect of acoustic cavitation has been investigated by comparing hydrogen formation rates. The addition of a small amount of methane to the gas feed has resulted in an increase in hydrogen production from water by a factor of ten, which implies a significant increase in radical concentration. Nevertheless, this higher radical concentration has not led to enhanced polymerization rates for methyl methacrylate and methacrylic acid in aqueous solution. The results obtained for the polymerization of methyl methacrylate have demonstrated, however, that ultrasound initiation gives rise to high molecular weights and that it is feasible to produce small polymer particles in the absence of any stabilizer. For more hydrophilic polymers, such as polymethacrylic acid, radicals arising from polymer scission seem to determine the overall polymerization rate in aqueous solution to a large extent.
3.1 Introduction

The chemical effect induced by ultrasound irradiation does not exclusively depend on the physics of cavitation, which have been captured by the cavity dynamics model described in chapter 2. The molecules inside and around the cavity also strongly determine the chemistry involved. In view of this, several authors have incorporated chemical reaction kinetics into their numerical models.\textsuperscript{1-4} In the first section of this chapter an experimental study is presented on the influence of the solvent and the presence of solutes on sonochemistry. The sonochemical effect has been evaluated and compared by means of the rate of hydrogen formation.\textsuperscript{5} Subsequently, it has been explored whether the addition of solutes could be employed for enhancing the rate of free-radical polymerizations. To this end, the polymerization of methyl methacrylate and methacrylic acid in aqueous solution have been studied for various gas feed compositions.

3.2 Solvent and Solute Effects in Sonochemistry

3.2.1 Experimental Section

The experiments were performed in the set-up schematically depicted in Figure 3.1. Ultrasound with a frequency of 20 kHz was applied from the top of the glass reactor (\( \sim 300 \) mL) using a Sonics and Materials VC750 ultrasonic generator. The piezoelectric transducer was coupled to the liquid with a 13 mm diameter full wave titanium alloy horn. The temperature inside the reactor was controlled externally using a thermostatic bath and a Pt-100 temperature sensor. Mass flow meters (Bronkhorst High-Tech B.V., F-201CV) were used to control the gas feed composition. The head space of the reactor was analyzed using a gas chromatograph equipped with thermal conductivity detectors (Varian Inc., Micro-GC CP4900). To separate and analyze the mixture two different columns were used (simultaneously): 10 meter Molsieve 5Å column with 1 meter Pora PLOT-Q precolumn (argon as carrier) and 10 meter Pora PLOT-Q column with 1 meter Pora PLOT-Q precolumn (helium as carrier).

The reactor was filled with 250 mL of MilliQ filtered water (18 M\( \Omega \) cm\(^{-1}\)), methanol (\( \geq 99.8\% \), Sigma-Aldrich), toluene (\( \geq 99.5\% \), Sigma-Aldrich), or a mixture hereof. The thermostat was set to the desired temperature and the gas feed was bubbled through the mixture under vigorous stirring. Samples were taken from the head space to ensure that
all air was removed from the reactor and that its composition equaled the gas feed composition. The following gases were employed for this study: argon (grade 5.0, Hoek Loos B.V.), methane (grade 5.5, Hoek Loos B.V.), ethylene (grade 3.0, Hoek Loos B.V.), and iso-butane (grade 2.5, Hoek Loos B.V.). During sonication the total gas flow equaled 30 mL/min and a sample was taken from the outgoing flow every 5 minutes for GC-analysis. In all experiments the electrical energy input to the ultrasound horn was maintained at 50 W.

Figure 3.1: Experimental set-up for hydrogen formation and polymerization experiments.

3.2.2 Results and Discussion

Solvent Effects

In the sonication of aqueous as well as organic solvents hydrogen gas is the major product and hence, the hydrogen formation rate has been considered as a measure for chemical reactivity in these systems. The hydrogen formation rate was calculated from the steady state hydrogen concentration in the head space as determined from GC-analysis. Figure 3.2 shows the hydrogen formation rate from water as a function of temperature.
Figure 3.2: Rate of hydrogen formation from water saturated with argon at various bulk liquid temperatures.

As explained in chapter 2 the rate of DPPH consumption in methanol upon sonication decreases with increasing bulk liquid temperature (Figure 2.6). Due to enhanced vapor trapping, the cavitation collapse is less efficient at elevated temperature and the sonochemical effect reduces. However, Figure 3.2 shows that for the sonication of water the hydrogen formation rate remains approximately constant between 278 and 308 K, which can be attributed to the simultaneous occurrence of two competing effects. For an increasing bulk temperature, the amount of vapor inside the cavity increases and the specific heat capacity of the interior rises. On the contrary, more vapor implies a higher reactant concentration at the hottest region, i.e. the cavity interior. For higher temperatures, e.g. 323 K, the cushioning effect prevails and the hydrogen formation rate decreases significantly. This rather constant or even slightly increasing reactivity with increasing liquid temperature has been reported previously for liquid phase reactions in water at relatively low temperatures. It should be emphasized that this trend would have been predicted from the model described in Chapter 2 if chemical reactions would have been incorporated. For more volatile solvents, such as methanol and methyl methacrylate, the sonochemical effect decreases monotonically with temperature. Due to the relatively high vapor content of the cavity in volatile solvents, the unfavorable effect arising from the lower specific heat
capacity always prevails over the beneficial higher reactant concentration for this temperature range.

The solvent does not only determine the amount of vapor present inside the cavity, but it also affects a large number of other aspects, including cavity dynamics and type of radicals that are produced upon collapse. Figure 3.3 shows the overall effect hereof with respect to the hydrogen formation rate as measured for various solvents.

![Figure 3.3](image_url)

**Figure 3.3:** Rate of hydrogen formation from various argon-saturated solvents. The numbers in the vertical bars correspond to the calculated saturated vapor pressures (bar) at 293 K unless stated otherwise. The arrows indicate which solvents have comparable vapor pressures.

Solvents have a diverse effect on both the physics and chemistry of cavitation and hence, it seems futile to appoint a single factor which could explain the differences in hydrogen formation rate. It appears evident that the number of bonds and their homolytic dissociation energy are eminent for the sonochemical effect. The lower bond dissociation energy of the C-H bond compared to the O-H bond and the higher number of hydrogen atoms probably account for the higher hydrogen production rate from toluene compared to water. Similar reasons could explain the high hydrogen formation rate from methanol. A priori, it was anticipated that the high vapor pressure and specific heat capacity of methanol would counteract these enhancing effects, leading to a low hydrogen formation rate. On the contrary, the amount of acoustic energy supplied to the liquid at a fixed electrical input is relatively high for methanol as against those for water and toluene. Furthermore, the strong intermolecular hydrogen bonds in methanol result in a low mass accommodation coefficient and several authors have
Chapter 3

suggested that during the expansion phase the vapor pressure inside the cavity could remain below its saturation value in the presence of methanol.\textsuperscript{7,19,20} In addition, the high vapor pressure facilitates the formation of cavities, which could enhance the sonochemical effect.\textsuperscript{21} The highest hydrogen formation rate has been observed for an aqueous mixture containing 10 volume percent of methanol and this formation rate is considerably higher than those of the pure components.\textsuperscript{22} Apparently, optimization of the previously discussed physical and chemical effects can lead to significantly higher hydrogen production rates.

\textbf{Solute Effects}

According to numerical modeling results, the majority of the cavity interior is filled with gas at room temperature and therefore, gas feed composition provides a direct means to control the number and type of radicals produced (Figure 2.4). The experiments described in chapter 2 have demonstrated that the presence of a monatomic gas, e.g. argon, leads to a significant temperature rise upon collapse. However, monatomic gasses are chemically inert and cannot participate in any chemical reaction. The presence of polyatomic gasses increases the number of covalent bonds in the cavity. As these are all potential sources for radicals, they can significantly influence the chemical effect of acoustic cavitation. Therefore, the rate of hydrogen formation has been studied for various gas feed compositions, in which the argon to hydrocarbon ratio was varied (Figure 3.4).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3.4.png}
\caption{Rate of hydrogen formation from water at 293 K for various hydrocarbons in the feed.}
\end{figure}
Table I: Physicochemical properties of the gasses employed (293 K).\textsuperscript{14,23}

<table>
<thead>
<tr>
<th></th>
<th>$C_p$ (J mol\textsuperscript{-1} K\textsuperscript{-1})</th>
<th>Molar fraction (at 1 bar gas pressure)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar</td>
<td>20.79</td>
<td>2.5 $\times$ 10\textsuperscript{-5}</td>
</tr>
<tr>
<td>CH\textsubscript{4}</td>
<td>35.58</td>
<td>2.5 $\times$ 10\textsuperscript{-5}</td>
</tr>
<tr>
<td>C\textsubscript{2}H\textsubscript{4}</td>
<td>42.54</td>
<td>8.6 $\times$ 10\textsuperscript{-5}</td>
</tr>
<tr>
<td>C\textsubscript{4}H\textsubscript{10}</td>
<td>95.61</td>
<td>1.5 $\times$ 10\textsuperscript{-5}</td>
</tr>
</tbody>
</table>

All hydrocarbons display a similar trend for the hydrogen formation rate as a function of hydrocarbon concentration in the feed. Initially the hydrogen production is enhanced upon addition of a polyatomic gas, due to an increased reactant concentration inside the cavity. At higher hydrocarbon concentrations, the increase in specific heat capacity of the cavity interior counteracts the higher reactant concentration and the chemical effect decreases substantially. The concentration, at which maximum hydrogen production is obtained, varies for the different hydrocarbons in the following order: C\textsubscript{2}H\textsubscript{4} < CH\textsubscript{4} < C\textsubscript{4}H\textsubscript{10}. Assuming that the magnitude of the specific heat capacity would determine the location of the maximum, the optimal iso-butane concentration would have been lower as compared to that of the other hydrocarbons. On the contrary, the order in optimum hydrocarbon concentration corresponds to the order in gas solubility, suggesting that solubility affects the location of the maximum. This strong dependency on gas solubility would not have been observed if the cavities would have been in thermodynamic equilibrium with the surrounding liquid.\textsuperscript{6} In that case, the composition of the cavity interior would have equaled the gas feed composition and the effect of gas solubility on the location of the maximum would have been less pronounced. In accordance with the observation that for systems containing methanol the vapor pressure remains below the saturation value, these results suggest that the rapid cavity dynamics lead to a non-equilibrium situation. The aqueous solubilities of methane and argon are approximately equal. Apparently, the effect of specific heat capacity and reactant concentration are tuned optimally with respect to the hydrogen formation rate around a hydrocarbon concentration of roughly 8 v/v\%. Since ethylene is more soluble in water than argon, a relatively large amount of ethylene will be present inside the cavity when it forms. Accordingly, the highest hydrogen formation rate is observed at a hydrocarbon concentration lower than that in the presence of methane. The opposite holds for iso-butane. The solubility of iso-butane in water is lower than that of argon and hence, the cavities contain relatively little iso-butane compared to the gas feed
composition. As the maximum hydrogen formation rate can change significantly with a small variation in gas feed composition, it seems inconsiderable to draw any solid conclusion concerning the magnitude of the maximum hydrogen formation rate and the type of hydrocarbon.

3.3 Ultrasound-Induced Polymerizations in Aqueous Systems

In recent years, ultrasound has gained increasing interest in the field of polymer synthesis and polymer processing. In particular, the ultrasound-assisted emulsion polymerization of vinyl monomers in aqueous solution has been investigated thoroughly. As compared to conventional emulsion polymerizations, the ultrasound-assisted process provides several advantages. Acoustic cavitation is a source for radicals and ultrasound-assisted free-radical polymerizations can be performed at lower initiator concentrations or even in the absence of an initiator. Since radical formation does not solely depend on thermal dissociation of an initiator, lower reaction temperatures can be used. The latter is also beneficial for the intensity of cavitational collapse. The need for emulsifying agents, such as surfactants and co-stabilizers, is reduced due to the shearing action of ultrasound. Additionally, higher monomer conversions, polymerization rates and molecular weights have been reported in the presence of ultrasound. There is still some controversy about the exact source of radicals in an ultrasound-initiated emulsion polymerization. In principle, radicals could arise from the thermal dissociation of water vapor, monomer, and surfactant, and from polymer scission. Several authors have suggested that surfactant decomposition is the primary source of radicals, since little conversion has been obtained in the absence of a surfactant and gas chromatography-mass spectroscopy studies have confirmed surfactant dissociation. Conversely, it has been hypothesized that water dissociation is the primary source of radicals in the aqueous polymerization of vinyl monomers. In their study on the effect of organic monomers on sonoluminescence emission, these authors could not detect any monomer pyrolysis products at 20 kHz sonication, which strongly suggests that monomer dissociation does not account for initiation. Furthermore, they claimed that the rate enhancement upon surfactant addition merely arises from the increased number of polymerization loci, i.e. micelles and monomer droplets. After initiation, polymerization can proceed in the monomer droplets, micelles or aqueous phase, depending on the mode of polymerization.

Assuming that initiation mainly proceeds via the formation of primary radicals inside the collapsing cavities and that the rate of polymerization increases with
increasing initiator concentration, it is investigated in this study whether higher polymerization rates can be obtained by simultaneously adding argon and methane (Figure 3.4).\textsuperscript{37,37} Besides an increase in the radical production rate, the addition of methane leads to the formation of relatively stable methyl radicals. Accordingly, for the polymerization of methyl methacrylate and methacrylic acid in aqueous solution the rate of polymerization has been studied for a varying methane to argon ratio in the feed.

### 3.3.1 Experimental Section

The polymerization reactions were executed in the set-up described in the previous section (Figure 3.1). Methyl methacrylate (MMA, $\geq 99\%$, Sigma-Aldrich) and methacrylic acid (MAA, $\geq 98\%$, Sigma-Aldrich) were distilled prior to use to remove the hydroquinone inhibitor. The reactor was filled with a mixture of monomer and MilliQ filtered water with a total volume of approximately 250 mL. The temperature was set to the desired value and the gas mixture was bubbled through the solution under vigorous stirring. Oxygen is known to effectively terminate radical polymerizations and hence, the head space was analyzed using GC-analysis to identify whether oxygen was excluded from the reactor\textsuperscript{37}. For the ultrasound-induced polymerizations, the reaction was started by switching on the ultrasound source and the electrical input was maintained at 50 W during sonication. For reasons of comparison, some conventional polymerizations using a thermal initiator were also performed. In these experiments, the addition of an aqueous solution of potassium persulfate (KPS, $\geq 99\%$, Sigma-Aldrich) marked the start of the reaction. Samples were withdrawn from the reactor at specified time intervals to monitor monomer conversion (gravimetrically) and molecular weight in time.

### Characterization

The dried polymethylmethacrylate samples were dissolved in tetrahydrofuran (THF, $\geq 99.8\%$, Sigma-Aldrich) and passed through a 0.2 μm filter. Polymer molecular weights and molecular weight distributions were determined relative to polystyrene standards with size exclusion chromatography using two 30 cm linear columns from Mixed C. Polymer Laboratories, a Waters 510 pump (1 mL·min\textsuperscript{-1} THF) and a Waters 410 differential refractometer (313 K). Particle morphology was studied using Transmission Electron Microscopy (FEI Company, Tecnon G2 Sphera cryo TEM) with 200 kV accelerating voltage. Zeta-potential measurements (Malvern Instruments Ltd., Zetasizer
Nano ZS) provided information about the presence of surface charge on the polymer particles. Molecular weights of the polymethacrylic acid samples could not be determined by means of size exclusion chromatography due to its low solubility in conventional organic solvents, whereas the correlation between intrinsic viscosity and concentration complicates the use of viscosity techniques.38

3.3.2 Results and Discussion

Methyl Methacrylate

Hydrogen formation rates have been determined for aqueous solutions of MMA with concentrations above and below its solubility limit, which equals 1.6 wt% at 293 K.39 In line with previous work a monomer concentration of 31 wt% has been chosen for the emulsion polymerization.25

For the solutions containing MMA concentrations of 1.4 and 31 wt%, the addition of methane merely results in a lower hydrogen formation rate. Since MMA is more volatile than water, the vapor of an aqueous MMA solution contains a relatively large amount of MMA and the vapor pressure increases compared to pure water. For example, at a temperature of 293 K and a MMA concentration of 1.4 wt%, the mole fraction of MMA in the vapor equals 0.67 and the vapor pressure rises to 0.047 bar.39 Apparently, the MMA concentration inside the cavity is already such at these conditions that the addition of methane does not provide any further advantage with respect to the concentration of hydrogen atoms inside the cavity. Accordingly, the higher specific heat capacity of methane reduces the hydrogen formation rate. At low temperatures and MMA concentrations, e.g. 273 K and 0.15 wt%, the effect of MMA on the cavity contents is less pronounced and the addition of methane enhances the radical production rate (Figure 3.5). However, these low MMA concentrations and temperatures are inadequate for obtaining significant yields.37 In contrast to [34], the measured methane formation rate in the order of 1 μmol-min⁻¹ (293 K, 31 wt% MMA, pure argon gas feed) indicates that considerable monomer decomposition does occur.
Figure 3.5: Rate of hydrogen formation from aqueous solutions with varying methyl methacrylate concentration as a function of methane fraction in the feed.

Due to the low yields, monomer conversion has only been determined gravimetrically for the polymerizations performed with an aqueous MMA solution of 31 wt%. As the addition of methane does not enhance the radical production rate, it is anticipated that the rate of polymerization will not increase in the presence of methane, which has been confirmed by experiments. Typically, monomer conversions in the order of a few percent (< 5%) have been obtained after 3 hours of sonication. For relatively high methane fractions in the feed (>15 v/v%), the temperature attained upon collapse is too low for a significant radical production rate and polymerization did not appear to proceed. Figure 3.6 shows that the molecular weight increases at the early stages of polymerization. This increase is followed by a decrease in molecular weight, probably due to ultrasound-induced polymer scission. As compared to molecular weights typically obtained for the emulsion polymerization of MMA, the relatively low radical concentration for the ultrasound-induced process leads to higher molecular weights. The polydispersity index remains approximately constant during sonication.

The polymerizations have been performed in the absence of any stabilizer and hence, particle coagulation could not be prevented. However, TEM-images of the polymer solutions showed the presence of spherical polymer particles, implying that some kind of stabilization exists (Figure 3.7). Zeta-potential measurements demonstrated that the particles are weakly charged. This could indicate that carboxylic groups are formed...
during these experiments. It is well known from copolymerizations with acrylic acids that the presence of carboxylic groups improves colloidal stability.\(^\text{41}\)

**Figure 3.6:** Weight-average molecular weight (\(M_w\)) and polydispersity index (PDI) as a function of sonication time for a polymerization performed at 293 K with a solution containing 31 wt% MMA.

**Figure 3.7:** TEM images of PMMA latices polymerized at 293 K and two different MMA concentrations: 1.4 wt\% (left) and 15 wt\% (right).
Methacrylic Acid

The results for MMA demonstrated that the simultaneous addition of methane and argon only enhances the hydrogen formation rate if the amount of monomer present inside the cavity is relatively small. Therefore, significant improvements in polymerization rate are merely expected for less-volatile monomers. Accordingly, the effect of methane on both hydrogen formation rate and monomer conversion has been investigated for the sonication of an aqueous solution of methacrylic acid. Figure 3.8 shows the measured hydrogen formation rates as determined for a homogeneous solution containing 2.2 wt% of MAA. The pH of these MAA-solutions equals approximately 3, which means that almost all of the MAA is non-ionized. Nevertheless, the low volatility of MAA still enables optimization of the radical production rate by adding a small amount of methane to the feed.

![Graph showing the rate of hydrogen formation as a function of methane fraction in the feed for a 2.2 wt% MAA solution in water at 293 K.](image)

Figure 3.8: Rate of hydrogen formation as a function of methane fraction in the feed for a 2.2 wt% MAA solution in water at 293 K.

The difference in hydrogen production rate by a factor of 80 between the maximum and minimum value implies a minimal difference in radical production rate of approximately 300, assuming each hydrogen molecule arises from two hydrogen radicals and is accompanied by the formation of at least two other radicals. Despite these differences in radical concentration, the conversion plots were almost identical for all
methane concentrations in the feed and 100% conversion was obtained after 2 hours of ultrasound. To investigate whether radical concentration affects the rate of polymerization for this reaction, conventional polymerizations have been performed at 353 K using a water-soluble, thermal initiator, i.e. KPS. The investigated initiator concentrations correspond to radical concentrations in the same order of magnitude as those obtained by ultrasound irradiation and estimated from data presented in Figure 3.8. Figure 3.9 shows that the polymerization rate does depend on radical concentration. Furthermore, the fast reaction in the presence of ultrasound seems striking as the propagation rate constant is much lower at room temperature and the radical concentration is relatively low for a pure methane feed. Assuming that hydrogen is a direct measure for the radical production rate and each molecule corresponds to four radicals, the measured hydrogen production rate for a pure methane feed coincides with a KPS concentration of below $10^{-4}$ M.

![Figure 3.9: Conversion versus time for polymerizations performed with an aqueous solution containing 2.2 wt% MAA. The polymerizations were initiated using either ultrasound (293 K, 50 W, 100% CH₄ feed) or KPS (353 K).](image)

The lack of dependence on gas feed composition and the high reaction rate can probably be explained by a high polymer degradation rate. Polymer degradation is more pronounced for solvents with relatively high polymer solubility, since these interactions favor a more extended polymer chain conformation, thereby causing an enhanced
susceptibility towards polymer scission. This explains for example the relatively fast degradation of PMMA in organic solvents and water-soluble polymers in aqueous systems compared to the observed decrease in molecular weight of PMMA in water (Figure 3.6). The degradation rates reported for polyethylene oxide in water and polyacrylic acid in water indicate that polymer scission could be responsible for a substantial part of the radicals produced in these aqueous systems. As a result, radical concentrations estimated from hydrogen formation rates underrate the actual radical concentrations, which would clarify the fast reaction in the presence of ultrasound. Additionally, the extent of polymer scission is relatively insensitive for the gas dissolved and this would explain the nearly identical conversion plots for all gas feed compositions. Partial deprotonation of the carboxylic groups in polymethacrylic acid, as confirmed by electrical conductivity measurements, reinforces chain unfolding and hence, polymer degradation. Unfortunately, this hypothesis could not be validated by molecular weight data, due to the previously discussed experimental difficulties.

3.4 Conclusions

The experiments presented in this chapter have clearly demonstrated the pronounced effect of the solvent and the presence of solutes on cavitation and the subsequent formation of radicals. Although cavity dynamics models predict that cavitation is less efficient at elevated temperature, the hydrogen formation rate from water remains approximately constant between 278 and 308 K, which can be attributed to the increased water vapor content inside the cavity. Similar competing effects, i.e. reactant concentration and specific heat capacity, have been observed in the study on the influence of gas feed composition. Experiments have demonstrated that the hydrogen production rate can be changed significantly by controlling the gas feed composition. The simultaneous addition of methane and argon resulted in an enhancement of the hydrogen production rate from water by a factor of ten as compared to a pure argon feed. This enhanced radical production rate could not be employed for accelerating the aqueous polymerization of MMA, due to the high volatility of MMA. For the sonication of an aqueous solution of MAA, a less volatile monomer, the simultaneous addition of methane and argon resulted in a minimal difference in radical production rate by a factor of 300. However, this difference in radical concentration did not lead to an increase in the rate of polymerization. Presumably, the more stretched conformation of the relatively hydrophilic polymethacrylic acid chains enhances polymer scission, leading to an increase in radical production. Due to these higher radical concentrations,
the benefit of methane with respect to the total radical production rate appears almost negligible.

References

41 G. Fritz; V. Schadler; N. Willenbacher; N. J. Wagner, Langmuir 18, 6381 (2002).
High Yield Gas-Phase Sonochlorination of Methane

Abstract

Ultrasound-induced chemistry focuses on liquid-phase reactions, thereby utilizing only a minor fraction of the radicals produced upon cavitational collapse. This work demonstrates for the chlorination of methane that the high radical concentration inside the collapsing cavity can effectively be used for performing gas-phase reactions. The composition of the cavity interior is important to obtain significant yields. In contrast to liquid-phase reactions, gas-phase sonochemistry does not only require subtle balancing of the physical and chemical effects of acoustic cavitation, also deviations from thermodynamic equilibrium have to be taken into account. Due to the rapid cavity dynamics, the cavity interior is not in equilibrium with the surrounding liquid and as a result, the cavity interior and composition of the gas feed can be completely different.
4.1 Introduction

Ultrasonic irradiation of liquids provides a powerful technique for establishing unique chemical conditions.¹ These conditions principally derive from acoustic cavitation, i.e. the growth and subsequent adiabatic collapse of microscopic cavities, leading to hot-spots in the liquid. In the hot-spots, temperatures of several thousands of Kelvins, pressures of hundreds of bars, and high heating and cooling rates can be obtained.²³ The extreme conditions can lead to the dissociation of chemical bonds and the formation of radicals.⁴ Radicals are produced primarily inside the collapsing cavity and the majority recombines before entering the liquid.⁵ Consequently, relatively few radicals reach the liquid phase and induce chemical reactions. Examples of ultrasound-induced liquid-phase reactions include the free-radical polymerization of acrylics and styrene in aqueous solution and the oxidation of organic pollutants.⁶⁻⁸ Only few studies have explored the possibility to effectively use the high radical concentration inside the collapsing cavity by performing a gas-phase reaction.⁹ In particular, a free-radical reaction between two gaseous reactants will benefit from the high radical concentration inside the cavity. It has been investigated for the first time whether ultrasound irradiation can be employed for the efficient and controlled chlorination of methane. The chlorination of methane is a classical example of hydrocarbon halogenation reactions and the main product, methyl chloride, is of significant industrial importance.¹⁰¹¹ It is also important to realize that, in contrast to much of the studies on ultrasound-induced chemistry, this reaction involves the selective formation of bonds and not merely their dissociation.¹

4.2 Experimental Section

The experiments were performed in the set-up schematically depicted in Figure 4.1. Ultrasound with a frequency of 20 kHz was applied from the top of the glass reactor (~300 mL) using a Sonics and Materials VC750 ultrasonic generator. The piezoelectric transducer was coupled to the liquid with a 13 mm diameter full wave titanium alloy horn. The temperature inside the reactor was controlled externally using a thermostatic bath and a Pt-100 temperature sensor. Mass flow meters (Bronkhorst High-Tech B.V., F-201CV) were used to control the gas feed composition. For the chlorination experiments, the outgoing flow was forced through two 0.1 M sodium hydroxide solutions and dry sodium hydroxide pellets to neutralize the low pH. The composition of the outgoing flow was analyzed using a gas chromatograph equipped with thermal conductivity
detectors (Varian Inc., Micro-GC CP4900). To separate and analyze the mixture two different columns were used: 10 meter Molsieve 5Å column with 1 meter Pora PLOT-Q precolumn (argon as carrier) and 10 meter Pora PLOT-Q column with 1 meter Pora PLOT-Q precolumn (helium as carrier).

**Figure 4.1:** Experimental set-up for chlorination experiments.

At the start of an experiment the reactor was filled with 250 mL of MilliQ filtered water (18 MΩ cm⁻¹) and the temperature of the thermostat was set to 293 K. Prior to sonication the solution was saturated for at least half an hour with the desired gas mixture, for which the following gases were used: argon (grade 5.0, Hoek Loos B.V.), methane (grade 5.5, Hoek Loos B.V.), ethylene (grade 3.0, Hoek Loos B.V.), iso-butane (grade 2.5, Hoek Loos B.V.), and 10 v/v% clorine in argon (Linde Gas B.V.). During ultrasound, the gas flow was maintained at a total flow rate of 30 mL/min and at fixed time intervals a sample was taken from the outgoing flow for GC-analysis. Ultrasound with an electrical energy input of 50 W was applied to the solution until the measured concentrations in the outgoing flow reached steady state.
4.3 Results and Discussion

The extent of radicalization inside the cavity strongly depends on the contents of the cavity and the temperature attained upon collapse. In the sonication of aqueous systems, hydrogen gas is one of the major products and hence, the hydrogen formation rate is considered as a direct measure for the radical production rate. The presence of methane leads to a higher reactant concentration in the cavity interior. On the contrary, polyatomic gasses have a relatively high heat capacity and thereby suppress the temperature increase upon collapse. As a result, the hydrogen and radical production rate from water saturated with methane is minimal (Figure 4.2). The addition of a monoatomic gas, e.g. argon, increases the temperature attained upon cavitation collapse, leading to a higher hydrogen formation rate. For the situation in which solely argon is used as saturation gas, radicals can only arise from the dissociation of water molecules and the rate of hydrogen formation remains relatively low. For a feed with a methane concentration of 8%, the physical and chemical effects are tuned such that the highest radical production rate is observed.

![Figure 4.2: Rate of hydrogen gas formation from water at 293 K for a gas feed containing argon and a hydrocarbon.](image)

Figure 4.2 also shows the strong dependency of the optimal gas feed composition on the type of polyatomic reactant. The concentration, at which maximum hydrogen production is obtained, varies for the different hydrocarbons in the following order:
C\textsubscript{2}H\textsubscript{4} < CH\textsubscript{4} < C\textsubscript{4}H\textsubscript{10}. This order implies that the cavities are not in thermodynamic equilibrium with the surrounding liquid.\textsuperscript{12} Under equilibrium conditions, the composition of the cavity interior equals the gas feed composition and the optimal hydrocarbon concentration would shift to a lower value with increasing specific heat capacity.\textsuperscript{14} On the contrary, the order in optimum hydrocarbon concentration corresponds to the order in gas solubility.\textsuperscript{15} Due to the rapid cavity dynamics the cavity interior deviates from equilibrium conditions, leading to an enrichment of the interior with the most soluble gas.\textsuperscript{16} The aqueous solubilities of methane and argon are approximately equal at 293 K (molar fraction \(\sim 2.5\times10^{-5}\)). Since ethylene (\(\sim 8.5\times10^{-5}\)) is more soluble in water than argon, a relatively large amount of ethylene is present inside the cavity when it forms. Accordingly, the highest hydrogen formation rate for ethylene is observed at a hydrocarbon concentration lower than that in the presence of methane. The opposite holds for a gas feed containing iso-butane, which has an aqueous solubility of \(1.5\times10^{-5}\).

Taking the preceding analysis into account, a relatively high concentration of argon in the gas feed is required for an efficient chlorination of methane. Due to the pronounced effect of gas solubility on the composition of the cavity interior and the high aqueous solubility of chlorine (\(\sim 1.5\times10^{-3}\)), the ratio of chlorine to methane in the gas feed should be low when aiming at comparable reactant concentrations inside the cavity.\textsuperscript{15} In the chlorination experiments the ratio between methane and argon in the gas feed was varied, whereas the concentration of chlorine was kept constant at a value of 0.22 v/v\%. The steady state concentration of methyl chloride was measured by GC-analysis of the head space and from this the methyl chloride yield has been calculated. The results of these experiments are presented in Figure 4.3. For reasons of safety, the chlorine supply consisted of a mixture of chlorine and argon (10 v/v\%) and therefore, it was not possible to determine the methyl chloride yield in the absence of argon.

This graph clearly demonstrates that ultrasound can effectively be used to perform gas-phase reactions with significant yields. The highest yield is observed for a methane concentration in the feed of approximately 20\%. Below this value the relatively low reactant concentration limits the overall yield, whereas above this value the high specific heat capacity results in lower conversions. The head space contained no detectable amounts of dichloromethane, indicating that multiple substitution of methane hardly occurred.
4.4 Conclusions

It has been demonstrated that ultrasound irradiation can be used for the chlorination of methane, which represents a novel route for the chlorination of hydrocarbons. Yields of up to 20% have been obtained by optimizing the gas feed composition. The addition of a monoatomic gas can be used to achieve a sufficient temperature rise, whereas the reactant concentration inside the cavity is relevant for the chemical effect. When aiming at a particular reactant concentration inside the cavity, deviations from non-equilibrium thermodynamics also have to be taken into account. Due to the rapid cavity dynamics, the composition of the cavity interior does not equal the gas feed composition, yet strongly relates to the relative gas solubilities in the liquid.
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Pressure-Induced Reduction of Shielding for Improving Sonochemical Activity

Abstract

It is well known that sonochemistry is less efficient at high acoustic intensities. Many authors have attributed this effect to decoupling losses and shielding of the acoustic wave. In this study we have demonstrated that, for a 20 kHz ultrasound field with an intensity ranging from 40 to 200 W/cm², the void fraction below the ultrasound horn increases more than proportional with increasing power input. Nevertheless, decoupling losses are not reinforced for larger bubble clouds. On the contrary, microphone measurements have shown that due to the larger bubble cloud a substantial part of the supplied energy is lost at high power inputs. Additionally, it has been explored whether an increase in hydrostatic pressure can reduce shielding effects and enhance sonochemical reaction rates. The bubble cloud visualization studies and sound attenuation measurements have confirmed that shielding is less pronounced at elevated pressures, leading to a slight increase in the yield of iodine liberation. Above a certain threshold pressure, an increase in static pressure does not provide any additional advantage with respect to shielding. Accordingly, the less efficient cavitation dynamics prevail and the sonochemical reaction rate decreases rapidly with increasing pressure.

5.1 Introduction

The application of ultrasound in chemical processes has gained increasing interest over the past decades. Previous studies have demonstrated that ultrasound successfully initiates reactions, changes reaction pathways, and accelerates mixing. Its unique character predominantly arises from acoustic cavitation, i.e. the growth and subsequent adiabatic collapse of a microscopic cavity in a liquid, leading to a momentary increase of temperature and pressure. The extreme local conditions can cause bond breakage and free radical formation, thereby providing an alternative route for inducing chemical reactions (sonochemistry).

It seems evident to increase the ultrasound intensity to accelerate sonochemical reactions. The intensity can be increased either by reducing the radiating surface area or by increasing the power supplied to the system. In case of an existing experimental set-up, the power input is generally used for adjusting the acoustic intensity. It has been reported that the sonochemical decomposition of organic solutes and the oxidation of potassium iodide increase linearly with increasing acoustic intensity, using low-frequency ultrasound (20 – 60 kHz) of relatively low intensity. At high intensities, however, an increase in intensity leads to a relatively small increase or even a decrease in the sonochemical reaction rate. Wu et al. has demonstrated that in a single experimental set-up the dependency on acoustic intensity can vary for different reactions.

Frequently, numerical modeling studies are employed to gain understanding on the governing phenomena of acoustic cavitation and to explain the effect of various process conditions on ultrasound-induced reactivity. The remarkable effect of acoustic intensity, however, is difficult to explain using these numerical models. With increasing power input the sound field penetrates further into the liquid and consequently, the sonochemical active zone covers a larger region. This effect has been confirmed by previously reported studies using sonogenerated chemiluminescence. On the contrary, the increased number of cavitation bubbles can absorb and scatter the sound wave, thereby weakening the acoustic field substantially (shielding). Furthermore, these bubbles change the acoustic impedance of the medium and as a consequence, the energy transfer efficiency from the ultrasound emitter to the medium can decrease. The energy losses associated with this change in impedance are referred to as decoupling losses. It is anticipated that the volume of the bubble cloud decreases at elevated hydrostatic pressure, which could lead to a reduction in shielding and decoupling losses. This would imply a more intense sound field and a possible increase in
sonochemical reactivity. Conversely, single-cavity dynamics models predict that cavitation is hindered at elevated static pressure, which is manifested by an increase in acoustic threshold pressure.\textsuperscript{16} Nevertheless, Henglein et al. observed a higher yield for the oxidation of potassium iodide at a slightly elevated pressure using 1 MHz ultrasound.\textsuperscript{17}

In this study it has been investigated whether the employed sonication system, i.e. the combination of ultrasound horn and sonicated medium, suffers from a lower efficiency at elevated acoustic intensity and to what extent this can be attributed to shielding and decoupling losses. Subsequently, the effect of hydrostatic pressure on shielding, energy coupling between the horn and the medium, and sonochemical reactivity has been studied. The sonochemical efficiency has been evaluated by means of the liberation of iodine from an aqueous potassium iodide solution.\textsuperscript{18} Calorimetric measurements have been performed to determine the acoustic energy supplied to the liquid and to investigate the occurrence of decoupling losses.\textsuperscript{15} Laser light scattering has been used to visualize the bubble cloud and microphone measurements have been done to study the effect thereof on sound attenuation. It should be emphasized that in contrast to several other studies, the images of the bubble cloud are not used for detecting sonochemical activity, yet for investigating shielding effects.\textsuperscript{11,19}

5.2 Experimental Section

An ultrasonic generator with variable power output (Sonics and Materials Inc., VC750) was used for producing ultrasound with a frequency of 20 kHz. The piezoelectric transducer was coupled to the liquid with a 13 mm diameter full wave titanium alloy horn. The horn was inserted at the top of the reactor, fixed at its nodal point and immersed 20 to 30 mm below the surface of the liquid. All experiments were executed at 293 K using MilliQ filtered water (18 MΩ cm\textsuperscript{-1}) and argon (grade 5.0, Hoek Loos B.V.) as saturation gas. For the experiments in which the acoustic intensity was varied the hydrostatic pressure was maintained at a value of 5 bar. In the study on the effect of hydrostatic pressure the electrical input was kept at 100 W. Each series of measurements was performed in consecutive order, starting with the lowest acoustic intensity or hydrostatic pressure.
5.2.1 Oxidation of Potassium Iodide

The sonochemical reactivity was studied by means of the oxidation of potassium iodide in aqueous solution. For aqueous systems, cavitation results in the formation of OH-radicals. These radicals can react with I\textsuperscript{−} to give I\textsubscript{2}, which reacts further in the presence of an excess of I\textsuperscript{−} to yield I\textsuperscript{3−}. The concentration of I\textsuperscript{3−} can be determined spectrophotometrically at 352 nm.\textsuperscript{20}

The sonochemical experiments were performed in a 175 mL high-pressure vessel with a diameter of 50 mm. The temperature inside the reactor was controlled externally using a thermostatic bath and a Pt-100 temperature sensor (Figure 5.1). To monitor the course of the reaction, the reactor was connected to a small high-pressure view cell with sapphire windows (SITEC-Sieber Engineering AG, 740.2095), which was placed within a UV-Vis spectrophotometer (Thermo Electron Corporation, Genesys 5). The sonicated solution was circulated through the view cell using a HPLC pump (Jasco Inc., PU-2086 Plus).

![Figure 5.1: Experimental set-up for sonochemical experiments.](image)

The reactor was filled with 150 mL of 0.1 M potassium iodide solution (KI, ≥ 99.0%, Sigma-Aldrich) and the temperature inside the reactor was controlled at 293 K. To
saturate the solution with argon and to remove all air present, argon was bubbled through the solution for at least half an hour prior to each experiment under vigorous stirring. Subsequently, the pressure was set to the desired value using argon. Ultrasound was applied to the solution for 4 minutes and after each cycle, the iodine concentration was measured spectrophotometrically ($\lambda_{\text{max}} = 352$ nm). Although the acoustic intensities were high and the reaction volume relatively small, the temperature in the reactor was maintained at $20 \pm 5$ °C during sonication.

5.2.2 Calorimetric Measurements

The calorimetric measurements were performed in a commercially available 1.8 L high-pressure reaction calorimeter RC1e (Mettler-Toledo GmbH, HP60). This set-up allows online monitoring of the reactor and jacket temperature during sonication, from which the heat flow through the reactor wall is calculated. This heat flow corresponds to the acoustic energy supplied to the liquid, assuming that all ultrasonic energy is converted into heat. It has been reported that the relation between electrical input and calorimetrically determined acoustic energy is relatively insensitive to vessel geometry, provided that the horn is fixed in a similar manner. Accordingly, this set-up can be used to estimate the energy efficiency of the sonication system and provide information on the occurrence of decoupling losses.

The reactor was filled with 1.3 L water and was pressurized while stirring. The reactor was operated in the isothermal mode during an experiment. For each measurement, the ultrasonic generator was set at a specified electrical power input for 15 minutes. From this, the average acoustic power was determined.

5.2.3 Bubble Cloud Visualization and Sound Attenuation Measurements

The visual observations and the sound attenuation measurements were performed in a thermostated 300 mL high-pressure view cell (Figure 5.2). To visualize the bubble cloud at the sonication tip, the reactor contents was illuminated from the bottom using a 200 mJ per pulse Nd:YAG laser system (Spectra-Physics Quanta ray, GCR 150). The scattered light was recorded with a high frame rate CCD camera (Kodak, MEGAPLUS ES 1.0) and magnifying optics. The camera was positioned to capture the plane illuminated by the laser sheet, which was placed in line with the ultrasound horn. The images were acquired with Video Savant software and the analysis was performed using mathematical software (Mathematica, Wolfram Research Inc.). For the attenuation
measurements, a microphone was used consisting of a lead zirconium titanate crystal embedded in polyurethane rubber to match it acoustically to water. The microphone was positioned 10 mm below the tip of the horn and at a radial distance of 10 mm from the symmetry axis of the horn. The signal was acquired with a 100 MHz, 8-bit analog-to-digital converter (National Instruments, NI PCI-5112). In LabVIEW, this digital signal was analyzed using Fast Fourier Transformation algorithms.

![Diagram of experimental setup](image)

**Figure 5.2:** Experimental set-up for bubble cloud visualization and sound attenuation measurements.

The reactor was filled with 250 mL of water and pressurized with argon. The images and microphone signals were collected simultaneously.

### 5.3 Results and Discussion

First, the results obtained for the measurements with varying acoustic intensity are presented and discussed. Following this, the effect of hydrostatic pressure on bubble cloud volume, sound attenuation and sonochemical reactivity is described.
5.3.1 Acoustic Intensity

The oxidation of potassium iodide has been chosen as a model reaction to confirm that the sonochemical efficiency of this system is lower at elevated acoustic intensity. In Figure 5.3 the increase in absorbance peak after 4 minutes of sonication is plotted as a function of electrical power input to the ultrasound generator.

![Graph showing increase in absorbance peak vs power input](image)

*Figure 5.3: Increase in absorbance (\( \lambda = 352 \text{ nm} \)) at 293 K and 5 bar after 4 minutes of sonication as a function of power input. These measurements have been performed in two series. The lines are inserted as a guide to the eye.*

Although the experimental procedure was identical, the difference between the two measurements is relatively large. This deviation is attributed to small variations in experimental procedure, such as fixation of the horn, amount of gas dissolved, and extent of tip erosion. However, both series display a similar trend and clearly demonstrate that an increase in power input does not result in an equivalent increase in sonochemical reactivity. At high powers a significant part of the electrical energy is not employed for the production of radicals, which is consistent with studies reported in literature.\(^3\)\(^-\)\(^8\) Accordingly, it has been investigated whether this lower efficiency can be attributed to decoupling losses and shielding of the acoustic wave.

For the calorimetric measurements, ultrasound was switched on for 15 minutes and from this, average values for the electrical power input and acoustic power have been determined (Figure 5.4). This graph demonstrates that approximately 80% of the...
electrical input is converted into ultrasonic energy, which is relatively high compared to the efficiencies measured in this set-up for ambient systems. Probably, the elevated hydrostatic pressure (5 bar) enhances the energy coupling between the horn and the liquid. Due to the higher pressure, the liquid is less turbulent upon sonication and as a result, the match in acoustic impedance (i.e. the product of density and speed of sound) of the horn and the liquid is improved. Furthermore, Figure 5.4 shows that the energy loss only changes slightly for the investigated range of power input. Therefore, it can be concluded that for this system decoupling losses are not significantly more pronounced at high power inputs.

Additionally, these measurements can be used to estimate the maximum acoustic pressure using Eq.(1).\(^\text{23}\)

\[
P_a = \sqrt{2\rho_l C \frac{Q_{US}}{A_{US}}}
\]  

(1)

where \(\rho_l\) is the liquid density, \(C\) is the speed of sound in the liquid, \(Q_{US}\) is the ultrasonic energy, and \(A_{US}\) is the surface area of the ultrasound horn. This equation implies that for an aqueous system and an acoustic energy of 250 W, a maximum acoustic pressure of 24
bar is attained at the sonication tip. Attenuation of the wave causes the acoustic pressure to decrease rapidly with increasing distance from the radiation source and the rate of attenuation strongly depends on the medium through which the wave travels. For intense sound fields a large cloud of gas and vapor bubbles is formed close to the sonication tip and the presence of this void fraction significantly enhances sound absorption, which can be explained using Eq.(2).\textsuperscript{24}

\[
I = I_0 \exp(-2\alpha_s d) \quad \alpha_s = \frac{8\mu \pi^2 f^2}{3\rho C^2}
\]

(2)

\(I\) represents the acoustic intensity at a distance \(d\) from the radiation source with intensity \(I_0\). The value of the acoustic absorption coefficient, \(\alpha_s\), depends on the medium through which the wave travels. The presence of a void fraction lowers the density and speed of sound of the medium. As a consequence, the absorption coefficient increases and the intensity of the sound wave levels off faster. Additionally, the bubbles perform volume oscillations and scatter the sound wave, which leads to a loss and redistribution of the acoustic wave.

The volume of the bubble cloud and the effect hereof on the sound field intensity has also been studied as a function of power input. In order to obtain a representative image of the bubble cloud, approximately 350 images have been captured during each measurement. These images have been digitized and averaged using Mathematica software. Subsequently, a background image has been subtracted from this average image. To enable a quantitative comparison, an average white value has been calculated for the resulting image. Since the bubbles act as light scattering sources, the white value of the resulting image represents a measure for the void fraction. Based on the white value, however, no distinction can be made between the size of the bubbles and the amount of bubbles. The calculated white values have been compared for the various power inputs (Figure 5.5). Figure 5.5 shows that an increase in power input results in a more than proportional increase in the volume of the bubble cloud as determined from the projected area. It is assumed that the majority of bubbles arises from local pressure and temperature fluctuations. At higher powers these fluctuations are more pronounced and accordingly, the bubble cloud volume increases. Microphone measurements have been performed to investigate whether sound attenuation increases with an increase in bubble cloud volume.

In Figure 5.6 the intensity level of the fundamental frequency component is plotted as a function of the electrical power input. Although the sound level increases with
increasing power input, the descending slope indicates that a larger amount of the sound energy is attenuated at high acoustic intensities. This result is in accordance with the visualized bubble clouds. For higher void fractions below the ultrasound horn a larger part of the sound energy is dissipated in undesired side processes.

**Figure 5.5:** Calculated white values as a function of power input at 293 K and 5 bar. The values are normalized against the value at the highest power input.

**Figure 5.6:** Effect of power input on the intensity of the fundamental frequency component as obtained from cavitation noise spectra. The plotted data represent values averaged over three measurements performed at 293 K and 5 bar.
In summary, these measurements have demonstrated that the lower sonochemical efficiency at elevated acoustic intensity predominantly arises from shielding of the acoustic wave. In the following section it will be explored whether an increase in hydrostatic pressure leads to a reduction in shielding and hence, a higher sonochemical reactivity.

5.3.2 Hydrostatic Pressure

Based on the acoustic intensity measurements, no changes in decoupling losses are expected for possible variations in bubble cloud volume due to changes in static pressure. However, hydrostatic pressure could also influence the energy coupling between the horn and the liquid and therefore, the effect of hydrostatic pressure on the acoustic power output has been determined calorimetrically (Figure 5.7). At higher pressures the energy coupling between the horn and the liquid seems more efficient, due to the previously discussed decrease in liquid turbulence. Since the aim of this study is to investigate the effect of hydrostatic pressure on sonochemical efficiency, this improved matching has not been corrected for and all measurements have been performed for an electrical power input of 100 W.

![Figure 5.7: Effect of hydrostatic pressure on the calorimetrically determined acoustic power for an electrical power input of approximately 100 W.](image)
Figure 5.8: Two captured images of visualized bubble clouds at 1 bar (left) and 5 bar (right) at 293 K and 100 W.

Figure 5.8 shows images of visualized bubble clouds at two different static pressures. These images clearly demonstrate that at a higher static pressure the volume of the bubble cloud is reduced. The calculated white values are plotted as a function of hydrostatic pressure in Figure 5.9. Even though more gas dissolves with increasing static pressure, this graph shows that the void fraction decreases. This decrease is in accordance with the results depicted in Figure 5.8 and it supports the hypothesis that shielding effects are impeded at elevated pressure. At a static pressure above 5 bar, an increase in static pressure does not seem to suppress the volume of the bubble cloud any further.

The sound field measured by the microphone provides information about the shielding effect of the bubble cloud. A decrease in intensity level of the fundamental frequency component of the acoustic noise spectra would imply that shielding effects are more pronounced. In Figure 5.10 the intensity level of the fundamental frequency component is plotted as a function of static pressure.
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**Figure 5.9:** Calculated white values as a function of the applied argon pressure at 293 K and 100 W. The values are relative to the value determined at a pressure of 2 bar. The plotted data represent values averaged over two measurements.

**Figure 5.10:** Pressure-dependence of the intensity of the fundamental frequency component at 293 K and 100 W as obtained from cavitation noise spectra. The plotted data represent values averaged over three measurements.
Figure 5.10 clearly demonstrates that the intensity level detected by the microphone increases with an increasing static pressure. At elevated pressure shielding effects are less pronounced and consequently, sound field attenuation is reduced. From the visualization measurements it has been concluded that the beneficial effect of a pressure increase reduces at high static pressures (> 5 bar). Accordingly, the intensity of the fundamental frequency levels off at the same hydrostatic pressure (Figure 5.10). This clearly indicates that the observed effect does not arise from the higher acoustic impedance of the liquid at elevated pressure.

Both the visualization studies and the acoustic attenuation measurements confirm that shielding is suppressed at higher pressures. To investigate whether this contributes to an increase in sonochemical yield at elevated pressure, the liberation of iodine from an aqueous solution of KI has been determined at different static pressures. In Figure 5.11 the increase in the absorbance peak after 4 minutes of sonication is plotted as a function of the applied hydrostatic pressure.

![Figure 5.11](image.png)

**Figure 5.11:** Increase in absorbance ($\lambda = 352$ nm) after 4 minutes of sonication at 293 K and 100 W as a function of the applied argon pressure. These values have been determined from two series of measurements.

The sonochemical reactivity is determined two times for 1 and 8 bar and the difference in outcome again demonstrates the sensitivity of the results towards the experimental procedure. A small deviation in the experimental procedure can already
have a major influence on the observed effects. Consequently, the effect of pressure on sonochemical reactivity has been determined by performing two series of measurements in sequential order of increasing hydrostatic pressure.

For low hydrostatic pressures an increase in static pressure leads to a small increase in absorbance. This effect could arise from two counteracting, pressure-dependent phenomena. First, cavitation dynamic models predict that an increase in pressure implies a decrease in chemical reactivity. At elevated hydrostatic pressure, the gas pressure inside the cavity is higher to prevent it from dissolving. For a similar expansion the decrease in gas pressure upon expansion is larger at elevated pressure and a higher acoustic pressure is required to counteract this decrease. Accordingly, fewer cavities will undergo expansion for a similar acoustic intensity at high pressures and the sonochemical effect will reduce. Secondly, the visualization studies have demonstrated that the volume of the bubble cloud is reduced at elevated pressure. Although this implies that fewer cavitation nuclei are present, it appears that this suppression does not lower the reactivity. The majority of the bubbles present in the bubble cloud is relatively large (enhanced by coalescence effects) and therefore, less efficient towards cavitation.\textsuperscript{25} However, the sound attenuation measurements have shown that these bubbles strongly attenuate the sound field. Due to a reduction in shielding, the sound field is more effective at elevated pressure and radical formation increases. Furthermore, the enhanced energy coupling between horn and liquid, as determined from calorimetric measurements, contributes to this increase in reactivity. Since the liberation of iodine increases only slightly with increasing pressure, the decrease in reactivity predicted from the cavitation dynamics model seems to partially counteract these effects. At pressures above 5 bar, a further increase in static pressure does not have an additional advantage with regard to shielding effects. Accordingly, the effect resulting from the less efficient cavitation dynamics prevails and the sonochemical reaction rate decreases substantially.

### 5.4 Conclusions

This study has confirmed that the low sonochemical efficiency at elevated acoustic intensities can be attributed to shielding of the acoustic wave. An increasing power input results in a more than proportional increase in the volume of the bubble cloud, leading to a less efficient sound field. Conversely, calorimetric measurements have demonstrated that for this system the energy coupling between the transducer and the medium is only slightly affected by the void fraction. Due to shielding, a large amount
of the supplied energy is wasted and experimentally determined reaction rates for the oxidation of potassium iodide increase relatively little for a more intense sound field. Visualization studies and sound attenuation measurements have verified that shielding effects can be reduced by increasing hydrostatic pressure. Together with the enhanced energy coupling, the reduction in shielding leads to an increase in yield for the oxidation of potassium iodide with increasing hydrostatic pressure. On the contrary, the corresponding cavitation dynamics are less efficient at elevated pressure. Above a certain threshold pressure, the latter effect prevails and the reaction rate decreases substantially.

References

Inhibition of Non-Linear Acoustic Cavitation Dynamics in Liquid CO$_2$

Abstract

Ultrasound-induced cavitation dynamics in liquid carbon dioxide (CO$_2$) have been studied using a comprehensible single-cavity dynamics model. First, numerical simulations are presented for an argon cavity in water to assist in the interpretation of the results for CO$_2$. For aqueous systems, inertia effects and force accumulation lead to a non-linear radial motion, resulting in an almost adiabatic compression of the cavity interior. The simulations for liquid CO$_2$ suggest that transport limitations impede non-linear cavitation dynamics and the corresponding temperature rise. Consequently, in liquid CO$_2$, the ultrasound-induced formation of radicals appears improbable.

6.1 Introduction

Irradiation of a liquid with high-intensity ultrasound is known to enhance or alter a wide variety of chemical reactions.\textsuperscript{1,2} It has been reported that ultrasound successfully increases conversion, changes reaction pathways, initiates reactions, and accelerates mixing.\textsuperscript{3} These physical and chemical effects of ultrasound predominantly arise from acoustic cavitation. Acoustic cavitation is the growth and subsequent contraction of a cavity in a liquid induced by pressure variations from a sound wave. During the contraction of the cavity, its contents can be almost adiabatically heated, leading to hot-spots in the liquid in which temperatures of \(~5000\) K and pressures of several hundreds of bars can be reached.\textsuperscript{1} These conditions enable demanding (sono)chemistry, while the macroscopically observable properties of the system remain unchanged.

Research in sonochemistry has evolved over the last decades. Up to now the focus has been on aqueous systems, e.g. for waste water treatment purposes.\textsuperscript{4} In this work, acoustic cavitation in liquid CO\textsubscript{2} is investigated. In addition to its chemical inertness, CO\textsubscript{2} has a relatively high gas solubility.\textsuperscript{5} This implies an increase in the number of cavitation nuclei and hence, in the number of hot-spots. Furthermore, the physicochemical properties of CO\textsubscript{2} are relatively easily tuneable with small variations in pressure and temperature. In view of these inherent advantages, Kuijpers et al. experimentally investigated acoustic cavitation in liquid CO\textsubscript{2}.\textsuperscript{6} Since then, several other experimental studies of acoustic cavitation in high-pressure CO\textsubscript{2} have been conducted, in which ultrasound enhanced mass transfer.\textsuperscript{7,8} To our knowledge, however, cavitation-induced radicalization has not unambiguously been demonstrated in these types of systems. Accordingly, preliminary experiments have been performed in a high-pressure ultrasound reactor to study the radicalization of methane in liquid CO\textsubscript{2}. Although the experimental conditions have been varied extensively, dissociation of methane could not be confirmed by GC-analysis of the reaction mixture. It is unclear whether this indicates milder hot-spot conditions in liquid CO\textsubscript{2} compared to aqueous systems. Numerical modeling studies, in which the governing processes are captured, can reveal whether ‘soft’ cavitation is inherent for liquid CO\textsubscript{2}. Several models have been proposed in literature to describe cavitation dynamics.\textsuperscript{9,10,11} Starting from these models, a comprehensible single-cavity dynamics model has been developed and applied to study acoustic cavitation in liquid CO\textsubscript{2}. 
6.2 Cavity Dynamics Model

The single-cavity dynamics model has been discussed in detail in chapter 2. The following section provides an overview of the governing equations, which are considered indispensable for the interpretation of the numerical simulations presented in this chapter.

6.2.1 Governing Equations

In the model the cavity and its surrounding liquid are assumed spatially uniform, except for thin boundary layers in which pressure and temperature vary as a function of the radial distance $r$ (Figure 6.1).

![Figure 6.1: Schematic representation of pressure and temperature profiles for the collapse phase. The dotted lines denote boundary layers.](image)

The cavity is set into radial motion by the sum of the forces acting on the cavity wall, i.e. $P_l-P_{\infty}$. The pressure at the interface, $P_i$, and the pressure infinitely far from the cavity, $P_{\infty}$, can be calculated using:

\[ P_i = P_b - \frac{2\sigma}{R} - 4\mu\frac{\dot{R}}{R} \]  
\[ P_{\infty} = P_h - P_a \sin(2\pi ft) \]
The relation between these forces and the radial dynamics are modeled using the Keller-Miksis equation, which also takes into account the effect of sound radiation and liquid compressibility:

$$\rho_l \left(1 - \frac{R}{C}\right) R \dot{R} + \frac{3}{2} \rho_l \left(1 - \frac{R}{3C}\right) R^2 = \left(1 + \frac{R}{C}\right) \left(P_b - P_a + P_a \sin(2\pi ft)\right) + \frac{R}{C} \dot{P}_b - \frac{2\sigma}{R} - 4\mu \frac{R}{R}$$  \( (3) \)

The cavity interior is filled with both non-condensable gas and vapor and it evolves continuously during cavity motion. For the flux of gas molecules it is assumed that the transport rate is determined by diffusion in a thin stagnant liquid film surrounding the cavity. Using the Maxwell-Stefan diffusion model the following expression emerges:

$$\dot{N}_g = 4\pi R^2 \frac{D_g}{\delta_g} \frac{C_s - C_i}{\left(C_i - \left(C_s + C_i / 2\right)\right)}$$  \( (4) \)

The gas concentrations are calculated from Henry’s law and the corresponding partial gas pressures. In the description for the vapor flux non-equilibrium phase transition across the interface as well as diffusion inside the cavity are taken into account by means of a continuity equation:

$$\dot{N}_v = 4\pi R^2 \frac{\alpha_{st}}{M_v} \left[\frac{P_{vi}}{\sqrt{T_{vi}}} - \frac{P_{vi}}{\sqrt{T_i}}\right] = 4\pi R^2 \frac{D_b}{\delta_m} \frac{C_i \left(P_b - \left(P_{bi} + P_i / 2\right)\right)}{\left(P_{bi} + P_i / 2\right)}$$  \( (5) \)

The first expression corresponds to non-equilibrium evaporation and condensation and it has been derived from the Hertz-Knudsen-Langmuir equation. Similar to the description for gas diffusion, the Maxwell-Stefan model has been applied to describe the rate of vapor diffusion. The temperatures inside the cavity, at the interface and in the liquid boundary layer are calculated with an energy balance:

$$\dot{Q} - \frac{d}{dt} \left(P_v V\right) = -h_s \dot{N}_v - h_g \dot{N}_g + \frac{d}{dt} \left(N_v C_{pv} T + N_s C_{ps} T\right)$$  \( (6) \)

It is assumed that heat conduction is the prevailing mechanism for heat transfer and that a temperature jump exists at the interface. Taking these effects and phase transition into account, the following continuity equation for the energy fluxes across the interface arises:
\[ 4\pi R^2 \kappa_i \frac{T_i - T_v}{\delta_l} = 4\pi R^2 \kappa_b \frac{T_b - T_v}{\delta_b} + \dot{N}_\varepsilon \Delta H_{\text{vap}} + (\dot{N}_e C_{pv} + \dot{N}_g C_{pg})(T_i - T_v) \quad (7) \]

The assumptions used for calculating and estimating the initial conditions for these equations are similar to those reported in chapter 2.

### 6.2.2 Physical Parameters

Similar values and correlations for the properties of water and argon are used as those described in chapter 2. For liquefied CO\(_2\), the properties \(\rho_l, \mu, C, C_{pt}, P_{\text{vsi}},\) and \(\kappa_l\) are obtained from [19]. The argon diffusion coefficient in CO\(_2\), \(D_l\), is estimated from tracer diffusivity data and it is set to 2.10\(^{-8}\) m\(^2\)/s.\(^{20}\) Temperature-dependent correlations for the interface properties \(\Delta H_{\text{vap}}, \sigma, \) and \(P_{\text{vsi}}\) are taken from [21]. The Van der Waals constants and the Lennard-Jones parameters of CO\(_2\) are obtained from [22] and [23], respectively. The temperature-dependent expressions for the thermal conductivity and heat capacity of CO\(_2\) vapor are acquired from [21]. The gas concentrations are calculated from vapor-liquid equilibrium data, assuming a constant total molar concentration equal to the molar concentration of CO\(_2\).\(^{24}\) The saturation concentration of argon at a given hydrostatic pressure is determined using reported bubble-point pressures. For the interface concentration, a second-order polynomial is derived from the presented data, which describes the partial argon pressure as a function of liquid composition.

### 6.3 Results and Discussion

First, the model is applied to describe cavitation in water saturated with argon to assist in the interpretation of the results obtained for liquid CO\(_2\). Unless stated otherwise, the following base case conditions have been applied for these systems: \(R_0 = 10\ \mu\text{m}, f = 20\ \text{kHz}, \alpha_M = 0.4,\) and \(\alpha_e = 0.6.\(^{9,25,26}\)

#### 6.3.1 Cavitation in aqueous systems

The cavity is set into radial motion by the forces acting on its wall. The driving force for motion is the sum of all these forces, i.e. \(P_l - P_\varepsilon\). At the onset of the rarefaction phase, the acoustic pressure of the applied sound field causes the driving force to exceed zero, resulting in an expansion of the cavity (Figure 6.2).
When the driving force equals zero (Figure 6.2a, point A) the cavity wall stops accelerating and a point of inflection is observed in the radius-time curve (Point B). Although after this point $P_l - P_{\infty}$ turns negative, cavity expansion continues for several
microseconds due to inertia effects, until a maximum radius is observed (Point C). Hereafter, the negative value of $P - P_\infty$ causes compression of the cavity. The driving force has accumulated from A to C. In addition, gas diffusion into and out of the cavity is relatively slow as compared to the cavity dynamics. Consequently, the pressure inside the large cavity has decreased significantly at C, resulting in a high driving force for compression compared to the driving force observed during expansion. Due to the increase in driving force from A to C and the low internal pressure, the cavity is set into a non-linear motion and the collapse is relatively fast compared to the expansion. The sharp increase in $P - P_\infty$ marks the collapse of the cavity. Subsequently, the cavity oscillates several times until the rarefaction phase of the acoustic field sets in again and a new cavitation cycle starts. During this after-bounce, the motion of the cavity roughly approaches the resonance or Minnaert frequency.\(^{27}\) Note that the implosion of the cavity can occur before that the applied sound field turns compressive. For higher acoustic pressures, point A moves to the right and liquid inertia effects become more pronounced. Consequently, the onset of collapse is delayed and the implosion can occur during the compression cycle of the sound wave (Figure 6.2b).

In the preceding analysis, the effect of vapor transport on process dynamics has been omitted in the discussion. However, during expansion the vapor pressure inside the cavity decreases below its saturation value and consequently, molecules evaporate from the liquid into the cavity. Conversely, during compression the vapor pressure exceeds its saturation value and hence, condensation will occur at the cavity wall. The importance of vapor transport is demonstrated by numerical simulations for two hypothetical cases: no vapor pressure ($P_v = 0$), and thermodynamic equilibrium ($P_v = P_\infty$). In addition, more physically realistic simulations have been carried out in which mass transfer limitations are incorporated using the vapor transport continuity equation across the interface as discussed in the previous section (non-equilibrium). The results are depicted in Figure 6.3. It should be emphasized that for all three simulations the full numerical model has been applied, except for the changes in vapor transport description (Eq. (5)).

First of all, Figure 6.3a shows that the presence of vapor in the cavity results in an expansion to a larger maximum radius. This is due to the additional interior pressure force. During expansion, the evolution of the radius in time is almost similar for the hypothetical case $P_v = P_{\infty}^{\text{art}}$ and the non-equilibrium simulation. Furthermore, the cavity expands isothermally (Figure 6.3b). These observations indicate that the expansion occurs at conditions relatively close to thermodynamic equilibrium.
Upon collapse the process dynamics are fast with respect to mass and heat transfer leading to an almost adiabatic compression of the cavity interior, resulting in a sharp local temperature increase. The obtained temperature is predominantly determined by the cavity contents and the corresponding specific heat capacity. For the hypothetical
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case that the cavity is solely filled with argon, \( P_v = 0 \), the number of molecules present upon collapse and the heat capacity are relatively low, which leads to the most efficient heating. Since water vapor has a higher heat capacity compared to argon, and due to the additional number of vapor molecules in the cavity, the adiabatic compression is less efficient for the hypothetical case \( P_v = P_{v,sat} \) and a smaller temperature increase is predicted. During the collapse, diffusion and condensation of water vapor is relatively slow and vapor is trapped in the cavity interior. Consequently, the effect as observed for the hypothetical case \( P_v = P_{v,sat} \) is reinforced in the non-equilibrium situation and the temperature increase is at its lowest.

6.3.2 Cavitation in Liquid Carbon Dioxide

The distinct physicochemical properties of liquid CO₂ may influence the cavitation dynamics to a large extent (Table I). The effect of the elevated vapor pressure is considered to be most pronounced. In contrast to aqueous systems, the relative contribution of the vapor pressure to the driving force is large for liquid CO₂ and a deviation in its value may have a pronounced effect on cavitation dynamics. For instance, due to vapor transport limitations during compression, the vapor pressure can exceed its saturation value causing cushioning of the collapse and ‘softer’ cavitation.

<table>
<thead>
<tr>
<th>Property</th>
<th>Water ( (293 \text{ K}, 10^5 \text{ N/m}^2) )</th>
<th>CO₂ ( (288 \text{ K}, 52\cdot10^4) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho ) (kg·m(^{-3}))</td>
<td>998</td>
<td>825</td>
</tr>
<tr>
<td>( \mu ) (Pa·s)</td>
<td>( 1\cdot10^{-3} )</td>
<td>( 7\cdot10^{-5} )</td>
</tr>
<tr>
<td>( C ) (m·s(^{-1}))</td>
<td>1483</td>
<td>394</td>
</tr>
<tr>
<td>( P_{v,s} ) (N·m(^{-2}))</td>
<td>( 2\cdot10^{3} )</td>
<td>( 51\cdot10^{5} )</td>
</tr>
<tr>
<td>( \sigma ) (N·m(^{-1}))</td>
<td>( 72\cdot10^{-3} )</td>
<td>( 2\cdot10^3 )</td>
</tr>
</tbody>
</table>

\(*a) saturation values\)

Table I: Relevant physicochemical properties of water and liquid CO₂\(^{19,22}\)

The numerical simulations demonstrate that acoustic cavitation in liquid CO₂ is hindered for conditions similar to those which induce non-linearity in water (Figure 6.4). The cavity radius hardly increases and consequently, no sharp temperature increase is observed.
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Figure 6.4: Normalized radius-time curve and interior temperature for a cavity in liquid CO₂ saturated with argon ($P_h = 52 \cdot 10^5 \text{ N/m}^2, T_i = 288 \text{ K}, P_s = 1.2 \cdot 10^5 \text{ N/m}^2$).

Figure 6.5: Total pressure force ($P_t - P_{\text{inf}}$), acoustic pressure, and saturated vapor pressure minus cavity vapor pressure ($P_{\text{VS}} - P_v$) for a cavity in liquid CO₂ saturated with argon ($P_h = 52 \cdot 10^5 \text{ N/m}^2, T_i = 288 \text{ K}, P_s = 1.2 \cdot 10^5 \text{ N/m}^2$).
At the beginning of the rarefaction phase, the negative acoustic pressure induces a driving force for radial motion, i.e. \( P_r - P_\infty > 0 \), leading to cavity expansion (Figure 6.5). This increase in cavity radius is accompanied by a sharp decrease in interior vapor pressure and hence, an increase in \( P_{\text{in}} - P_\infty \). Due to the substantial contribution of the vapor pressure to the cavity interior pressure, a small deviation in this pressure strongly affects the driving force and the cavitation dynamics. The reduction in pressure slows down the cavity, which impedes inertia effects. As a result, acceleration of the cavity wall and an increase of the interior temperature are not observed.

In contrast to cavity expansion in aqueous systems, these results suggest that vapor transport limitations considerably affect cavity growth in liquid CO\(_2\). To investigate the exact cause of the decrease in interior vapor pressure, numerical simulations have been performed for two hypothetical cases: absence of vapor transport limitations \( (P_v = P_{\text{in}}) \) and absence of heat transport limitations \( (T = T_i) \). In practice, this implies that for the respective simulations the vapor transport coefficients, \( \alpha_\text{m} \) and \( D_\nu \), and the heat transport coefficients, \( \kappa_\text{m} \) and \( \kappa_\nu \), are increased by a factor of \( 10^5 \). The results for the two hypothetical cases are depicted in Figure 6.6. Even in the limiting case that vapor transport limitations are absent, the vapor pressure inside the cavity decreases significantly (Figure 6.6, \( P_v \) AVL). This suggests that the inhibition of cavity growth does not solely arise from vapor transport limitations. Due to the high vapor pressure of CO\(_2\), a high flux of vapor molecules is required to maintain dynamic equilibrium during expansion, and a large amount of energy has to be supplied to facilitate the corresponding phase transition of the CO\(_2\) molecules. Because the transfer of energy from the liquid is slow compared to the cavity dynamics, the temperature at the interface decreases (Figure 6.6, \( T_i \) AVL). The strong temperature-dependency of the saturated vapor pressure of liquid CO\(_2\) forces the vapor pressure at the interface to decrease well below its saturation value at the bulk liquid conditions. As a result, the driving force for vapor transport diminishes (Eq.(5)) and the cavity interior pressure decreases.

To check the effect of heat transfer limitations, simulations have been performed in which the heat transfer coefficients are increased by a factor of \( 10^5 \). Even though the interface temperature remains constant, the interior vapor pressure decreases due to vapor transport limitations (Figure 6.6, \( T_i \) AHL and \( P_v \) AHL). This suggests that both heat and vapor transport impede non-linear cavitation dynamics in liquid CO\(_2\). The decrease in vapor pressure is less pronounced compared to the hypothetical case \( P_v = P_{\text{in}} \) and this indicates that the effect of heat transport limitations is most significant.
Numerical simulations have shown that the effects encountered at low acoustic pressure are reinforced at higher driving pressures.

![Figure 6.6: Evolution of vapor pressure and liquid interface temperature for a cavity in liquid CO\textsubscript{2} saturated with argon in the absence of vapor transport limitations (AVL) and in the absence of heat transport limitations (AHL) \((P_h = 52 \times 10^5 \text{ N/m}^2, T_i = 288 \text{ K}, P_a = 1.2 \times 10^5 \text{ N/m}^2)\).](image)

The lower surface tension of liquid CO\textsubscript{2} stabilizes smaller cavities against dissolution. For smaller cavities the volume to surface area ratio decreases, which implies that the effect of vapor and heat transport limitations will be less pronounced. To investigate if this results in non-linear motion, numerical simulations have been performed for various initial radii and acoustic pressures (Figure 6.7). These results demonstrate that for a smaller initial radius the cavity expands to a larger normalized radius. The rate of expansion is sufficient to induce inertia effects, which delay cavity compression. The involved driving force is largely counteracted by the decrease in vapor pressure and as a result, the cavity wall is not accelerated and non-linearity is not observed. The effects associated with the expansion phase also hold for the compression phase. Vapor and heat transport limitations slow down cavity contraction. It seems plausible to assume that these effects will be reinforced during non-linear cavitation dynamics.
Figure 6.7: Effect of initial radius (µm) and acoustic pressure (10^5 N/m^2) on predicted normalized radius-time curve for a cavity in liquid CO_2 saturated with argon (P_h = 52 10^5 N/m^2, T_l = 288 K).

In conclusion, the presented simulations indicate that transport limitations oppose non-linear radial motion in liquid CO_2. Although quantitative model predictions are complicated by the strong dependence of the physicochemical properties of CO_2 on temperature and pressure, the presented model qualitatively captures cavity dynamics in liquid CO_2.

6.4 Conclusions

In this work, a single-cavity dynamics model has been applied to study the governing processes of acoustic cavitation in liquid CO_2. To aid interpretation of simulation results for cavity dynamics in liquefied CO_2, the model has first been used to describe cavitation in water at ambient conditions. The simulations show that in water inertia effects and force accumulation can lead to a non-linear radial motion of the cavity. Especially during the collapse radial motion can be relatively fast compared to heat and mass transfer, resulting in an almost adiabatic compression of the cavity interior manifested by a sharp local pressure and temperature increase. Due to relatively slow vapor transport, water vapor is trapped in the cavity interior during collapse, leading to a lower temperature rise.
Numerical simulations have shown that cavitation in liquid CO$_2$ is impeded by mass and heat transport limitations. The transport limitations can already influence radial motion during the expansion phase, where the increase of volume is accompanied by a significant decrease of the pressure inside the cavity. This decrease in pressure slows down the expansion of the cavity. As a result, inertia effects and force accumulation become less pronounced and non-linear motion is not observed. Simulations have indicated that the pressure decrease arises from heat transfer limitations rather than from mass transfer limitations. Heat transfer limitations allow a temperature decrease of the cavity wall, which corresponds to a decrease in vapor pressure.

### Nomenclature

- $C$: speed of sound in the liquid [m/s]
- $C_i$: gas interface concentration [mol/m$^3$]
- $C_l$: molar liquid concentration [mol/m$^3$]
- $C_{pg}$: specific heat capacity gas [J/mol K]
- $C_{pv}$: specific heat capacity vapor [J/mol K]
- $C_s$: gas saturation concentration [mol/m$^3$]
- $C_t$: total molar concentration [mol/m$^3$]
- $D_b$: vapor diffusion coefficient [m$^2$/s]
- $D_l$: gas-liquid diffusion coefficient [m$^2$/s]
- $f$: ultrasonic frequency [Hz]
- $h_g$: enthalpy per gas molecule [J]
- $h_v$: enthalpy per vapor molecule [J]
- $\Delta H_{vap}$: enthalpy of vaporization and condensation [J/mol]
- $M_v$: molar mass vapor [kg/mol]
- $N_g$: amount of gas [mol]
- $\dot{N}_g$: gas flux [mol/s]
- $N_v$: amount of vapor [mol]
- $\dot{N}_v$: vapor flux [mol/s]
- $P_a$: maximum acoustic pressure [Pa]
- $P_i$: cavity interior pressure [Pa]
- $P_g$: partial gas pressure [Pa]
- $P_{gs}$: saturated gas pressure [Pa]
- $P_h$: hydrostatic pressure [Pa]
- $P_i$: pressure at the interface [Pa]
- $P_v$: partial vapor pressure [Pa]
- $P_{vi}$: vapor pressure at the interface [Pa]
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\[ P_{sv} \] saturated vapor pressure at infinity [Pa]
\[ P_{svi} \] saturated vapor pressure at the interface [Pa]
\[ P_\infty \] pressure infinitely far from the cavity [Pa]
\[ \dot{Q} \] heat transfer [J/s]
\[ R \] cavity radius [m]
\[ \dot{R} \] time derivative of the cavity radius [m/s]
\[ \ddot{R} \] second time derivative of the cavity radius [m/s²]
\[ R_\Phi \] universal gas constant [J/mol K]
\[ R_0 \] initial radius [m]
\[ t \] time [s]
\[ T \] temperature cavity interior [K]
\[ T_i \] cavity temperature at the interface [K]
\[ T_b \] bulk liquid temperature [K]
\[ T_{li} \] liquid temperature at the interface [K]
\[ V \] cavity volume [m³]

Greek symbols
\[ \alpha_e \] thermal accommodation coefficient [-]
\[ \alpha_m \] mass accommodation coefficient [-]
\[ \delta_b \] thermal boundary layer cavity interior [m]
\[ \delta_g \] gas diffusion boundary layer liquid [m]
\[ \delta_l \] thermal boundary layer liquid [m]
\[ \delta_m \] vapor diffusion boundary layer cavity interior [m]
\[ \kappa_b \] thermal conductivity cavity interior [W/m K]
\[ \kappa_l \] thermal conductivity liquid [W/m K]
\[ \mu \] dynamic viscosity [Pa s]
\[ \rho_l \] liquid density [kg/m³]
\[ \sigma \] surface tension [N/m]
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Sound-Driven High-Frequency Phase Transitions in Pressurized CO$_2$

Abstract

For a near-critical mixture of carbon dioxide and argon, it has been demonstrated that ultrasound irradiation leads to an extremely fast phase separation, in which the system enters and leaves the two-phase region with the frequency of the imposed sound field. This phase transition can propagate with the speed of sound, but can also be located at fixed positions in the case of a standing sound wave. Sonication of a vapor-liquid interface creates a fine dispersion of liquid and vapor, irrespective whether the ultrasound horn is placed in the liquid or the vapor phase. In the absence of an interface, sonication of the liquid leads to ejection of a macroscopic vapor phase from the ultrasound horn with a velocity of several meters per second in the direction of wave propagation. The findings reported here provide a non-invasive means for enhancing mass and heat transfer in high-pressure fluids, for which the desired effect can be tuned by variations in pressure and temperature.
7.1 Introduction

High-pressure carbon dioxide (CO$_2$) is generally regarded as an environmentally benign alternative for organic solvents.$^1$ To manipulate the hydrodynamic behavior of high-pressure fluids non-invasive methods are preferred, for which ultrasound irradiation provides a powerful tool.$^2$ Ultrasound irradiation has mainly been studied for ordinary liquids, i.e. water and organic solvents at ambient conditions. In these systems most of the observed effects derive from acoustic cavitation, which is the growth and subsequent collapse of microscopic cavities.$^3$ Only a few studies have been reported on the sonication of high-pressure fluids.$^2,6,7$ For the sonication of a mixture of CO$_2$ and argon it is demonstrated that acoustic cavitation is irrelevant and phenomena appear that are absent in ordinary liquids. Similar to the physicochemical properties of this high-pressure fluid, the extent and time scales of the observed processes strongly depend on the position in the phase diagram (Figure 7.1).

Figure 7.1: Phase diagram for the binary system CO$_2$-argon showing the composition of co-existing phases at 288 K.$^8,9$ The region above the bubble-point curve corresponds to a single-phase liquid state, whereas below the dew-point curve the system exists as a single-phase vapor. Mixtures with a composition located within the phase envelope will phase split into a liquid and a vapor. The dew- and bubble point curve intersect at the critical point (CP). Above the critical point the distinction between vapor and liquid disappears and the fluid is in a supercritical state.
7.2 Experimental Section

High-intensity ultrasound with a frequency of 20 kHz was produced using a Sonics and Materials VC750 ultrasonic generator. The piezoelectric transducer was coupled to the fluid with a 13 mm diameter full wave titanium alloy horn. The horn was inserted at the top of the reactor and positioned such that the tip of the horn was visible from the viewing area (Figure 7.2). The reactor was equipped with two sapphire windows (diameter ~ 30 mm) and had a volume of approximately 40 mL. To control temperature the reactor was immersed in a reservoir containing cooling liquid and the temperature of this liquid was controlled using cooling coils, which were connected to an external thermostat. The reactor was removed from the reservoir for the experiments in which the reactor was turned upside down or at an angle. High-speed images were recorded with a CCD camera (Photron Ltd., Ultima APX-RS or Redlake Inc., MotionPro X4) and magnifying optics, such as zoom lenses and a long-distance microscope. The contents of the reactor were visualized by background illumination using a slide projector.

![Diagram of experimental setup](image)

**Figure 7.2:** Experimental set-up for high-speed imaging experiments.
First, the temperature of the cooling liquid in the reservoir was controlled by adjusting the temperature of the external thermostat. The reactor was flushed several times with gaseous CO₂ (grade 4.5, Linde Gas B.V.) to remove any air present and filled with liquid CO₂ using a syringe pump (Teledyne Isco Inc., LC-5000). Subsequently, the hydrostatic pressure was set to the desired value by applying an argon head pressure (grade 5.0, Linde Gas B.V.). After thermal and pressure equilibration, ultrasound was applied to the fluid and high-speed images were recorded. Since the mixture turned turbid almost instantaneously, images were captured during the first seconds of sonication.

7.3 Results and Discussion

In the vicinity of the critical point (CP in Figure 7.1) local phase separation has been observed during each consecutive acoustic cycle, which implies that the system enters and leaves the two-phase region with a frequency equal to the frequency of the imposed sound field (Figure 7.3A). Experiments confirmed that this process exclusively arises in the vicinity of the critical point, which can be shifted for the binary mixture by changing temperature. The extremely fast dynamics of phase separation can be attributed to the unique physicochemical properties around the critical point, where some of the thermodynamic and transport properties approach either zero or infinity.¹⁰ In particular, the heat of evaporation and the surface tension approach zero and hence, the change in Gibbs free energy required for phase separation is minute. The location of phase separation is determined by the spatial distribution of the sound field. For a traveling sound wave phase separation arises directly below the ultrasound horn and propagates in the direction of the wave with a velocity comparable to the speed of sound (~ 500 m/s), indicating that phase change occurs instantaneously in the negative pressure region of the sound wave. Propagation with the speed of sound suggests a strong resemblance with the well-studied piston effect in near-critical fluids, which refers to thermally-induced acoustic waves responsible for enhanced thermalization.¹¹,¹² In contrast to the piston-effect, the ultrasound process allows for direct manipulation of the time scale and the extent of phase separation by means of the frequency and acoustic pressure. The tuneability is also manifested by the possibility to induce phase separation at fixed positions in the sound field, i.e. at the pressure antinodes of a standing wave (Figure 7.3B).
By lowering the hydrostatic pressure the mixture leaves the single-phase supercritical state, allowing the stable coexistence of a liquid and vapor phase. Sonication of the interface between liquid and vapor results in a vigorous interfacial disruption, leading to a dispersion of liquid and vapor (Figure 7.4A). Similar interfacial disruptions have been observed irrespective of liquid height and orientation and location of the ultrasound source (Figure 7.4B). Due to a difference in acoustic impedance of vapor and liquid, the sound energy density varies across the interface. This difference induces a Langevin radiation force directed towards the phase with the lowest acoustic energy density, i.e. the liquid. The periodicity of the darker regions in the vapor phase in Figure 7.4B reveals that a standing wave pattern can arise, thereby reinforcing the difference in acoustic energy density across the interface.

The interfacial process differs from interface disturbances observed in ambient systems with respect to the extent of turbidity, the possibility to induce interfacial disruption by sonicating the vapor phase, and the interface wavelength. The difference in interfacial response is attributed to the low surface tension, high vapor density and low liquid density of this high-pressure fluid.
Figure 7.4: A sequence of high-speed images showing the ultrasound-induced disruption of the vapor-liquid interface, in which the first image corresponds to the start of sonication. Ultrasound with a frequency of 20 kHz and a power input of 15 W was provided (A) from the top at 288 K and 52.5 bar and (B) from the bottom at 295 K and 57.5 bar. The darker regions in the vapor phase apparent from figure B imply the formation of a standing wave.

Studies on low-frequency mechanical agitation of near-critical CO$_2$ have confirmed the special role of surface tension and density in the dynamics of the interfacial response.\textsuperscript{14-16} In Figure 7.4 the observed interface wavelength is in the order of one centimeter, a value approximately three orders of magnitude larger as compared to sonication in ambient systems. For ambient systems ultrasound irradiation leads to Faraday excitation, which is characterized by waves of a few micrometers only.\textsuperscript{17} Magnified images of the interface reveal that waves of a few micrometers are superimposed on the waves shown in Figure 7.4. This superposition would explain the strong correlation between predictions based on the Faraday instability and the droplet size as measured in the ultrasound-assisted emulsification of near-critical CO$_2$ – water mixtures.\textsuperscript{18}

When the liquid-vapor interface is located outside the reactor, interface disruption is irrelevant and the repeated formation and high-velocity detachment of a macroscopic vapor phase becomes visible upon sonication of the liquid (Figure 7.5). Typically, formation and detachment occur during a number of acoustic cycles (~ 10 - 500). Such a formation of a vapor phase (~ millimeters) is generally not observed for ambient systems, where sonication results in a cloud of oscillating cavities (~ micrometers).\textsuperscript{20,21}
Figure 7.5: A series of high-speed images showing the detachment of a macroscopic vapor phase. The vapor-liquid interface is located outside the reactor (288 K and 52.5 bar) and sonication results in the formation of an interface at the tip of the horn. Upon sonication the vapor phase expands and detaches with a velocity of 1.5 m/s at a power input of 15 W. The vapor phase appears dark against the bright background, which can be ascribed to surface waves arising from the interaction with the sound field.

The negative pressure from the sound wave causes the vapor phase to form and to expand until at a critical radius necking occurs. In the final stage of necking the vapor phase accelerates and detaches with a velocity of several meters per second. The observed acceleration is faster for increasing acoustic pressure. In Figure 7.5 acceleration is directed against the field of gravity. Experiments in which the reactor was placed at various angles with respect to gravity confirmed that detachment always occurs in the direction of the sound field. The formation and acceleration of a vapor phase were not observed when the horn was replaced by a heating rod with similar geometry and power dissipation, indicating that the forces deriving from the sound field are crucial for the high-velocity detachment process. It is well known that dispersed particles in a traveling sound wave experience an acoustic radiation force in the direction of wave propagation. As the size of the vapor phase and the wavelength of the sound field are of the same order of magnitude, the acoustic pressure gradient across the vapor phase gives rise to an additional force. The total force calculated for the detaching vapor phase is in good agreement with the acceleration estimated from the images depicted in Figure 7.5. In these fluids drag and buoyancy forces are less pronounced due to the relatively low dynamic viscosity and small density difference between vapor and liquid, respectively.

By means of comparison, ultrasound irradiation of a mixture of sulphur hexafluoride and argon resulted in similar phenomena, demonstrating the generality of the observed phenomena with respect to the sonication of high-pressure fluids. In contrast to ordinary
liquids, the practical implications of ultrasound irradiation for high-pressure fluids do not derive from acoustic cavitation. The observed ultra-fast phase separation and vigorous interfacial response provide a tuneable and non-invasive means for enhancing mass and heat transfer in high-pressure fluids, without undesired effects originating from radical formation. These implications are of interest for high-pressure liquid/liquid biphasic systems, gas-expanded solvents, and high-pressure reaction and extraction media.

7.4 Conclusions

This work demonstrates that ultrasound irradiation of carbon dioxide leads to extraordinary phenomena that do not appear in water and organic solvents, allowing a substantial improvement of mass and heat transfer in high-pressure fluids. In the vicinity of the critical point sonication creates an extremely fast and local phase separation, which propagates through the mixture with a velocity equal to the speed of sound. Ultrasound irradiation of a vapor-liquid interface induces turbulent mixing of vapor and liquid, whereas in the absence of an interface a vapor phase is formed and ejected from the ultrasound source with a velocity of several meters per second. Similar phenomena have been observed for the sonication of pressurized sulphur hexafluoride, thereby demonstrating that these processes can be extended to other high-pressure fluids.
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Sensible Sonochemistry

Abstract

This final chapter reviews some important aspects concerning the application of ultrasound to chemical processes, including a comparison to alternative radical sources and a discussion on energy efficiency. Additionally, the potential of ionic liquids and compressed CO₂ as a solvent alternative is addressed. The results presented in the preceding chapters on ultrasound and compressed CO₂ are discussed in view of analogous studies reported in literature. Finally, some concluding remarks with respect to the work presented in this thesis and sonochemistry in general are presented.
8.1 Introduction

The work described in this thesis can be subdivided into two main topics: (I) extensive study on physical, chemical, and macroscopic effects in sonochemistry and (II) the potential of ultrasound irradiation in compressed CO₂. This final chapter aims to address some points of attention, which should be considered sensibly before deciding whether or not and how to apply ultrasound (Figure 8.1). First, the utilization of ultrasound as an alternative method to induce chemical reactions and the benefits and drawbacks of ultrasound initiation compared to alternative sources of radicals are dealt with in section 8.2. Section 8.3 focuses on the ultrasonic acceleration of chemical reactions that also proceed in the absence of ultrasound. One of the major future challenges is the low energy efficiency, for which the use of alternative solvents could provide significant improvements (section 8.4). Section 8.5 discusses the apparent contradiction between the results presented in this thesis and previous work on acoustic cavitation in pressurized CO₂.

![Sensible Sonochemistry Diagram]

**Figure 8.1:** Schematic overview of the points addressed in this chapter. The number between parentheses refers to the section in which the subject is discussed.
8.2 Ultrasound-Induced Chemistry

Throughout this thesis some examples of ultrasound-induced chemistry have been dealt with: polymerization of acrylics in aqueous solution, halogenation of alkanes and oxidation of non-volatile solutes in aqueous solution. These examples have demonstrated that ultrasound can be used quite effectively for inducing radical reactions. In particular, significant yields have been accomplished for the aqueous polymerization of methacrylic acid and the chlorination of methane. Additionally, ultrasound is known to initiate non-radical reactions in non-aqueous systems; however, the exact mechanism is often not understood. The high pressures and temperatures attained upon cavitational collapse can also radicalize and induce reactions between relatively inert molecules, such as the fixation of nitrogen to form ammonia and the carbon-carbon bond formation from methane. These reactions suffer from a low yield and selectivity, which is mainly due to the low radical production rate and the wide variety of radicals produced. For example, based on experiments presented in chapter 3, ethane yields have been estimated in the order of 0.2% for the sonication of water saturated with a mixture of methane and argon. If ultrasound irradiation leads to a change in reaction pathway, i.e. sonochemical switching, sonochemistry can be considered as an enabling technology for the production of, e.g. specialty chemicals.

8.2.1 Sources of Radicals

Ultrasound-induced radicalization involves the thermal, homolytic dissociation of molecules present inside or close to the collapsing cavity. The benefits and drawbacks of ultrasonic initiation compared to alternative sources for radical formation should always be considered when performing radical chemistry. As for radical polymerizations, initiation mainly proceeds by means of thermal dissociation of an auxiliary initiator. Initiator molecules contain a weak covalent bond and therefore, relatively little energy is required for radical formation. The rate of initiator decay and hence, the radical concentration strongly depends on temperature. To obtain a significant radical concentration, reactions involving thermal initiation are typically performed at a temperature between 323 and 363 K. Organic peroxides and azo compounds represent examples of initiators frequently employed for thermal initiation of free-radical polymerizations. Furthermore, ultraviolet and visible light irradiation can be used for the dissociation of covalent bonds. Since hydrogen peroxide and aryl iodides are readily photolyzed upon ultraviolet radiation, these compounds are often used in
photochemical reactions. In addition to light irradiation, so-called ionizing radiation can induce initiation in the presence or absence of an auxiliary initiator. Ionizing radiation refers to high-energy radiation using particles (e.g. electrons), X-rays, or γ-rays. Due to the higher cost and safety issues, this type of initiation is usually not preferred over the other methods. Redox initiation involves the formation of radicals by means of oxidation-reduction reactions. A well-known example is the Fenton reaction between iron(II) salts and hydrogen peroxide. Occasionally, several radical sources are used in conjunction to enhance radical production rates.\(^8\-10\)

In contrast to thermal initiation, radicalization by means of ultrasound or any of the other discussed methods does not require elevated bulk temperatures. It should be noted, however, that higher temperatures also imply an increase in reaction rate, especially important for polymerization reactions. Furthermore, ultrasound-, photo- and radiation-induced radicalization is intrinsically safe as radical production stops when the source is switched off and it allows control of the location of radical formation. Ultrasonic initiation can proceed in the absence of any auxiliary component due to the extreme conditions obtained inside the collapsing cavities, whereas thermal, photolytic and redox initiation often require the addition of a compound containing a weak covalent bond. For example, the photochemical oxidation of pollutants in water is frequently associated with the addition of hydrogen peroxide or ozone.\(^11\) An exception is the halogenation of alkanes. The covalent bond between two halogen atoms is relatively weak and as a result, this reaction can proceed thermally and photochemically in the absence of an initiator.\(^12\-13\) The various sources are compared in Table I.

<table>
<thead>
<tr>
<th>Radical source</th>
<th>Ambient temperature</th>
<th>On-off production</th>
<th>Local radicalization</th>
<th>Auxiliary component</th>
<th>Safety</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal decomposition</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>Ultrasound irradiation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>UV-Visible radiation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Ionizing radiation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>Redox reaction</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table I: Comparison of various sources of radicals.
Although ultrasonic initiation seems promising, improvement of the energy efficiency is considered crucial for commercial applications\textsuperscript{,14,15} Nevertheless, only little is known about the relative efficiency of the various radical sources. Based on the hydrogen formation rates presented in chapter 3, rough estimates can be given for ultrasound-induced radical production rates. For example, sonication of water saturated with argon at 293 K resulted in a hydrogen production rate of approximately 0.07 μmol s\textsuperscript{-1} l\textsuperscript{-1} using an electrical input of 50 W and argon. Assuming hydrogen gas arises from the recombination of two hydrogen radicals and each hydrogen radical is accompanied by the formation of a hydroxide radical, this implies a minimal radical production of 0.3 μmol s\textsuperscript{-1} l\textsuperscript{-1} and an energy efficiency of 6 nmol l\textsuperscript{-1} J\textsuperscript{-1}. The majority of radicals produced inside the collapsing cavity recombinates before entering the liquid, leading to the formation of e.g. hydrogen gas.\textsuperscript{16} Accordingly, only a small fraction of the estimated radical production rate is actually available for initiation and a radical energy efficiency of well below 6 nmol l\textsuperscript{-1} J\textsuperscript{-1} is expected, which is in line with previously reported hydroxyl radical yields as obtained from dosimeter studies.\textsuperscript{17} This radical energy efficiency is relatively high compared to values typically obtained for UV irradiation. Irradiation of a hydrogen peroxide solution using a mercury lamp (256 nm) results in a maximum radical energy efficiency of 0.1 nmol l\textsuperscript{-1} J\textsuperscript{-1}.\textsuperscript{11} The values for ultrasonic and photochemical initiation should be compared to radical energy efficiencies encountered in polymerizations induced by thermal decomposition of an initiator. The decomposition constant of potassium persulfate in water at 353 K equals 6.9⋅10\textsuperscript{5} s\textsuperscript{-1}.\textsuperscript{18} For an initial concentration of 10 mmol l\textsuperscript{-1} and an initiator efficiency of 0.5, this decomposition constant implies an average radical production rate during the first hour of 0.6 μmol s\textsuperscript{-1} l\textsuperscript{-1}. The amount of energy required for radicalization depends on the heat that has to be supplied to the liquid to raise and maintain the temperature. Supposing that the reactor is thermally isolated and the energy required only consists of heating the mixture to the desired temperature, the average radical energy efficiency during the first hour resembles 9 nmol l\textsuperscript{-1} J\textsuperscript{-1}.

The calculated radical energy efficiencies for thermal and ultrasonic initiation are roughly in the same order of magnitude. Since the energy efficiency estimated for ultrasonic initiation represents an upper limit, thermal initiation seems favored. Although this thesis has demonstrated that ultrasound-induced reaction rates can be optimized by changing experimental conditions, e.g. liquid temperature and saturation gas, it is improbable that the maximum radical energy efficiency for a conventional sonication system will exceed that obtained for thermal initiation. With respect to emulsion polymerizations, ultrasound irradiation provides additional benefits which
have not been taken into account in the preceding analysis. The shearing action of ultrasound leads to the formation of polymeric radicals from polymer scission and to smaller monomer droplets.\textsuperscript{19,20} As a consequence, ultrasound-initiated emulsion polymerizations proceed at reasonable reaction rates.

When comparing the various sources for inducing radical reactions, the following observations can be made:
- Halogenation reactions: ultrasonic initiation seems a promising technique for the dissociation of halogen compounds.
- Waste water treatment processes: ultrasound, UV-Visible and redox initiation have proven to be effective in the oxidation of organic pollutants; nevertheless, ultrasound and UV-Visible initiation are less energy efficient.
- Free-radical polymerizations: ultrasound irradiation provides unique advantages; however, its energy efficiency is relatively low compared to that of thermal initiation.

### 8.3 Ultrasound-Assisted Chemistry

Ultrasound is not only known for initiating chemical reactions, but also for accelerating reactions that also proceed in the absence of sonication.\textsuperscript{1} For homogeneous systems acceleration could, for instance, derive from single-electron-transfer processes between radical species and reactants.\textsuperscript{14} Frequently, the exact reason for acceleration is unclear and researchers adopt a pragmatic approach; ultrasound seems or does not seem to accelerate a reaction at these conditions. The benefit of ultrasound for heterogeneous systems is less unambiguous. Due to macro and micro mixing, ultrasound leads to mass transfer enhancement and hence, to higher reaction rates.\textsuperscript{1} These studies often do not compare the additional costs of ultrasound irradiation against the benefit of a decreasing reaction time. The unique conditions obtained upon cavitational collapse have especially been recognized in the field of materials science.\textsuperscript{21} The associated effects often relate to the physical rather than chemical consequences of acoustic cavitation.

Sonication of a solution containing solid particles can result in solid surface modification and solid fragmentation by means of shock waves and microjets (Figure 8.2). The latter refers to the asymmetric collapse of a cavity close to an interface, leading to a high-speed jet directed towards this interface. In case of reactive metals, these processes can remove surface oxides and other contaminated coatings, thereby significantly improving reaction rates.\textsuperscript{22}
In addition, the shear rates in the liquid shell surrounding the collapsing cavity can induce polymer degradation, which enables control of molecular weight. Since the forces are highest in the middle, polymer scission preferentially occurs close to the center of the chain. Ultrasound irradiation can also be used for the synthesis of nanostructured materials, which corresponds to ultrasound-induced rather than ultrasound-assisted chemistry. Suslick has demonstrated that, by changing the reaction system, a wide variety of nanostructured materials can be produced using volatile organometallic compounds. The majority of these materials are in an amorphous state due to the extreme cooling rates inside the cavity. Such high cooling rates are indispensable to prevent crystallization and are difficult to achieve by other techniques.

### 8.4 Energy Efficiency

The low energy efficiency of acoustic cavitation has been raised several times throughout this thesis. For commercial applications, the energy efficiency has to improve dramatically before ultrasound will be utilized as enabling technology or to favor this technique over conventional methods, such as thermal initiation and stirring. The transformation of electrical energy into the desired physical and chemical effects involves several steps, which are schematically depicted in Figure 8.3.

![Figure 8.3: Schematic representation of energy conversion processes in cavitation.](image)

**Figure 8.2:** SEM-Images showing the surface of Amberlyst catalytic particles (left) before ultrasound and (right) after 1 hour of sonication in toluene.
Each of these energy conversion processes is accompanied by an energy loss. The first step comprises the conversion of electrical energy into acoustic energy by means of a frequency generator, transducer and magnifying horn. The energy coupling between the horn and the medium (decoupling losses) also influences the efficiency of this step. Liquid energy refers to the amount of energy transferred to the liquid, which can be estimated from calorimetric measurements. The results presented in chapter 5 demonstrated that for water at ambient conditions the efficiency of our equipment was in the order of 40%, yet lower values have also been reported. The amount of sound energy employed for the formation and radial motion of cavities is difficult to estimate (step 2). Examples of processes inducing sound energy losses in step 2 are shielding and viscous dissipation. The final step determines to what extent the energy accumulated during the collapse is transformed into the desired effect. It is well known that cavitational collapse is less efficient in the vicinity of other cavities, due to shape deformations. Additionally, the work presented in this thesis has demonstrated the prominent effect of experimental conditions on the outcome of a sonochemical reaction. For example, an increase in liquid temperature reinforces vapor trapping and hence, lowers the efficiency of cavitational collapse. Based on the number of radicals and ions in the liquid phase, the amount of energy required to form the corresponding chemical bonds, and the potential energy of a collapsing cavity, an energy efficiency in the order of 10⁴ J/J has been estimated for the chemical effect of single-bubble cavitation. This value is in good agreement with the overall energy efficiency of 10⁵ J/J, as estimated from the dissociation of iodine for a commercially available horn system. It is difficult to express the efficiency for this conversion step with respect to a physical effect, such as polymer scission.

Since the low energy efficiency has been recognized as a major constraint, much research focuses on improving the various energy conversion processes. In addition to ultrasound, alternative sources can be used to convert electrical energy into liquid energy (step 1). Optic cavitation using laser light receives relatively little attention given its high costs. On the contrary, cavitation induced by pressure variations in a flowing liquid, i.e. hydrodynamic cavitation, has received increasing interest over the past years. In particular, its energy efficiency and scale-up potential seem promising. Based on experimental results, several studies have concluded that hydrodynamic cavitation is energetically more efficient than acoustic cavitation. Besides affecting the first step, the source also influences subsequent steps. For instance, the pressure pulse in hydrodynamic cavitation has a time scale in the order of milliseconds and hence, the number of cavitation events per unit time is lower for hydrodynamic than for acoustic
cavitation. Currently, much of the research on hydrodynamic cavitation focuses on identifying the effect of experimental parameters and on optimizing the chemical reactivity.\textsuperscript{30,32,33} The horn system used in this work leads to the formation of a large cloud of bubbles, thereby lowering the overall efficiency due to, amongst other things, shielding of the acoustic wave (step 2) and bubble-bubble interactions (step 3). These effects could be minimized by using a micro reactor equipped with a low-intensity transducer, in which the minimum distance between two oscillating cavities approximately equals five times their maximum bubble radius.\textsuperscript{34,35} The efficiency of the third step could be enhanced by using an inert solvent or a solvent with a lower vapor pressure.\textsuperscript{28} An inert solvent implies that less energy is consumed by thermal dissociation of solvent molecules present inside the collapsing cavity, whereas a lower vapor pressure reduces vapor trapping as well as solvent sonolysis. These effects would increase the temperature rise upon collapse. For argon-saturated solvents, radicals arise from the thermal dissociation of solvent molecules and therefore, inert solvents and solvents with a low vapor pressure are not always preferred. However, for such inert and low-volatile solvents the addition of molecules with a lower specific heat capacity and bond dissociation energy, e.g. hydrogen, could lead to higher radical production rates. Additionally, solvent participation could be undesirable when aiming at the selective formation of chemical bonds between two reactants, e.g. the halogenation of methane. In the latter case, solvent sonolysis merely lowers the hot-spot temperature and overall selectivity without providing suitable radicals. Furthermore, the low vapor pressure of non-volatile solvents reduces the minimum radius upon collapse and hence, reinforces the physical effect of cavitation.\textsuperscript{36} In view of these aspects, the potential of ultrasound-induced chemistry in ionic liquids as well as liquid mercury have been explored.

8.4.1 Sonochemistry in Alternative Solvents

The physicochemical properties of ionic liquids are tailored by the choice of cation and anion combination.\textsuperscript{37} In general, ionic liquids exhibit a large liquid range, good solubility for various organic and inorganic compounds, and negligible vapor pressure. Their negligible vapor pressure prevents the emission of volatile organic compounds (VOC’s), facilitates product recovery, and makes them interesting with respect to sonochemical applications. The majority of sonochemical studies in ionic liquids has employed an ultrasonic bath to enhance mass transfer.\textsuperscript{38-42} To investigate whether the relatively high viscosity and density of ionic liquids allow for non-linear cavitation
dynamics and radicalization, hydrogen formation rates have been determined for 1-butyl-3-methylimidazolium tetrafluoroborate ([BMIM][BF$_4$]). [BMIM][BF$_4$] belongs to the most commonly used ionic liquids that are commercially available.\textsuperscript{37} Hydrogen formation rates have been measured in the set-up described elsewhere using an electrical input of 50 W and various argon to methane ratios in the gas feed.\textsuperscript{43} Since the solubilities of methane and argon are comparable in [BMIM][BF$_4$], it is anticipated that the composition of the cavity interior approximately equals the gas feed composition.\textsuperscript{43,44} Due to the small reactor volume (~60 mL), low thermal conductivity and low specific heat capacity, the temperature of the ionic liquid increased up to 318 K during sonication.\textsuperscript{45} The results are depicted in Figure 8.4. This figure also displays the hydrogen production rate as determined for liquid mercury at 283 K.

The negligible vapor pressure of an ionic liquid prevents thermal dissociation inside the cavity. Nevertheless, hydrogen is formed upon sonication of argon-saturated [BMIM][BF$_4$] (#1.1), which implies that the liquid temperature at the interface exceeds the decomposition temperature of [BMIM][BF$_4$], i.e. 725 K.\textsuperscript{46} The hydrogen formation

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{hydrogen_production.png}
\caption{Rate of hydrogen formation for different solvents and argon to methane ratios in the gas feed, denoted by the volume-volume percentages at the x-axis. The ionic liquid experiments (IL) have been performed with two batches (#1 and #2) in consecutive series. For comparison, the hydrogen formation rate from water saturated with argon has also been given.}
\end{figure}
rate is even much higher than that observed for argon-saturated water. Sonication of [BMIM][BF4] also leads to the formation of methane and to darkening of the solution, thereby confirming the decomposition of [BMIM][BF4]. Decomposition has also been reported by previous studies on the sonication of ionic liquids. \(^{46,47}\) The relatively high hydrogen production rate as compared to water could derive from several factors, including: higher hot-spot temperature, lower bond energies and lower solvent thermal conductivity. Although for 1-ethyl-3-methylimidazolium-ethyl sulfate hot-spot temperatures have been reported in the same order of magnitude as those observed for water and organic solvents, it is assumed that at our sonication conditions the hot-spot temperature is higher for an ionic liquid than for water. \(^{47}\) In [47] the hot-spot temperature has been estimated using ultrasound with a frequency of 213 kHz. Numerical simulations for water have revealed that at these higher frequencies, the cavity expansion phase is relatively short and the cavity expands to a smaller maximum radius. Accordingly, the cavity only contains a small amount of water vapor and the effect hereof on hot-spot temperature is less pronounced. In this work, low frequency ultrasound has been employed and due to the prolonged expansion phase, the presence of water vapor inside the cavity will have a considerable effect on collapse temperature. Therefore, it is anticipated that at 20 kHz sonication the negligible vapor pressure of an ionic liquid enhances the temperature attained upon collapse. Additionally, the results obtained with the first batch demonstrate that the hydrogen formation rate increases with increasing methane concentration in the feed. As no solvent evaporates into the cavity, the optimum methane concentration with respect to the hydrogen formation rate could shift to higher concentrations compared to that of water, i.e. the concentration of hydrogen atoms and specific heat capacity are balanced optimally at higher methane fractions in the feed. However, the results for #2.1 and #2.2 suggest that other factors are also of importance for the hydrogen formation rate and an example of this includes the accumulation of water and volatile decomposition products over time. The extensive utilization of ionic liquids for commercial applications is still mainly limited by their complicated and time-consuming synthesis and hence, high cost price. Since our results have shown that cavitation leads to the decomposition of ionic liquids, ultrasonic applications only seem appealing if their cost price is reduced significantly.

Despite of its low gas solubility and high liquid density, the formation of hydrogen demonstrates the feasibility of cavitation in liquid mercury. \(^{58}\) However, its low sonochemical reactivity, toxicity, and low solubility for all kinds of reactants make that mercury is a less viable alternative. Carbon dioxide (CO\(_2\)) represents another example of a relatively inert solvent. The high vapor pressure definitely lowers the energy efficiency
of step 3 (Figure 8.4); on the contrary, its relatively high solubility for organic reactants has provided an incentive for research on acoustic cavitation in pressurized CO₂.

8.5 Acoustic Cavitation in Pressurized Carbon Dioxide?

The findings reported in this thesis suggest that acoustic cavitation in liquid CO₂ is improbable. Numerical modeling studies have revealed that both mass and heat transport limitations impede cavity expansion and hence, non-linear cavity motion. In accordance with these results, high-speed images have confirmed that the cavities display hardly any radial motion. These findings refute the hypothesis that acoustic cavitation in CO₂ is feasible, which has been proposed by several authors. Kuijpers et al. were the first to claim the occurrence of cavitation in pressurized CO₂. Based on observations by ear and eye they concluded that cavitation was possible at acoustic pressures above the Blake threshold pressure. Our studies have confirmed that in the vicinity of the critical point a cone-like structure arises directly below the horn. In aqueous systems such a cone corresponds to a cloud of oscillating cavities and hence, the cone-like structure in CO₂ would suggest that cavitation occurs (Figure 8.5). However, images acquired with a higher frame rate and a long-distance microscope revealed that this cone does not consist of distinct bubbles, yet the structure corresponds to a single, macroscopic vaporous phase. In addition to high-speed imaging, acoustic emission can provide information about the dynamics of oscillating cavities. A significant change in noise is frequently considered as an indicator for the onset of cavitation. The recorded spectra showed that the cone structure is accompanied by a substantial increase in broadband noise. The spectra recorded for supercritical CO₂ also displayed a large amount of broadband noise and since the absence of a phase boundary hinders cavitation in such fluids, interpretation of acoustic emission spectra seems less straightforward for high-pressure fluids and should not be considered as indisputable proof for cavitation (Figure 8.6).
**Figure 8.5:** High-speed images showing the cone-like structure for argon-saturated CO$_2$ at 288 K and 89 bar. The left image was recorded at a frame rate of 50 fps to mimic the observations by eye and the right image at a frame rate of 3000 fps.

**Figure 8.6:** Acoustic spectra recorded for a CO$_2$-argon mixture and supercritical CO$_2$ as obtained by FFT-analysis of the microphone signal. The lower spectrum corresponds to 20 kHz sonication of a liquid mixture and, equal to spectra typically encountered for aqueous systems, contains harmonic and ultraharmonic components. For scCO$_2$ the spectrum (upper) is less discrete and a large amount of broadband noise is present.

During their study on the acoustic emulsification of near-critical carbon dioxide and water, Timko *et al.* performed visualization studies for liquid CO$_2$ using a camera.$^{54}$ According to these authors, the presence of bubbles just after termination of ultrasound suggests that cavitation is possible in compressed CO$_2$. Although these and our visualization studies have demonstrated the feasibility of ultrasound-induced cavity
formation in CO₂, none of these studies have been able to capture non-linear cavity motion.

To demonstrate the feasibility of ultrasound-induced radicalization and non-linear cavitation dynamics in high-pressure fluids, the free-radical polymerization of methyl methacrylate and styrene in high-pressure CO₂-systems has been investigated.\textsuperscript{51,55,56} These studies have revealed that ultrasonic initiation is possible at elevated CO₂-pressure. The sonochemical activities were low compared to those of aqueous systems, which have been attributed to the elevated vapor pressure and consequent cushioning of the collapse.\textsuperscript{57} However, the investigated monomer-CO₂ systems resemble CO₂-expanded solvents rather than high-pressure liquid CO₂. CO₂-expanded solvents refer to organic solvents containing a large amount of dissolved CO₂, which readily forms at low to moderate CO₂-pressures.\textsuperscript{58} Due to the relatively low hydrostatic pressure, a lower acoustic pressure is sufficient to counteract the decrease in internal pressure upon cavity expansion and hence, it is relatively easy to induce non-linear cavitation dynamics. Furthermore, CO₂-expanded solvents and liquid CO₂ represent entirely different fluids, leading to very distinctive cavitation dynamics. In particular, this difference can have implications for the cavity expansion phase. Upon expansion, gas and vapor move from the liquid to the cavity to maintain dynamic equilibrium. Due to the high vapor pressure of liquid CO₂, a high flux of vapor molecules is required during expansion, and a large amount of energy has to be supplied to facilitate the corresponding phase transition of CO₂ molecules. Numerical simulations have shown that in liquid CO₂ the transfer of energy from the liquid is relatively slow, thereby impeding non-linear cavitation dynamics.\textsuperscript{49} Analogously, a large flux of CO₂ molecules is required for cavity expansion in CO₂-expanded solvents. For these solvents, CO₂ is dissolved in the liquid and hence, the amount of energy associated with the CO₂-flux is reduced. It should be emphasized that the rate of gas diffusion in these solvents is relatively high compared to e.g. argon diffusion in water. On account of the lower hydrostatic pressure and the distinct thermodynamic behavior of the monomer-CO₂ systems and liquid CO₂, it can be argued that the polymerizations of MMA and styrene proof the feasibility of acoustic cavitation in liquefied CO₂. Some studies have investigated the benefit of ultrasound irradiation for supercritical fluids extraction.\textsuperscript{59-64} These studies report an increase in yield using ultrasound, which has been ascribed to enhanced stirring rather than cavitation. The phenomena described in chapter 7 could easily account for this mass transfer enhancement.
To our opinion, the studies reported in literature do not provide definite proof for the feasibility of acoustic cavitation in pressurized CO₂. The numerical modeling studies as well as visualization experiments presented in this thesis suggest the opposite and ultrasound-induced chemistry in compressed CO₂ appears improbable. Nevertheless, ultrasound provides a non-invasive means to enhance mass transfer in pressurized solvents.

8.6 Concluding Remarks

In contrast to rather pragmatic approaches frequently employed, this thesis has demonstrated the importance of considering several physical, chemical and macroscopic aspects for the application of ultrasound to chemical processes: Sensible Sonochemistry. In spite of its simplicity, the developed single-cavity dynamics model has provided valuable insights into some important aspects and the effect of chosen experimental conditions. Chemical effects should also be considered carefully when performing sonochemistry. The presented chlorination experiments have illustrated, for example, the importance of deviations from thermodynamic equilibrium and of gas feed composition. Shielding effects limit the application and potential of high-intensity ultrasound and future will tell whether micro-reactor technology can offer a viable alternative. However, some of the results presented in this thesis (Fig. 2.6 and Fig. 5.3) showed large variations in experimental data, which illustrates that not all the aspects are yet complete understood and require further research. Other sonochemical studies have also identified this issue, realizing that it is difficult to compare measured data to data from literature. Therefore, conclusions should be derived and compared based on trends rather than absolute values.

Solvent replacement represents a central theme in green chemistry and therefore, we have employed the developed understanding to explore the potential of ultrasound in benign solvents, in which the focus has been on pressurized CO₂. Our studies have shown that acoustic cavitation and ultrasound-induced radicalization appear improbable in CO₂. Accordingly, no significant benefits are expected with respect to chemical reactions. On the contrary, ultrasound irradiation induces some other intriguing effects, leading to significant improvements in mass and heat transfer. Despite of some disadvantages, such as low reactant solubility and chemical inertness, the cavitation dynamics and radical production rates typically observed for water and organic solvents make that these solvents are still favored over any of the alternatives addressed in this thesis.
The concept of *Sensible Sonochemistry* also applies when considering whether to use ultrasound in any chemical process. In particular, chemical reactions involving radical species and heterogeneous systems can benefit from ultrasound irradiation. However, these benefits should always be compared to the additional amount of energy required. Due to the low energy efficiency, alternative radical sources are usually preferred and it is questionable whether the decrease in reaction time for heterogeneous systems appears really advantageous. The low energy efficiency of ultrasound is less problematic when it is used as an enabling technology, e.g. in the synthesis of amorphous materials.

As compared to alternative sources for radicals, ultrasound irradiation provides some distinct advantages: intrinsically safe operation, radicalization at ambient conditions, no need for auxiliary reactant, strong mechanical forces, and enhanced mixing. On the contrary, it suffers from a low energy efficiency and its application is mainly restricted to radical reactions. Nevertheless, ultrasound seems a promising technique to initiate and accelerate chemical reactions, for which a sensible approach is crucial to optimize the desired effect.
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Chapter 8

Dankwoord

Dit proefschrift is het tastbare resultaat van 4 jaar promotieonderzoek, waarin ik zowel wetenschappelijk als maatschappelijk een hoop geleerd heb. Deze periode zou nooit zo leerzaam en prettig zijn geweest zonder de hulp van een groot aantal mensen.

Allereerst wil ik natuurlijk mijn promotor, Jos Keurentjes, bedanken voor de mogelijkheid om een promotieonderzoek binnen zijn groep uit te voeren. Jos, bedankt voor het vertrouwen dat je in mij gesteld hebt en de vrijheid die je mij in mijn onderzoek gegeven hebt. Niet al mijn (soms wilde) ideeën zijn even succesvol gebleken, maar ik heb er zeker een hoop van geleerd. Ook ben ik veel dank verschuldigd aan mijn dagelijkse begeleider Nieck Benes. Nieck, ik heb onze manier van samenwerken altijd als heel prettig ervaren. Je daadkracht, onze oneindige discussies om onverklaarbare resultaten toch te verklaren en je altijd kritische blik hebben me zeker veel geholpen bij het schrijven van dit proefschrift. Daarnaast voelde je perfect aan hoe je mij moest motiveren als ik weer eens in een onderzoeksdipje zat. Ik wens je het allerbeste toe in je verdere wetenschappelijke carrière, waarbij ik je mee wil geven om ultrasoon geluid gerelateerde zaken zoveel mogelijk te vermijden.

Ook wil ik graag ‘mijn’ afstudeerders Jeroen Cornel, Emmy van der Heijden, Aukje van Houtum, Patrick Olsthoorn, Joey van Eekelen en Jean-Paul van den Manacker bedanken voor hun inzet en bijdrage aan mijn promotieonderzoek. Ondanks dat niet alle resultaten van jullie werk beschreven staan in dit proefschrift, hebben jullie een flinke bijdrage geleverd aan mijn onderzoek. Ik hoop dan ook dat jullie met plezier terug kijken op je afstudeerwerk. Wil Kortsmi wil ik graag bedanken voor zijn hulp bij het implementeren van het beldynamica model in Mathematica en Paul Bloemen voor zijn hulp bij het opzetten en uitvoeren van de bellenwolk visualisatie experimenten. Hans Wijtvliet, Erwin Dekkers, en het overige personeel van de Gemeenschappelijke Technische Dienst ben ik veel dank verschuldigd voor hun altijd pragmatische aanpak. Ondanks jullie vakmanschap heeft de sferische resonator helaas niet opgeleverd waar we van tevoren op gehoopt hadden. Chris Luyk en Dolf van Liempt van onze eigen werkplaats wil ik ook graag bedanken voor hun inzet en creatieve oplossingen. I would like to thank Dr. Robert Mettin from the DPI-institute in Göttingen for his hospitality
and the opportunity to use their facilities for the visualization experiments with carbon dioxide. Although we did not manage to explain all results, our high-speed recordings have certainly helped me in the interpretation of other experimental results. Daarnaast wil ik Marcus van Schilt bedanken voor zijn hulp tijdens mijn onderzoek. Marcus, in het begin van mijn promotie hebben we aardig wat discussies gehad over de fundamentele kant van mijn project en deze discussies hebben zeker bijgedragen aan het resultaat zoals dat er nu ligt. Bovendien stond je deur ook altijd open als ik advies wilde over experimentele of andere praktische zaken. Tijdens je post-doc periode hebben we nog eens laten zien dat onze typische manier van samenwerken wel degelijk vruchtbaar kan zijn.

Daarnaast zijn er een aantal mensen die een mindere tastbare, maar niet minder belangrijke, bijdrage hebben geleverd aan de totstandkoming van dit proefschrift. Allereerst wil ik de collega’s en ex-collega’s van SPD bedanken voor het scheppen van zo’n fijne werksfeer. Met name Marcus, Johan, Micky, Leon, Stefan, Ana, Ard, Zwannet en Thijs wil ik bedanken voor de vele koffiepauzes, onze manier van sport bedrijven en de studiereizen naar Brazilië en Zuid-Afrika. Micky, bedankt voor de prettige samenwerking tijdens het organiseren van de studiereis naar Zuid-Afrika. Mede door het gebruik van allerlei handige overzichtjes hebben we naar mijn idee een leuke en leerzame studiereis verzorgd. Bovendien hebben onze si’s ervoor gezorgd dat ik iedere dag mijn opstartproblemen wist te overwinnen.

De mensen van buiten de TU/e hebben natuurlijk ook voor de noodzakelijke afleiding en steun gezorgd. Carlijn, jouw steun heeft me erg veel geholpen tijdens het moezzame begin van mijn promotieonderzoek en ik wil je daar dan ook van harte voor bedanken. Verder wil ik de PiPo-club (Arno, Clemens, Koen, Maurits, Peter, Pim en Tom) en Roel bedanken voor alle gezellige dingen die we samen gedaan hebben. Bedankt jongens! Tom, jou wil ik in het bijzonder nog even bedanken voor je altijd luisterende oor zowel ten aanzien van mijn promotie als ook daarbuiten. Tenslotte wil ik mijn ouders en Denise bedanken voor de goede zorgen en de steun die jullie mij altijd gegeven hebben!
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