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Abstract

In this paper we study two models of the UMTS wireless network, the single cell model and the quadruple cell model. For the single cell model we derive a complete probabilistic analysis. The quadruple cell model is too complicated for a successful probabilistic analysis. However, we present a novel way to greatly reduce the running time of the simulation program for this specific model.
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Chapter 1

Introduction

The latest revolution in wireless communication is the implementation of the third generation (3G) HSDPA wireless network. Although parts of The Netherlands are already covered by 3G, the construction of the 3G network is far from done. The terminals of users of the network connect to access points or base stations. With the continuing increase in data traffic and speed, new basestations must be added to the network to cope with the increasing demand, this is called densification. Hence, the providers of the 3G network are in a constant search to handle the increase in demand by adding a minimal number of basestations to the existing configuration of the network. One way to find the optimal expansion is to test different configurations of the network for several settings of the parameters. One can think of the positions and heights of the antennas but also the vertical angles of the antennas, for more examples see [42, 45]. This calls for constant evaluation of the network and for methods which are able to forecast the performance of the 3G network for different settings of the parameters.

Two important measures for the performance of a wireless network are call blocking and outage/missed traffic. The terminals of the users have a maximal transmit power. If the user requires on average a transmit power greater than the maximal transmit power, then the call is blocked. The second measure of performance is missed traffic. Missed traffic is based on the observation that during transmission, bit errors are bound to occur. The network has some mechanisms to correct bit errors. However, error-correcting codes have their limitations and even if a user is not blocked, the terminal of the user can still, at moments in time, require a transmit power greater than the maximal transmit power. In this case a user can suffer from “missed” traffic. In this paper we will focus on estimation of missed traffic.

Models of the wireless network are generally too complex for an analytical study and thus we need to run simulations to assess the performance of the network under certain settings for the parameters. There are basically two approaches to simulate wireless networks, static simulation and dynamic simulation. Static simulation can be regarded as taking photographs or snapshots of the wireless network at a specific moment in time. Snapshots give information about the number, the positions and the requirements of the users. Based on this information it gives an estimation of the performance of the wireless network. Dynamical simulation builds upon static simulation in such a way that the simulation starts from an independent snapshot and proceeds for a predefined duration of time taking dynamic effects into consideration.

Dynamic simulation programs are very powerful tools to accurately assess the per-
formance of a wireless network and to allocate problem regions of the network. However, dynamic simulation has one major downfall and that is running time. The programs are very complex and the biggest issue is the modeling of users. The program needs to model the time users are connected to the network, the speed at which users cross the network and along which paths users progress. The sheer amount of possibilities for these dynamic effects cause the program to have high variability so that it requires long running times before conclusions can be drawn about the performance of the network.

Because static simulation is not concerned with the issue of modeling dynamic effects, it suffers from less variability and is able to rapidly evaluate the performance of wireless networks for a large set of possible settings of the parameters. However, omitting the dynamic effects is also a weakness and static simulation is bound to be less accurate than dynamic simulation. Note that static and dynamic simulation complement each other. Static simulation has the ability to select a small subset of all possible settings for the parameters which show best performance, then dynamic simulation can be used to accurately measure the performance for this small set of settings.

Dynamic simulation has drawn much attention in the literature [42, 64, 65, 67]. Moreover, there are at least two dynamical simulation programs up and running. TNO has implemented a dynamical program under the name COUGAR while Radioplan implemented the dynamical simulation program WiNeS. Despite the obvious benefits of combining static and dynamic simulation, little attention has been paid to static simulation programs. Besides a brief study by Laiho, Wacker and Novosad [42] no studies have, to our knowledge, addressed the problem of static simulation, let alone methods to further improve the performance of static simulation.

The ultimate goal is to model the 3G HSDPA network. However, due to complexity of the HSDPA network, we will start by studying the UMTS network. This paper has two main goals. First, to introduce the concept of static simulation for the UMTS network. We analyze the behavior of two specific models, the single cell model and the quadruple cell model. Although not as complicated as dynamic simulation programs, static simulation can also become involved. Therefore, the second aim of this paper is to reduce the running time of static simulation programs. This is done by classifying snapshots into groups in such a way that it enables us to generate snapshots from these groups. For example if we have a group of snapshots which show poor performance we adapt the parameters of the model, generate snapshots from this specific group and observe whether the performance improved. It goes without saying that this reduces running time.

The outline of this paper is as follows. The BEP plays an important role in the computation of missed traffic. In Chapter 2 we shall study the communication between user and basestation to derive an approximation of the BEP. Chapter 3 lays out some general rules to construct a static model of the wireless network. Chapters 4 and 5 are concerned with the analysis of two specific static models, the single cell model and the quadruple cell model. In Chapter 6 we introduce classification rules and implement these rules for the quadruple cell model. Chapter 7 deals with the problem how to generate snapshots from the groups created by the classification rule. The method to generate snapshots from prescribed groups crucially depends on the fact that users are homogeneously distributed over the network. In Chapter 8 we introduce a technique that allows us to extend the method to snapshots with an inhomogeneous distribution of the users.
Chapter 2

Code division multiple access

A wireless network consists of a number of access points to which users, or actually their terminals, connect. A single access point should be able to communicate with several users at the same time by using a set of rules also called a protocol. The protocols which achieve multiple access are called multiplexing protocols. The protocol used in the UMTS network is a code division multiple access (CDMA) protocol. In this chapter we shall give a short introduction into this class of protocols and discuss the principles of CDMA. In Section 2.1 we explain how CDMA protocols achieve the multiple access property. In Section 2.2 we use our knowledge about CDMA to derive an approximation for the BER.

2.1 CDMA protocol

CDMA protocols constitute a class of protocols which achieve the multiple access property by means of coding. The protocol of main interest is direct sequence CDMA, DS-CDMA. For any CDMA protocol, the bandwidth of the information-bearing signal will be increased before it is transmitted. Hence, the process spreads the bandwidth of the signal and, therefore, CDMA protocols are also known as spread spectrum multiple access protocols.

In DS systems, a narrowband signal containing a message with bandwidth \( B_1 \), is directly multiplied by a code signal with a much larger bandwidth \( B_2 \). Essential is that the code signal and the message signal are independent of one another. Thus, the transmitted signal will have a bandwidth that is equal to the bandwidth of the code signal, the signal is spreaded. When the receiver gets the transmitted signal it will synchronize and decode the signal which causes the signal to be despreaded. A sketch of the process of spreading and despreading is shown in Figure 2.1. The signal is measured by the standard measure for the power of a wave, the power spectral density PSD, which is defined to be the power per unit of frequency.

The information bearing signal consists of bits \( b_j \) while the code signal consists of symbols \( a_j \). Usually, these symbols \( a_j \) are called chips. The rate of chips in the code signal \( R_c \) is much greater than the rate of the bits in the information signal \( R_b \). The process gain, or spreading factor, \( G \) is defined to be the ratio of the chip rate to the bit rate

\[
G = \frac{R_c}{R_b}.
\]
2.1.1 Coding and decoding

To illustrate the operation of DS-CDMA, consider the information signal of the $m^{th}$ user $b_m(t)$ which is assumed to be a sequence of binary ones (+1) and zeros (-1). The message $b_m(t)$ is a sequence of symbols $b_{mk}$, each of duration $T_b$. The data signal is given by

$$b_m(t) = \sum_{k=-\infty}^{\infty} b_{mk} \Psi \left( \frac{t - kT_b}{T_b} \right),$$

where $\Psi$ is the unit pulse function

$$\Psi(x) = \begin{cases} 1 & 0 \leq x < 1 \\ 0 & \text{otherwise.} \end{cases}$$

The signal $b_m(t)$ is multiplied by a coding sequence $a_m(t)$ which is a sequence of chips

$$a_m(t) = \sum_{k=-\infty}^{\infty} \sum_{j=0}^{G-1} a_{mk} \Psi \left( \frac{t - (kG + j)T_c}{T_c} \right),$$

where $T_c$ is the chip period.

We assume that the multiplied signal $a_m(t)b_m(t)$ is then modulated by means of a binary phase-shift keying and upconverted to a carrier frequency $f_{ca}$. Hence, the transmitted signal becomes

$$s_m(t) = \sqrt{2P} a_m(t)b_m(t) \cos(2\pi f_{ca}t),$$

where $P$ is the power. For technical reasons we ignore oscillator phase noise. For a complete schematic of a DS-CDMA transmitter see Figure 2.2(a). Before modulating the sequence $a_m(t)b_m(t)$, the signal passes a baseband band-pass filter which is a device that passes frequencies within a certain range and rejects, attenuates, frequencies outside this range. The filter is necessary because the multiplication of the signal $a_m(t)b_m(t)$ yields, besides the desired signal, also higher harmonics which have to be filtered out.

The receiver filters out the transmitted signals of different users using a wideband intermediate frequency filter. A part of the power of the signal is used to synchronize.
2.1. CDMA protocol

while the other part is used to decode the desired signal. The synchronizing is a continuous process hence the loop in Figure 2.2(b). For now, we will concentrate on how the signal is decoded.

Suppose that there are \( N \) users which transmit data, the data sent by each user is

\[
s_m(t) = \sqrt{2P_m} a_m(t)b_m(t) \cos(2\pi f_c a t), \quad m = 0, 1, \ldots, N - 1,
\]

For technical reasons we assume that the signals of the users are synchronized, that is all users transmit at the same time grid. We refer to Klok [39] for a detailed derivation for asynchronous systems. The receiver signal \( r(t) \) consists of the transmitted signals of the \( N \) users

\[
r(t) = \sum_{k=0}^{N-1} s_k(t) + n(t), \tag{2.1}
\]

where \( n(t) \) is a white noise process, i.e. the derivative of Brownian motion in distributional sense. The white noise represents the noisy channels of the users and all interference of other sources that is not yet taken into account and is called additive white Gaussian noise (AWGN).

To retrieve the data bit \( b_m \), the signal \( r(t) \) is multiplied by \( a_m(t) \cos \omega_c t \) and then averaged over \([0, T_b]\)

\[
Z_m = \frac{1}{T_b} \int_0^{T_b} r(t)a(t) \cos(2\pi f_c a t) dt. \tag{2.2}
\]

The receiver decides whether the bit \( b_m \) was -1 or +1 by evaluating the sign of \( Z_m \).

If \( Z_m \) would be zero, the bit is set to -1 or 1 with equal probability. By substituting (2.1) into (2.2) we have

\[
Z_m = I_m + \sum_{k=1, k \neq m}^{N-1} I_k + \eta = I_m + \zeta + \eta, \tag{2.3}
\]

where

\[
I_k = \frac{\sqrt{2P_k}}{T_b} \int_0^{T_b} b_k(t)a_k(t)a_m(t) \cos^2(2\pi f_c a t) dt,
\]

for \( 0 \leq k \leq N - 1 \) and

\[
\eta = \frac{1}{T_b} \int_0^{T_b} a_m(t) \cos(2\pi f_c a t) dB(t).
\]

![Figure 2.2: A direct sequence spread spectrum transmitter and receiver](image-url)
The contribution of user \( m \) is \( I_{m1} \) while the other users contribute \( \zeta \) to the interference of user \( m \). The thermal noise contribution is given by \( \eta \). In Appendix A.1 we derive that

\[
Z_{m1} = \sqrt{\frac{P_m}{2}} b_{m1} + \frac{1}{G} \sum_{k \neq m}^{N-1} b_k \sum_{j=1}^{G} A_{kj} A_{mj} \sqrt{\frac{P_k}{2}} + \frac{1}{G} \sum_{j=1}^{G} A_{mj} N_j \frac{N_j}{\sqrt{2T_c}},
\]

where \((N_j)_{j=1}^{G}\) are independent and identically Gaussian distributed random variables with zero mean and variance 1.

Ideally, the vectors \((a_{m1}, \ldots, a_{mG})\) and \((a_{k1}, \ldots, a_{kG}), k \neq m\), would be orthogonal so that \( \sum_{j=1}^{G} A_{kj} A_{mj} = 0 \). However, it is more efficient to allow non-orthogonal codes. In practice, the sequences are generated by a random number generator, so that the sequences resemble random codes. To model these random sequences, let \( A_{kj}, 0 \leq k \leq N - 1, 1 \leq j \leq G \), be an array of i.i.d. random variables with distribution

\[
P(A_{kj} = +1) = P(A_{kj} = -1) = \frac{1}{2}.
\]

Then the decision statistic \( Z_{m1} \) becomes

\[
Z_{m1} = \sqrt{\frac{P_m}{2}} b_{m1} + \frac{1}{G} \sum_{k \neq m}^{N-1} b_k \sum_{j=1}^{G} A_{kj} A_{mj} \sqrt{\frac{P_k}{2}} + \frac{1}{G} \sum_{j=1}^{G} A_{mj} N_j \frac{N_j}{\sqrt{2T_c}}.
\]

### 2.2 Bit error probability

An important measure for the performance for any multiple access control is the bit error probability (BEP). In case of CDMA, a bit error occurs when the signs of the statistic \( Z_{m1} \) and the bit \( b_{m1} \) are opposite. Because of symmetry we can assume without loss of generality that \( b_{m1} = +1 \). In this case, a bit error occurs if \( Z_{m1} < 0 \). To compute the BEP we evaluate (2.4).

Note that in the definition of \( Z_{m1} \) we find two sums in which the random variables \( A_{kj} \) play an important role. For \( \zeta \) we see that, by independence, the expectation for the products \( A_{kj} A_{mj} \) are all zero. The variance of the products is

\[
\text{Var}(A_{kj} A_{mj}) = \mathbb{E}[A_{kj}^2 A_{mj}^2] - \mathbb{E}[A_{kj} A_{mj}]^2 = 1.
\]

(2.5)

For the noise contribution it follows that the expectation of \( A_{mj} N_j \) is zero because of the independence of the two variables. The computation of the variance requires some more work. Due to a well-known result on conditional expectations, see among others [6], it holds that

\[
\text{Var}(A_{mj} N_j) = \mathbb{E}[\text{Var}(A_{mj} N_j | A_{mj})] + \mathbb{E}[\text{Var}(A_{mj} N_j | A_{mj})] = \mathbb{E}[A_{mj}^2] = 1.
\]

(2.6)

Having computed the expectation and variances we can now estimate the bit error probability. By the central limit theorem it follows that the two sums in the definition of \( Z_{m1} \) converge in distribution to a Gaussian distributed random variables. Using (2.5) and (2.6), it follows that \( Z_{m1} \) converges in distribution to a Gaussian random variable with mean

\[
\mu_m = \sqrt{\frac{P_m}{2}},
\]
2.2. Bit error probability

and variance

\[
\sigma_m^2 = \frac{1}{2G} \sum_{k \neq m}^{N-1} P_k + \frac{1}{2G T_c},
\]

here we used that multiplying \( A_{kj} \) by \( b_{kj} \) does not alter the distribution of \( A_{kj} \).

Having obtained the asymptotic distribution of \( Z_{m1} \), we can compute the BEP.

\[
\text{BEP} = P(Z_{m1} < 0) = \frac{1}{\sqrt{2\pi} \sigma_m} \int_{-\infty}^{0} \exp \left( -\frac{(x - \mu_m)^2}{2\sigma_m^2} \right) dx
\]

\[
= \frac{1}{\sqrt{2\pi}} \int_{-\mu_m/\sigma_m}^{\infty} e^{-x^2/2} dx
\]

(2.7)

Hence, the quantity \( \mu_m/\sigma_m \) can be used to approximate the BEP. Note that the BEP is bounded by 1/2, this is a natural bound. If the BEP would be larger than 1/2, then one would simply exchange the signs of the bits to obtain a BEP below 1/2.

The Gaussian approximation of the BEP is such a common procedure in the electrical engineering community that \( (\mu_m/\sigma_m)^2 \) has been given its own name: signal to noise ratio (SNR). This is because

\[
\text{SNR} = \frac{GP_m}{\sum_{k \neq m}^{N-1} P_k + 1/T_c},
\]

where \( P_m \) is the power of the signal. To cause confusion, the variance of the thermal noise \( 1/T_c \) is simply referred to as the noise power, it is usually denoted with \( N_f \). The term \( \sum P_k \) in the denominator is called the multiple access interference (MAI).

In practice the \( (A_{mk}) \) sequences are not independent. The sequences used by CDMA are pseudo-random sequences and are also known as Pseudo Noise. However, a central limit theorem can still be used to validate the Gaussian distribution of the test statistic \( Z_{m1} \). Therefore, the general approach in the electrical engineering community is to use the SNR to approximate the BEP where

\[
\text{SNR} = \frac{GP_m}{\sum_{k \neq m}^{N-1} P_k + N_f}.
\]

(2.8)

For more information on the pseudo-random sequences we refer to [45, 53]. Viterbi [63] describes how the SNR can used to approximate the BEP in case of Pseudo Noise.
Chapter 3

Modeling a wireless network

As mentioned in the introduction of this paper, an important measure for the performance of a wireless network is missed traffic. Models of the wireless network should give an estimation of missed traffic by generating independent samples of possible traffic constellations. A traffic constellation is a complete description of the positions and number of users in the wireless network and is usually called a snapshot. Each snapshot, in combination with the user requirements, yields a certain level of missed traffic. Thus the model would need to give a description of the snapshots and provide an estimator of missed traffic based on the snapshots.

In this paper we will only treat models for single traffic networks. These are networks which provide a single service. Therefore, the model does not properly describe a UMTS network which supports multiple services such as e-mail, video-telephony, telephony and streaming. However, the model can be extended to a multiple service network.

The outline of this chapter is as follows. In Section 3.1 we give a description of the snapshots and show how users are placed into the cells of the wireless network. In Section 3.2 we provide a way to compute the transmit powers of the users, these powers are used in Section 3.3 to estimate missed traffic. In the final section of this chapter we shall comment on the implementation of the model in a simulation tool. The modeling decisions we make are for a great part similar to those of Laiho, Wacker and Novosad [42].

3.1 Snapshots

The area covered by the wireless network is divided into cells. Ideally, the division results in a grid of hexagonally shaped cells which are marked out by their corresponding basestations, see Figure 3.1. The distance of the basestation to the corners of its corresponding cell is \( R \), while \( D_b \) is the distance between each pair of neighboring basestations.

To construct a snapshot, it is necessary to place a random number of users at random positions in the cells. Or to put it differently, it is necessary to model the positions and number of the users by a random process. The choice is made to use a spatial Poisson process which realizes countable subsets \( \Pi \) in \( \mathbb{R}^2 \). If the reader is not familiar with the concept of spatial Poisson processes we suggest to read Appendix B.1 before proceeding.

For each cell, users are modeled by a homogeneous spatial Poisson process \( \Pi \) with constant intensity \( \lambda \) on a circle \( C \) with radius \( R \). Note that, although it is assumed that
the cells in the network are hexagonally shaped, users are generated as if the cells were circles with radius \( R \). It could occur that users are physically placed in a hexagonal cell of one basestation but are communicating with a neighboring basestation of that particular cell. This kind of behavior also occurs in real-life. The ongoing calls of users must be transferred to another basestation if the user moves out of the cell. The link with the old basestation is not broken before a link with the new basestation is established. Thus it happens that a user is connected to the old basestation when the user already crossed the border between the new and the old cell.

Returning to the snapshot we need to determine the number of users and the positions of the users in the circle \( C \). The number of users \( N \) is Poissonian distributed with mean \( \lambda |C| \), see (B.1). Let \( D \) represent the distance a user has to the basestation. The cumulative distribution function, hereafter abbreviated by cdf, of \( D \) is

\[
F_D(d) = \mathbb{P}(D \leq d) = \frac{d^2}{R^2}.
\] (3.1)

The expression for the cdf was obtained by use of Theorem B.2. Studying the inverse of \( F_D \) it follows that

\[
D = R \sqrt{U} \quad \text{where} \quad U \sim U(0,1).
\] (3.2)

Hence, the position for each user can be obtained in polar coordinates. For each user the angle \( \theta_i \) is uniformly distributed on the interval \((0, 2\pi)\) and the distance to the basestation is described by either (3.1) or (3.2).

### 3.2 Determination of transmit powers

After a snapshot is generated and users are appointed to their respective basestations, we continue by computing the transmit powers for the users for the snapshot. The transmit power \( P_{tx,i} \) for user \( i \) depends on its position towards the basestation and the number and position of the other users in the network. The quantity which determines the transmit power for the users is the SNR.

Recall that the SNR can be used to approximate the BEP, see (2.7) and (2.8). Hence, the BEP can be upper bounded by lower bounding the SNR. The upper bound for the BEP is predetermined such that a certain desired level of service is guaranteed. Let \( \mu \)
represent the lower bound on SNR, the bound $\mu$ is used to derive the transmit powers for the users in the snapshot.

As explained in Chapter 2, the denominator of the SNR consists of two parts, the MAI and the noise power $N_f$. The noise power is some given constant that is identical for each snapshot. However, the MAI needs to be computed for each snapshot separately. Therefore, we turn our attention to the computation of MAI.

Let $K$ be the number of cells and $n_j$ the number of users in cell $j$. Furthermore, $P_{kji}^{rec}$ is the received power at basestation $i$ from the $j^{th}$ user which is connected to the $k^{th}$ basestation. Consider the $j^{th}$ user which is connected to basestation $k$. The MAI can be split up in two parts, same cell interference (SCI) and other cell interference (OCI). The MAI for this particular user then becomes

$$\text{MAI}_{kj} = \sum_{i \neq j}^{n_k} P_{kji}^{rec} + \sum_{\ell \neq k}^{K} \sum_{m=1}^{n_\ell} P_{\ell mk}^{rec} = \text{SCI}_{kj} + \text{OCI}_k.$$  \hspace{1cm} (3.3)

We have indexed OCI by the single index $k$ since, by definition, the OCI will be the same for all users connected to basestation $k$. Substituting (3.3) into (2.8) we find a linear equation for all users in the network

$$\mu = \frac{G \cdot P_{kji}^{rec}}{\text{SCI}_{kj} + \text{OCI}_k + N_f},$$

for $k = 1, 2, \ldots , K$ and $j = 1, 2, \ldots , n_k$. We have put an equality sign instead of an inequality sign because the optimal solution has the transmit powers which are as small as possible.

The latter set of linear equations can be simplified. Recall that the model represents a UMTS network. Basestations of UMTS networks will update the powers of the users approximately 1500 times per minute. Hence, we can assume that the received powers $P_{kij}^{rec}$ for $i = 1, 2, \ldots , n_k$ are identical. This behavior is also incorporated by the set of linear equations.

**Claim 3.1.** The received powers at basestation $k$ for all users connected to basestation $k$ are the same, or

$$P_{kji}^{rec} = P_{k\ell k}^{rec}$$

for all $k = 1, \ldots , K$ and all $\ell, j \in \{1, 2, \ldots , n_k\}$.

**Proof.** Take some $k$ and $j \neq \ell$, then the following two equations must be satisfied

$$\mu = \frac{G \cdot P_{kji}^{rec}}{\text{SCI}_{kj} + \text{OCI}_k + N_f},$$

$$\mu = \frac{G \cdot P_{k\ell k}^{rec}}{\text{SCI}_{\ell k} + \text{OCI}_k + N_f}.$$

The system of equations can be reformulated to

$$G \cdot P_{kji}^{rec} = \mu(\text{SCI}_{kj} + P_{kji}^{rec} - P_{kji}^{rec} + \text{OCI}_k + N_f),$$

$$G \cdot P_{k\ell k}^{rec} = \mu(\text{SCI}_{\ell k} + P_{k\ell k}^{rec} - P_{k\ell k}^{rec} + \text{OCI}_k + N_f).$$
By the definition of same cell interference
\[ \text{SCI}_{kj} + P_{rec}^{reg}_{kj} = \text{SCI}_{k\ell} + P_{rec}^{reg}_{k\ell}, \]
thus subtracting the two equations yields
\[ G(P_{rec}^{reg}_{kj} - P_{rec}^{reg}_{k\ell}) = -\mu(P_{rec}^{reg}_{kj} - P_{rec}^{reg}_{k\ell}), \]
which forces \( P_{rec}^{reg}_{kj} \) to equal \( P_{rec}^{reg}_{k\ell} \).

By Claim 3.1, the received powers can be determined by solving the set of equations

\[
\mu = \frac{G \cdot P_{rec}^{reg}_{kj}}{(n_k - 1)P_{rec}^{reg}_{kj}} + \sum_{\ell \neq k} \sum_{m=1}^{n_\ell} P_{rec}^{reg}_{\ell m} + N_f, \tag{3.4}
\]
for \( k = 1, 2, \ldots, K \) and \( j = 1, 2, \ldots, n_k \). Naturally, the received power \( P_{rec}^{reg}_{kj} \) at base station \( i \) is a function of the transmit power \( P_{trans}^{reg}_{kj} \) of the \( j^{th} \) user connected to base station \( k \). The function accounts for the fact that the transmit powers attenuate in transit from users to base station. This effect is called path loss.

### 3.2.1 Path loss

The power of user \( j \) in cell \( k \) declines due to the fact that it has to be transmitted over a certain type of terrain for a certain distance. Models describing the total path loss generally have an empirical and a deterministic part [55]. The deterministic part of path loss solely depends on the distance between user and base station and is called propagation loss. The empirical part of the total path loss models clutter along the propagation path and is called shadowing or slow fading.

The propagation loss is discounted for by the factor

\[ \gamma_i = \frac{P_{received}}{P_{transmitted}}, \tag{3.5} \]

By the generalized Hata’s equation [33], \( \gamma_i \) (dB) is

\[ \gamma_i = K_1 + K_2 \log_{10}(f_{ca}) - K_3 \log_{10}(h_b) + [K_4 - K_5 \log_{10}(h_b)] \log_{10} \left( \max \{d_0, d_i\} \right), \]

where the \( K_i \)'s are constants, \( f_{ca} \) is the carrier frequency in MHz, \( h_b \) is the base station antenna height in meters, \( d_i \) is the distance of user \( i \) to the base station in km and \( d_0 \) is the cut-off distance in km. It is assumed that the propagation loss is constant when the distance to the base station is smaller than \( d_0 \). For a fixed base station antenna height, the propagation loss reduces to

\[ \gamma_i = u_f + u_h + v_h \log_{10}(\max \{d_0, d_i\}), \tag{3.6} \]

where

\[ u_f = K_1 + K_2 \log_{10}(f_{ca}) \]
\[ u_h = -K_3 \log_{10}(h_b) \]
\[ v_h = K_4 - K_5 \log_{10}(h_b). \]
In [55] it is mentioned that Hata’s model for propagation loss is only valid for carrier frequencies below 1500 MHz. The UMTS network uses a carrier frequency of approximately 2000 MHz which is definitely too high. Although scientists are aware of this fact, the model is still popular and widely used to model propagation loss for UMTS networks. Hata alike propagation loss models are so popular because they give good approximations of propagation loss while computations are relatively easy.

Currently, users at equal distance to the basestation will require similar transmission powers. However, clutter along the propagation paths causes the path loss to differ for each path. The deviation from the nominal value is known as slow fading or shadowing and can be modeled as a lognormally distributed random variable [55]. The slow fading is usually defined as $10^{S/10}$ where $S$ is normally distributed with zero mean and variance $\sigma_{S}^2$, this is denoted by $S \sim N(0, \sigma_{S})$.

If users are not far apart from each other, the random variables which model slow fading correlate. For simplicity we ignore this effect and assume that the slow fading coefficients $S_{kj}$ are mutually independent.

### 3.3 Removal of blocked users

As mentioned in the introduction, the main goal of the model is to find an estimator for missed traffic. This requires removing the users which on average require a transmit power greater than the maximal transmit power from the network. In this section we shall explain how blocked users are detected.

Dynamic simulation programs such as WINES or COUGAR have no problem in detecting blocked users. Users are one by one added to the network and based on the state of the network it can be easily assessed whether the new user is admitted to the network and, if it is admitted, whether other users will be blocked by the network. However, for a static simulation program the distinction is not so clear. A snapshot is nothing more than the state of the network at a specific moment in time. The snapshots shows all users, we can not see the order in which users arrived at the network or which users should have been blocked.

To determine whether a user needs to be removed and, if so, which one has to be removed, we first leave out the slow fading coefficients. The distribution of the slow fading factors is symmetric in the sense that $f(x) = f(x^{-1})$ for all $x > 0$. Hence, if we ignore the slow fading factors we get the “average condition” of the network for a particular snapshot. For the moment assume that we can determine the transmit powers for all users. If all users require, under these average conditions, a transmit power below the maximal allowable transmitting power $P_{\text{max}}$ all users are accepted. Otherwise we remove the user which requires the largest transmit power from the network. This changes the conditions of the network and basically yields a new snapshot. We determine the transmit powers for this new snapshot and again consider the user with the largest transmit power. Users are iteratively removed from the network until all users require, under average conditions, a transmit power below $P_{\text{max}}$.

The question remains how to compute the transmit powers of the users. Suppose we are given a snapshot with $K$ basestations and to each basestation $n_k$, $1 \leq k \leq K$, users are connected. We are also provided with a lower bound for the BEP so that the lower bound $\mu$ can be computed. By (3.4), the received power of the $j^{th}$ user connected to
basestation $k$ must satisfy
\[ \mu = \frac{GP_{kj}^{rec}}{(n_k - 1)P_{kj}^{rec} + OCI_k + N_f}, \]
where the other cell interference satisfies
\[ OCI_k = \sum_{\ell \neq k} K \sum_{i=1}^{n_k} P_{\ell i}^{rec}. \]

Since we ignore slow fading, the transmit powers only suffer from propagation loss. Let $\gamma_{\ell i k}$ be Hata’s propagation loss factor on the path between the position of the $i^{th}$ user connected to basestation $\ell$ to basestation $k$. Then by Hata’s equation it follows that
\[ P_{\ell i}^{rec} = P_{\ell i}^{tx} 10^{\gamma_{\ell i k}/10}, \]
where $P_{\ell i}^{tx}$ is the transmit power of the $i^{th}$ user connected to basestation $\ell$. Then the equation for the SNR becomes
\[ \mu = \frac{GP_{kj}^{tx} 10^{\gamma_{kj}}/10}{(n_k - 1)P_{kj}^{tx} 10^{\gamma_{kj}}/10 + \sum_{\ell \neq k} K \sum_{\ell}^{n_k} P_{\ell i}^{tx} 10^{\gamma_{\ell i k}}/10 + N_f}, \]
for $k = 1, 2, \ldots, K$ and $j = 1, 2, \ldots, n_k$. This leaves us with $n_1 + \ldots + n_K$ equalities and as many unknowns. Hence, the system of linear equations (3.7) can be solved, which gives us the transmit powers of the users for the average condition of the network.

To summarize, we start by randomly generating a snapshot by use of a homogeneous spatial Poisson process. This provides us with a set of users placed in $K$ cells. Based on the snapshot we construct the system of linear equalities (3.7). If this system has a feasible solution, that is all transmit powers are positive, then the transmit powers are computed. If the maximal transmit power among all users exceeds $P_{\text{max}}$, then the user which requires maximal transmit power is tagged as blocked and removed from the network. After the user is removed, we again construct a system of linear equations based on (3.7) and again the maximal transmit power among all users is determined. We repeat our previous steps until all the remaining users in the network require a transmit power below $P_{\text{max}}$.

### 3.3.1 Two different estimators

After we have removed the blocked users we can go on to estimate missed traffic. Let $\mathcal{N}_U$ represent the set of users which remain in the network and are not blocked
\[ \mathcal{N}_U = \{ \{k, j\} : \text{$j^{th}$ user connected to basestation $k$ is not blocked} \} \]

We can proceed in two ways. The first is the most obvious, for each user in the network we draw $K$ samples from the normal distribution. These $K$ samples represent the slow fading factors on each of the $K$ possible paths from the user to one of the $K$ basestations. Let $S_{kj\ell}$ represent the slow fading factor on the path between the $j^{th}$ user which is connected to basestation $k$ and basestation $\ell$. Then we can construct the following set of linear equations
\[ \mu = \frac{GP_{kj}^{tx} 10^{(\gamma_{kj} + S_{kj})}/10}{(n_k - 1)P_{kj}^{tx} 10^{(\gamma_{kj} + S_{kj})}/10 + \sum_{\ell \neq k} K \sum_{i}^{n_k} P_{\ell i}^{tx} 10^{(\gamma_{\ell i} + S_{\ell i})}/10 + N_f}, \]
for \( k = 1, 2, \ldots, K \) and \( j = 1, 2, \ldots, n_k \). Solving the system of linear equations yields the transmit powers of the users in the network. We also know that the transmit powers are bounded \( P_{\text{max}} \). Hence, the BEP for users which require a larger transmit power than \( P_{\text{max}} \) is larger than the allowable BEP. These users suffer from missed traffic, thus missed traffic is computed by

\[
MT_1 = \sum_{(k,j) \in \mathcal{N}_U} \frac{1\{P_{tx}^{kj} > P_{\text{max}}\}}{|\mathcal{N}_U|}, \tag{3.9}
\]

where the sum runs over all users which were not blocked.

However, there is a second possibility. Suppose that slow fading between users and the basestation to which they are not connected is not present. In this case the slow fading factor for the \( j^{th} \) user connected to basestation \( k \) is \( S_{kj} \). Then the system of linear equations which has to be solved is

\[
\mu = \frac{GP_{tx}^{kj}10^{(\gamma_{kj}+S_{kj})/10}}{(n_k - 1)P_{tx}^{kj}10^{(\gamma_{kj}+S_{kj})/10} + \sum_{\ell \neq k}^K \sum_{i=1}^{n_k} P_{tx}^{\ell i}10^{\gamma_{\ell i}/10} + N_f}, \tag{3.10}
\]

for \( k = 1, 2, \ldots, K \) and \( j = 1, 2, \ldots, n_k \). Note that the solution to this system of equations is simply

\[
P_{tx}^{kj} = 10^{-S_{kj}/10} \tilde{P}_{tx}^{kj},
\]

where \( (\tilde{P}_{tx}^{kj})_{k,j} \) is the solution to (3.7), it saves us solving an extra system of linear equations. However, the real gain of using (3.10) is that we can compute the probability \( \mathbb{P}(10^{S_{kj}} \tilde{P}_{tx}^{kj} > P_{\text{max}}) \) explicitly. This allows us to simply estimate missed traffic by

\[
MT_2 = \sum_{(k,j) \in \mathcal{N}_U} \frac{\mathbb{P}(10^{S_{kj}/10} \tilde{P}_{tx}^{kj} > P_{\text{max}}|\tilde{P}_{tx}^{kj})}{|\mathcal{N}_U|}, \tag{3.11}
\]

where \( S_{kj} \) is a normally distributed variable with zero mean and variance \( \sigma_S^2 \) and the sum runs over all remaining users.

The random variable \( MT_2 \) is an unbiased estimator of missed traffic (with the assumption that there is only slow fading between users and the basestations to which they are connected). The expectation of \( MT_2 \) is given by

\[
\mathbb{E}[MT_2] = \mathbb{E} \left[ \sum_{(k,j) \in \mathcal{N}_U} \mathbb{E}[1\{(10^{S_{kj}/10} \tilde{P}_{tx}^{kj} > P_{\text{max}})|\tilde{P}_{tx}^{kj}\}] \right]. \tag{3.12}
\]

Using the property of expectation that \( \mathbb{E} \mathbb{E}[X|Y] = \mathbb{E}[X] \) and rewriting the summation with help of the indicator function yields

\[
\mathbb{E}[MT_2] = \mathbb{E} \left[ \sum_{(k,j) \in \mathcal{N}_U} \mathbb{E}[1\{(10^{S_{kj}/10} \tilde{P}_{tx}^{kj} > P_{\text{max}})\} \cdot 1 \{\{k,j\} \in \mathcal{N}_U\} | \mathcal{N}_U] \right].
\]

The indicator function and \( |\mathcal{N}_U| \) are both measurable with respect to \( \mathcal{N}_U \). Hence, it
follows that the sum and the indicator can be put in front of the conditional expectation.

$$
E[MT_2] = E \left[ \sum_{(k,j) \in N_U} |N_U|^{-1} E \left[ \mathbb{1}\left\{ \frac{10^{S_{kj}}}{10^{\hat{P}_{kj}}} > P_{\text{max}} \right\} \bigg| \tilde{P}_{kj} \right] \right]
$$

$$
= E \left[ \sum_{(k,j) \in N_U} \frac{\mathbb{1}\left\{ \frac{10^{S_{kj}}}{10^{\hat{P}_{kj}}} > P_{\text{max}} \right\}}{|N_U|} \right]
$$

Question is why one would choose to use (3.11) instead of (3.9), the latter seems to be more accurate since it models slow fading on all possible paths between users and basestations. Besides that (3.11) looks like it is easier to work with, there is another argument. As is discussed in the next section, the two models are too complicated for an analytical study. Therefore, we have to use simulation to find estimators for missed traffic. It is likely that the variance of $MT_1$ is larger than the variance of $MT_2$ because we removed a part of the randomness from the model. The reduction of variance influences computation time directly since the variance assures a certain level of accuracy for the estimator of missed traffic. Hence, use of $MT_2$ will allow for a shorter running times.

To illustrate the differences between the two models, we run simulations with $m$ snapshots for $m = 100$ to $m = 1000$. The model of the wireless network consists of 4 cells, for a more detailed description on how the set of linear equations is formulated see Chapter 5. For each snapshot, users are positioned, the set of equations are formulated and missed traffic is estimated either by (3.9) or (3.11). The results are shown in Figure 3.2.

Comparison of the means of the estimators in Figures 3.2(a) and 3.2(b) shows that the mean of $MT_2$ is slightly lower than the mean of $MT_1$. Figures 3.2(c) and 3.2(d) show that the variance of estimator $MT_2$ is indeed slightly lower than for $MT_1$. The loss of accuracy of $MT_2$ by dismissing slow fading on certain paths between users and basestations is not compensated for by a significantly lower variance. Therefore, we conclude that it is better to use $MT_1$ to estimate missed traffic.

### 3.4 Implementation into a simulation tool

The network model described in the previous sections is a simplification of a UMTS network. With the exception for the model with $K = 1$, see Chapter 4, the model is still too complex for an analytical study. There are, at least, two major complications which stand in the way of a successful analytical study of the model. Firstly, there is, to our knowledge, no closed expression for the solution to either the set of linear equations (3.8) or (3.10). Secondly, the removal of users from the network affects the spatial Poisson process, by which the users are modeled, in an unpredictable manner. Therefore, we have to resort to simulation in order to study the model. In this section we shall explain the subsequent steps a simulation tool has to make to find estimates of missed traffic.

The simulation is initialized by choosing the number of cells $K$. The number of cells is decisive for the computation of MAI. For example if $K = 1$, there will only be SCI which raises the question how to model OCI. If $K = 4$, then cells have different numbers of neighbors, see Figure 3.1, this discrepancy has to be resolved. A solution to compute OCI in both cases is shown in Chapter 4 and Chapter 5, respectively. Note that this requires an additional assumption on the modeling of MAI.
3.4. Implementation into a simulation tool

The simulation constructs realizations of snapshots. For each realization, a number of users for each basestation $1, 2, \ldots, K$ is generated by sampling from the Poissonian distribution with mean $\lambda |C|$, see (B.1). The position of the users are determined by uniformly generating an angle $\theta$ between zero and $2\pi$, while the distance to the basestation is generated by a uniform sample in the interval $(0, 1)$, see (3.2). This only gives the distance for a user to the basestation to which it is connected. The distances of users to the neighboring basestations can be determined by goniometry.

To compute the distances of users to neighboring cells, we need the distance between neighboring basestations. By elementary goniometry

$$D_b = 2 \cos(\pi/6)R = \sqrt{3}R. $$

Furthermore, set a point of origin and a positive orientation for the angle $\theta_{kj}$. We choose the point of origin to be the most right corner of the cell and the positive orientation to be clockwise. Suppose that the $j^{th}$ user of basestation $k$ of the network in Figure 3.1 has distance $D_{kj}$ and angle $\theta_{kj}$. Using trigonometry formulas, $D_{kj\ell}$ the distance of user $j$ to basestation $\ell$ is

$$D_{kj\ell} = \begin{cases} D_{kj}, & \text{if } \ell = k \\ \sqrt{D_b^2 + D_{kj}^2 - 2D_bD_{kj}\cos \alpha_{k\ell}}, & \text{otherwise} \end{cases} $$

where $\alpha_{k\ell} = \alpha_{k\ell}(j)$ is tabulated in Table 3.1.

Based upon the positions of the users in their cells and their distances to neighboring basestations, the set of linear equations (3.7) can be formulated. Then we iteratively delete the users which for the average condition of the network would require a transmit power great than $P_{\text{max}}$. The set $\mathcal{N}_U$ of users remain in the network. We then have two choices, either we use the already computed powers $(\tilde{P}_{tx}^{kj})_{(k,j)\in \mathcal{N}_U}$ and estimate

Figure 3.2: Comparison of estimators (3.9) and (3.11)
missed traffic by (3.11). The other option is to first draw $|N_U|$ samples from the normal distribution to obtain the slow fading factors and estimate missed traffic by (3.9). For the remainder of this paper we choose to use (3.11) to estimate missed traffic.

<table>
<thead>
<tr>
<th>$l$</th>
<th>$\alpha_{1l}$</th>
<th>$\alpha_{2l}$</th>
<th>$\alpha_{3l}$</th>
<th>$\alpha_{4l}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$\theta_{kj} - 5/6 \pi$</td>
<td>$\theta_{kj} + 1/6 \pi$</td>
<td>$\theta_{kj} - 1/6 \pi$</td>
<td>$\theta_{kj} - 1/2 \pi$</td>
</tr>
<tr>
<td>3</td>
<td>$\theta_{kj} + 5/6 \pi$</td>
<td>$\theta_{kj} + 1/2 \pi$</td>
<td>$\theta_{kj} - 1/2 \pi$</td>
<td>$\theta_{kj} - 2/3 \pi$</td>
</tr>
<tr>
<td>4</td>
<td>$\theta_{kj} + 1/2 \pi$</td>
<td>$\theta_{kj} + 1/3 \pi$</td>
<td>$\theta_{kj} + 1/6 \pi$</td>
<td>$\theta_{kj} - 4/6 \pi$</td>
</tr>
</tbody>
</table>

Table 3.1: Computation of $\alpha_{kj}$
Chapter 4

Single cell model

Not surprisingly, the single cell model only has one basestation. Since the model concerns one basestation, propagation loss, shadowing and transmit powers are all indexed by a single index that distinguishes users. The number of users in the cell is represented by $N$. The single cell model has two advantages. Firstly, it is irrelevant which estimator, (3.9) or (3.11), is used since all users are connected to one basestation. Secondly, the transmit powers of the users are mutually independent.

Since there is only one basestation, MAI solely consists of SCI. The MAI of the $i$\textsuperscript{th} user is modeled by multiplying the SCI of this user

$$\text{MAI} := N - 1 \cdot 10^{(S_i - \gamma_i)/10} p_i^{tx},$$

where $0 < F \leq 1$. Note that if $F = 1$, then the user only suffers from SCI. If $F$ decreases, then the OCI increases.

For each user we determine its transmit power by finding the solution to the equation

$$\mu = \frac{G P_i^{tx} 10^{(S_i - \gamma_i)/10}}{\sum_{i=1}^{N-1} P_i^{tx} 10^{(S_i - \gamma_i)/10} + N_f}, \quad \text{for } i = 1, 2, \ldots, N. \quad (4.1)$$

The solution to the linear equation is given by

$$p_i^{tx} = \frac{10^{(\gamma_i - S_i)/10} F \mu N_f}{G F - (N - 1)\mu} \mu$$

Also by (4.1), the thermal noise $N_f$ can be expressed in the transmit power of the $i$\textsuperscript{th} user

$$N_f = p_i^{tx} 10^{(S_i - \gamma_i)/10} \left( \frac{G}{\mu} - \frac{N - 1}{F} \right) = \frac{G P_i^{tx} 10^{(S_i - \gamma_i)/10}}{\mu} - \text{MAI}$$

Let $\kappa = \kappa(n, F)$ be the noise rise or

$$\kappa = \frac{\text{MAI} + N_f}{N_f} = \frac{G P_i^{tx} 10^{(S_i - \gamma_i)/10}}{G P_i^{tx} 10^{(S_i - \gamma_i)/10} - \mu \sum_{i=1}^{N-1} P_i^{tx} 10^{(S_i - \gamma_i)/10}} = \frac{G F}{G F - (N - 1)\mu} \mu. \quad (4.2)$$

The expression for the transmit power can be reduced to

$$p_i^{tx} = 10^{(\gamma_i - S_i)/10} \cdot \mu \cdot \kappa \cdot N_f. \quad (4.3)$$
Chapter 4. Single cell model

4.1 Analysis without removal of blocked users

In the previous section it was mentioned that before the estimator of missed traffic is computed, users which in average condition require a transmit power larger than $P_{\text{max}}$ are removed from the network. By ignoring this step we can find a closed expression for the distribution of missed traffic.

The most useful property of the single cell model is that when the number of users is fixed, the powers $P_{tx}^i$ are mutually independent. The transmit power of the $i^{th}$ user depends on the random variables $D_i$ and $S_i$ which are assumed to be mutually independent of $D_j$ and $S_j$, $j \neq i$, respectively.

Firstly, we study the distribution of $MT$ for a fixed number of users in the cell $n$.

By the independence of the transmit powers, each user, which is at most $R$ km away from the basestation, has probability $p(n, R)$ to require a transmit power greater than $P_{\text{max}}$. The conditional density function of $MT$ is

$$\mathbb{P} \left( MT = i \mid N = n \right) = \binom{n}{i} p(n, R)^i (1 - p(n, R))^{n-i}.$$  \hfill (4.1)

The conditional mean and variance of $MT$ are

$$\mathbb{E}[MT \mid N = n] = p(n, R)$$

$$\text{Var}(MT \mid N = n) = \frac{1}{n} p(n, R)(1 - p(n, R)).$$

It remains to compute the probability $p(n, R)$.

User $i$ has probability $p(n, D_i, R)$ to require a too large transmit power. The expression for this probability is derived in Section 4.1.1 but can be skipped on first reading. We show there that

$$p(n, D_i, R) = \mathbb{P}(P_{tx}^i > P_{\text{max}} \mid N = n, D_i \leq R)$$

$$= \frac{1}{2} \left( 1 + \text{erf} \left( \frac{\alpha + \kappa(n, F) + v_h \log_{10}(\max\{d_0, D_i\})}{\sqrt{2}\sigma} \right) \right),$$  \hfill (4.4)

where

$$\alpha = u_f + u_n + \mu/G(\text{dB}) + N_f(\text{dBm}) - \tilde{P}_{\text{max}}(\text{dBm}),$$

also $\kappa(n, F)$ is expressed in dB. The probability $p(n, R)$ can be obtained by integrating over the density function of $D_i$

$$p(n, R) = \mathbb{P} \left( P_{tx}^i > P_{\text{max}} \mid N_i = n \text{ and } D_i \leq R \right) = \int_0^R p(n, x)f_D(x)dx,$$

where $f_D$ is the density function of the random variable $D_i$, the derivative of (3.1). Substituting (4.4) into the above integral yields,

$$p(n, R) = \frac{1}{2} + \frac{d_0^2}{2R^2} \text{erf} \left( \frac{\alpha + \kappa(n, F) + v_h \log_{10}(d_0)}{\sqrt{2}\sigma} \right)$$

$$+ \int_{d_0}^R \frac{x}{R^2} \text{erfc} \left( \frac{\alpha + \kappa(n, F) + v_h \log_{10}(x)}{\sqrt{2}\sigma} \right) dx,$$  \hfill (4.5)
where again $\kappa(n, F)$ is expressed in dB. The integral has an explicit yet involved solution, this solution can also be found in Section 4.1.1.

The probability mass function for $MT$ is more complicated but can be retrieved with the help of the conditional density. The number of users is Poissonian distributed with mean $\lambda|C|$. However, the basestation has finite capacity and can only facilitate a finite number of users. By (4.2) and (4.3) it is possible to determine the maximum allowable number of users. The maximal number of users is

$$N_{\text{max}} = \max\{n : n \geq 0 \text{ and } GF > (n - 1)\mu\}.$$

Furthermore, there must be at least one user to measure performance. The probability mass function of the number of users in the cell is

$$P(N = n) = \frac{(\lambda|C|)^n}{n!} \left(\sum_{i=1}^{N_{\text{max}}} \frac{(\lambda|C|)^i}{i!}\right)^{-1} = c(F) \frac{(\lambda|C|)^n}{n!}, \quad \text{for } n = 1, \ldots, N_{\text{max}}. \tag{4.6}$$

By the law of total probability, the probability mass function for missed traffic becomes

$$P(MT = x) = \sum_{n=1}^{N_{\text{max}}} P(N = n)P(MT = x|N = n)$$

$$= \sum_{n=1}^{N_{\text{max}}} P(N = n) \left(\frac{n}{nx}\right)p(n, R)^n x (1 - p(n, R))^{n-x} 1\{nx \in \mathbb{N}\}, \tag{4.7}$$

for $0 \leq x \leq 1$.

The expectation and variance of $MT$ can be computed with the conditional expectation and variance. The expectation of $MT$ equals

$$E[MT] = \sum_{n=1}^{N_{\text{max}}} P(N = n)E[MT | N = n] = c(F) \sum_{n=1}^{N_{\text{max}}} \frac{(\lambda|C|)^n}{n!} p(n, R). \tag{4.8}$$

The variance of $MT$ can be computed in the same way as was done for (2.6).

$$\text{Var}[MT] = E[\text{Var}(MT|N)] + \text{Var}(E[MT|N])$$

$$= E \left[\frac{p(N, R)(1 - p(N, R))}{N}\right] + \text{Var}(p(N, R))$$

When substituting the distribution function of $N$ into the above formula, we arrive at

$$\text{Var}(MT) = c(F) \sum_{n=1}^{N_{\text{max}}} \frac{(\lambda|C|)^n}{n!} p(n, R)(1 + (n - 1)p(n, R)) - c(F)^2 \left(\sum_{n=1}^{N_{\text{max}}} \frac{(\lambda|C|)^n}{n!} p(n, R)\right)^2. \tag{4.9}$$

### 4.1.1 Derivation of $p(n, D_i, R)$ and $p(n, R)$

We express the power $P_{tx}^i$ in dBm. Let $\tilde{\mu} = 10 \log_{10}(\mu/G)$, $\kappa(n, F)$ be expressed in dB and the thermal noise $N_f$ in dBm. Furthermore, there are a total of $n$ users connected to the basestation. By (4.3), it holds that

$$P_{tx}^i = \gamma_i - S_i + \tilde{\mu} + \kappa + N_f.$$

Using Hata’s model for propagation loss (3.6), the propagation loss factor $\gamma_i$ equals

$$\gamma_i = u_f + u_h + v_h \log_{10}(\max\{d_0, D_i\}),$$

where $D_i$ is the distance of user $i$ to the base station and $d_0$ is the cut-off distance. Let

$$\alpha = u_f + u_h + \tilde{\mu} + N_f - P_{\text{max}},$$

then

$$P_{tx}^i - P_{\text{max}} = \alpha + v_h \log_{10}(\max\{d_0, D_i\}) - S_i + \kappa(n, F)$$

By the latter equation, the probability that user $i$ suffers from missed traffic equals

$$p(n, R) = \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{\alpha + \kappa(n, F) + v_h \log_{10}(\max\{d_0, D_i\})}{\sqrt{2} \sigma_S} \right)$$

With the software package Mathematica we can find an explicit expression for (4.5).

$$p(n, R) = \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{\alpha + \kappa(n, F) + v_h \log_{10}(R)}{\sqrt{2} \sigma_S} \right)$$

where

$$A = \text{erf} \left( \frac{v_h^2 \log_{10}(d_0) + \alpha + \kappa(n, F)}{v_h \sqrt{2} \sigma_S} \right)$$

$$B = \text{erf} \left( \frac{v_h^2 \log_{10}(R) + \alpha + \kappa(n, F)}{v_h \sqrt{2} \sigma_S} \right)$$

4.2 Analysis with removal of blocked users

Recall that before missed traffic is estimated, the users which on average require a transmit power which exceeds $P_{\text{max}}$ are removed from the network. Let $N$ represent the total number of users in the cell before blocked users are removed, while $N_U(N)$ denotes the number of users which are left after removal of the blocked users. By the independence of the positions of the users, it is still possible to find an analytical expression for the expectation of $MT$. However, because of the complexity of the model, we will build up the model in two steps.

Fix $N = n$ such that there are a total of $n$ users in the network and let $MT(n, R)$ be the expectation of missed traffic when $N = n$ conditionally on the event that $N_U > 0$. Recall that the MAI explicitly depends on the number of users present in the cell. Hence, starting with $n$ users there will be a maximal allowable distance $d_{\text{max}}(n)$. If the maximal distance exceeds $d_{\text{max}}(n)$, then the user at maximal distance is removed from the network. In this case the maximal allowable distance will increase since the MAI decreases. We will work towards the model with a maximal distance which depends on the number of users in the cell. However, we first consider the case when the maximal allowable distance $d_{\text{max}}(n) \equiv d_{\text{max}}$ for all $n = 1, 2, \ldots, N$. 
Let $D(1), D(2), \ldots, D(n)$ be the distances of the $n$ users rearranged in increasing order. The minimal and maximal distance of the $n$ users will play an important role and we derive the distribution functions for $D(1)$ and $D(n)$. The complementary distribution function of the minimal distance $D(1)$ among $n$ users which are independently and homogeneously distributed over a circle with radius $R$ is

$$F_{\min}^c(x; n, R) = \mathbb{P}\left( \min_{1 \leq i \leq n} D_i > x \right) = \prod_{i=1}^{n} \mathbb{P}(D_i > x) = \begin{cases} 1 & \text{if } x < 0 \\ \left(1 - \frac{x^2}{R^2}\right)^n & \text{if } 0 \leq x \leq R \\ 0 & \text{if } x > R \end{cases}.$$\hspace{1cm} (4.9)

The distribution function of the maximal distance $D(n)$ among $n$ users which are independently and homogeneously distributed over a circle with radius $R$ is

$$F_{\max}(x; n, R) = \mathbb{P}\left( \max_{1 \leq i \leq n} D_i \leq x \right) = \prod_{i=1}^{n} \mathbb{P}(D_i \leq x) = \begin{cases} 0 & \text{if } x < 0 \\ \frac{x^n}{n!} & \text{if } 0 \leq x \leq R \\ 1 & \text{if } x > R \end{cases}. \hspace{1cm} (4.10)$$

The network is initialized with a total of $n$ users. The probability that the maximal distance among all $n$ users is bounded by $d_{\max}$ is then simply $F_{\max}(d_{\max}; n, R)$. In this case the $n$ users are uniformly distributed over a circle with radius $d_{\max}$ and none of them are removed. But this means that we satisfy the constraints of Section 4.1 and

$$\mathbb{E}[MT \mid N = n, D_{(n)} \leq d_{\max}] = p(n, d_{\max}).$$

With probability $1 - F_{\max}(d_{\max}; n, R)$, the maximal distance among all users exceeds $d_{\max}$. In this case we have to remove the user at maximal distance to the basestation. Removal of the user at distance $D_{(n)}$ leaves $n - 1$ users which have distance $D(1), D(2), \ldots, D(n-1)$ so that $D(i) \leq D_{(n)}$ for all $i < n$. Now use the crucial property that the positions of the users in the network are mutually independent. Therefore, the $n - 1$ remaining users are still uniformly distributed over a circle but no longer with radius $R$. Instead, the $n - 1$ users are uniformly distributed over a circle with radius $D_{(n)}$. Hence, we have generated a snapshot for which the basestation has a smaller reach and we proceed as before.

The cdf of the maximal distance of $n - 1$ users is $F_{\max}(x; n - 1, D_{(n)})$. Now we consider $D_{(n-1)}$ and compare it with $d_{\max}$. The probability that the maximal distance among the $n - 1$ users is bounded by $d_{\max}$ is $F_{\max}(d_{\max}; n - 1, D_{(n)})$. In this case the conditional expectation of $MT$ is

$$\mathbb{E}[MT \mid N = n, D_{(n)} > d_{\max}, D_{(n-1)} \leq d_{\max}] = p(n - 1, d_{\max}).$$

With probability $1 - F_{\max}(d_{\max}; n, D_{(n)})$, the user at maximal distance has to be removed from the network. The previous steps can be repeated until no users are left in the network.

The procedure to compute missed traffic is depicted in Figure 4.1. The top row consists of the temporary states where it is checked if the maximal distance is bounded by $d_{\max}$. If the process is in state $s_{k}$, $2 \leq k \leq n$, and the maximal distance is bounded by $d_{\max}$, then the process goes to state $s'_{k}$. Otherwise the process goes to $s_{k-1}$. If the process is in state $s_{1}$ and the distance of the remaining user is not bounded by $d_{\max}$, then the process goes to state $s'_{0}$, otherwise the process goes to state $s'_{1}$. The same line of reasoning is possible when $d_{\max}$ is a function of the number of users yet to examine.

To illustrate the process we compute the expectation of missed traffic when the network is initialized with a single user.
EXAMPLE 4.1. Suppose a single user is connected to the base station and that it is located at distance $D_1$. Let $d_1$ be $d_{\text{max}}(1)$, then $MT(1, R)$ is

$$ MT(1, R) = E[MT \mid N = 1, N_U > 0] = \frac{\mathbb{P}(D_1 \leq d_1)p(1, d_1 \lor R)}{\mathbb{P}(N_U > 0)}, $$

where $x \lor y = \min\{x, y\}$. The event $\{N_U > 0\}$ is equivalent to the event $\{D_1 \leq d_1 \lor R\}$, thus

$$ MT(1, R) = E[MT \mid N = n, N_U > 0] = \frac{F_{\text{max}}(d_1; 1, R)p(1, d_1 \lor R)}{1 - F_{\text{min}}(d_1; 1, R)}. $$

The example is not very complex but enables us to compute $MT(n, R)$ for any $n \in \mathbb{N}$. Consider the variables

$$ MT'(n, R) = (1 - F_{\text{min}}(d_{\text{max}}(1); n, R))MT(n, R). $$

With help of the following lemma we are able to compute $MT'(n, R)$ for any $n \in \mathbb{N}$.

**Lemma 4.1.** The variable $MT'(n, R)$ satisfies the following recursive relation

$$ MT'(n, R) = \mathbb{P}(D_{(n)} \leq d_{\text{max}}(n))p(n, d_{\text{max}}(n)) + \int_{d_{\text{max}}(n)}^{R \lor d_{\text{max}}(n)} f_{D_{(n)}}(x)MT'(n - 1, x)dx $$

$$ = F_{\text{max}}(d_{\text{max}}(n); n, R)p(n, d_{\text{max}}(n)) + \int_{d_{\text{max}}(n)}^{R \lor d_{\text{max}}(n)} f_{D_{(n)}}(x)MT'(n - 1, x)dx, $$

for $n \geq 2$ where

$$ f_{D_{(n)}}(x) = \frac{d}{dx}F_{\text{max}}(x; n, R). $$

**Proof.** Take $n \in \mathbb{N}$ and consider $MT'(n, R)$. We enter the stochastic process pictured in Figure 4.1 in state $s(n)$. If $D_{(n)} \leq d_{\text{max}}(n)$, then we have a snapshot in which all users are uniformly distributed over a circle with radius $d_{\text{max}}(n)$. This yields the first contribution to $MT'(n, R)$. If $D_{(n)} > d_{\text{max}}(n)$, then we go to state $s(n - 1)$ where the users are uniformly distributed over a circle with radius $D_{(n)}$. Observe that in this case the expectation of missed traffic is $MT'(n - 1, D_{(n)})$. This yields the integral in the expression for $MT'(n, R)$. \qed
4.3. Conclusions and recommendations

Now we proceed in exactly the same way as in Section 4.1. Based on the choice of $F$, we compute $N_{\text{max}}$ and can so determine the expectation of missed traffic.

$$\mathbb{E}[MT] = \sum_{n=1}^{N_{\text{max}}} c(F) \frac{\lambda^n}{n!} MT(n, R),$$

where $MT(n, R)$ is determined by use of Lemma 4.1.

4.3 Conclusions and recommendations

The great power of the single cell model is the assumption that MAI can be modeled by multiplying the SCI with an appropriate factor $F^{-1}$. This allows for a probabilistic analysis which is impossible for models which have multiple basestations. These latter models require solving the set of equations (3.4) for which no closed expression is known. A weakness of the model is that if there is only a single user connected to the basestation, then this user does not suffer from MAI.

The single cell model has the property that, conditionally on the number of users in the cell, the transmit powers are independent of one another. Based on this observation we are able to give a complete description of the distribution of missed traffic when no users are removed from the network. We have derived expressions for the distribution (4.7), the expectation (4.8) and variance (4.9) of missed traffic.

The case when blocked users are removed from the network is more complex. In Lemma 4.1 a recursive relation is derived which, theoretically, enables us to compute the expectation of missed traffic. However, the recursive relation for the expectation of missed traffic is complex and depends on taking multiple integrals and is thus computational intensive. Implementation of Lemma 4.1 shows that the instance when the network is initialized with 3 users already requires a substantial computational effort. Numerical integration methods may solve this problem but it will be hard to control errors since the errors propagate by the requirement to take multiple integrals.

The single cell model leaves us with a few issues which need to be resolved. We have found an expression for the expectation of missed traffic and analogue to Section 4.1 it should be possible to find expressions for the distribution and variance of missed traffic. More research on numerical integration methods is necessary for Lemma 4.1 to have practical value. Throughout Chapter 4 we have assumed the factor $F$ to be some given constant. Obviously, this is not a realistic assumption and more research is needed to model $F$. In Section 5.3 we attempt to model $F$ by study of the quadruple cell model. A probability distribution for $F$ is chosen based on simulations of the quadruple cell model. In this section we also introduce the adapted single cell model which resolves the issue that a single user does not suffer from MAI.
Chapter 5

Quadruple cell model

In this chapter we shall introduce and analyze a second model of the wireless network. The model consists of 4 basestations which are placed and numbered as in Figure 3.1. The outline of this chapter is as follows. The basic problem for this model is how to model and compute the MAI, we have to make some additional assumptions which are explained in Section 5.1. In Section 5.2 we will study the distribution of missed traffic and in Section 5.3 we attempt to give a reduction from the quadruple cell model to the single cell model which was studied in Chapter 4.

5.1 Modeling MAI

It is assumed that the only users which contribute to the MAI of the $j^{th}$ of basestation $k$ are either connected to basestation $k$ or to some basestation which is a direct neighbor of basestation $k$. The SCI of a user can be computed by Claim 3.1. However, it is impossible to compute the OCI for the simple reason that not all basestations are completely surrounded. To resolve this problem we use wrap around. Wrap around can be best explained by use of a window. Consider Figure 3.1, we put a window around the cell of basestation 1 and note the holes on the right side of the cell. These gaps are

![Figure 5.1: Wrap around for basestation 1](image-url)
filled by using copies of the three other basestations (the copies include the users), this results in Figure 5.1.

Naturally the next step would be to move the window and place it over the cell of basestation 2, observe the gaps to the left of the cell and fill these up by copies of the other neighboring basestations. Note that in this case we would place a copy of a copy of cell 4 to the left of the cell of basestation 2. These steps are repeated until all cells are completely surrounded by 6 cells. Then it is possible to construct the system of linear equations (3.7) and, after removal of the blocked users, missed traffic is estimated by (3.11).

Estimations of missed traffic are purely based upon the transmit powers of the users, if present, which are connected to basestation 1, the so-called basestation of interest. Hence, \( \mathcal{N}_U \) is the set of all users connected to basestation 1 which are not blocked. Using all users in the network to estimate missed traffic would provide a smaller variance of the estimator than when using only a subset of the users in the network. However, there is a good reason to appoint a basestation of interest.

As the title of this paper already suggests, the main goal of this paper is first classify snapshots into groups and to construct a tool which is able to generate snapshots from any group of desire. It became clear in Chapter 3 that we only directly control the spatial Poisson processes. Other parameters such as the gain \( G \) or the lower bound \( \mu \) are imposed by the specifications of the network. If the estimator of missed traffic is based on all four of the cells, then we would need to classify missed traffic based on four independent spatial Poisson processes instead of one. These four Poisson processes have too many possible states, roughly the states for a single Poisson process to the power four, for a successful classification.

5.2 Missed traffic

In this section we shall study the distribution of missed traffic. Unlike with the single cell model, it is impossible to analytically analyze missed traffic and we have to turn to statistical techniques in order to draw conclusions about the distribution of missed traffic.

The two most used techniques to assess the distribution of some (continuous) random variable are probability plots and hypothesis tests. A probability plot [12] is a graphical technique to assess whether a distribution function is a good fit. The data is plotted against a theoretical distribution in such a way that the points should form approximately a straight line. Departures from this straight line indicate departures from the specified distribution. For conventional distributions such as the normal distribution, probability plots can be produced with Statgraphics. However, we could not find a statistical program which produces probability plots for a fully specified truncated normal distribution. Therefore, we implemented a program in Mathematica which produces probability plots for the truncated normal distribution. The program requires estimators for the parameters \( \mu, \sigma, x_L \) and \( x_R \) of the truncated normal distribution, in Appendix C.2 it is explained how these parameters are estimated.

The usual approach to find the distribution of a random variable is to first draw some probability plots such that a small set of possible distribution functions remain. Then the hypothesis tests are used to see which distribution fits best. The general concept of hypothesis testing is treated in Appendix B.2.1. A goodness of fit test has hypotheses
5.3. Reduction to single cell model

In Chapter 4 we found a closed expression for missed traffic. As was already mentioned, the expression for missed traffic is difficult. However, it still is useful to link the quadru-

\[
\begin{array}{c|cc}
\text{test} & \text{normal distribution} & \text{truncated normal distribution} \\
\hline
\mu = 0.195, \sigma = 0.097 & \mu = 0.172, \sigma = 0.115 \\
\hat{x}_L = 0.00, \hat{x}_R = 0.49 & \\
\hline
\text{K-S} & 0.69 & 0.14 \\
\text{C-M} & 0.76 & 0.50 \\
\text{A-D} & 0.38 & 0.04 \\
\end{array}
\]

Table 5.1: \( p \)-values for goodness of fit tests of \( \hat{M}T_2 \)

The probability plot for the truncated normal distribution is better behaved than for the normal distribution which defects for small values of missed traffic. However, the \( p \)-values of the goodness of fit tests indicate that the normal distribution fits the distribution of missed traffic better. This behavior can be heuristically explained by studying the estimators of missed traffic for individual users. The individual estimators of missed traffic are truncated normally distributed. Conditionally on \( N_U \), the estimators of missed traffic are also mutually independent. There are versions of the central limit theorem which imply the usual central limit theorem for sums of dependent random variables. Although missed traffic does not meet the conditions for any of these versions, the transition from the truncated normal distribution to the normal distribution best explains the behavior of missed traffic.

5.3 Reduction to single cell model

In Appendix B.2.2 we focus on the three goodness of fit tests, the Kolmogorov-Smirnov (K-S), the Cramér-von-Mises (C-M) and the Anderson-Darling (A-D) test.

Figure 5.2(a) is the normal probability plot for missed traffic. Interpretation of the probability plot shows that the distribution \( \hat{M}T_2 \) is short-tailed, see \cite[p. 71]{51}. This is not surprising since by the removal of users which require a transmit power greater than \( P_{\text{max}} \), the estimator of missed traffic is bounded \( 0 \leq \hat{M}T_2 \leq \frac{1}{2} \). Therefore we have also included a truncated normal probability plot, see Figure 5.2(b). The \( p \)-values for the different goodness of fit tests are tabulated in Table 5.1.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure52.png}
\caption{Probability plots of \( \hat{M}T_2 \)}
\end{figure}
ple cell model to the single cell model because of running time. The quadruple cell first positions users in four different cells and computes the distances from the users to all neighboring basestations. Then the systems of linear equations (3.7) must be solved to find the powers and to remove the blocked users from the network. The powers of the single cell model are directly computed by (4.3). Therefore, the computation time for the quadruple model is much greater than for the single cell model and a reduction to the single cell model perfectly fits in the search of methods to speed up the static simulation program.

Recall that the transmit power for the single cell model is given by (4.3), this yields

$$F = \frac{(N_U - 1)P_{tx}^{11} \mu}{GP_{tx}^{11} - 10^{\gamma_{111}/10}N_f \mu},$$

where $N_U$ is the set of users connected to basestation 1 which were not blocked. The estimate of $F$ is obtained by considering the power of the first user connected to basestation 1. However, the choice of user does not make a difference since, by Claim 3.1, the received powers $10^{-\gamma_{1j1}/10}P_{tx}^{1j}$ are identical.

The single cell model has the property that when only one user is connected to the basestation, this user will not suffer from MAI. This property is likely to damage a possible link between the two models. Therefore we introduce the adapted single cell model. For this model we define the MAI to be

$$\text{MAI} = \left( \frac{1}{F_1} \mathbb{1} \{ |N_U| = 1 \} + \frac{1}{F_2} \mathbb{1} \{ |N_U| > 1 \} \right) 10^{(S_i - \gamma_i)/10} P_{tx}^{ix}.$$ 

Note that the only change we make is that when there is one user connected to the basestation, then we model MAI interference by $(F_1)^{-1} P_{tx}^{1x}$. The formula for the transmit power then becomes

$$P_{tx}^{ix} = \begin{cases} \frac{F_1\mu N_f}{GP_{tx}^{11} - 10^{\gamma_{111}/10}N_f \mu} & \text{if } |N_U| = 1, \\ \frac{F_2\mu N_f}{GP_{tx}^{11} - (N_U - 1)\mu} & \text{if } |N_U| > 1. \end{cases}$$

In case of the adapted single cell model, the factors $F_1$ and $F_2$ can be computed by

$$F_1 = \mathbb{1} \{ |N_U| = 1 \} \frac{P_{tx}^{11} \mu}{GP_{tx}^{11} - 10^{\gamma_{111}/10}N_f \mu},$$

$$F_2 = \mathbb{1} \{ |N_U| > 1 \} \frac{(n - 1)P_{tx}^{11} \mu}{GP_{tx}^{11} - 10^{\gamma_{111}/10}N_f \mu}.$$ 

Note that $F_2$ is surely greater than zero but not bounded by 1. Indeed, simulations show that $F_2$ can be as large as 5.

We will first study the factors of the single cell and the adapted single cell model when there are at least two users connected to the basestation of interest. These snapshots will reveal information about the distribution of $F = F_2$. We then turn to the case when there is only one user connected to the basestation of interest. The snapshots with only one user connected to the basestation of interest will provide information about the distribution of $F_1$.

Recall from Chapter 4 that a truncated distribution is likely to arise. The variable $F$ ($F_2$) is bounded between 0 and 1, where $F = 1$ when there is no OCI and as $F \to 0$ the OCI increases. The truncated normal probability plot in Figure 5.3 shows to be most the promising probability plot. The estimators for the parameters of the truncated normal
distribution are displayed in Table 5.2. The second tool we have at our disposal are the goodness of fit tests. These tests also support the choice for the truncated normal distribution. Hence, we expect $F = F_2$ to be truncated normally distributed.

$$F = F_2$$

Table 5.2: $p$-values goodness of fit tests

<table>
<thead>
<tr>
<th>test</th>
<th>Truncated normal distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu = 0.624, \sigma = 0.231$</td>
</tr>
<tr>
<td></td>
<td>$\hat{x}_L = 0.15, \hat{x}_R = 0.97$</td>
</tr>
<tr>
<td>K-S</td>
<td>0.519</td>
</tr>
<tr>
<td>C-M</td>
<td>0.785</td>
</tr>
<tr>
<td>A-D</td>
<td>0.636</td>
</tr>
</tbody>
</table>

Table 5.3: $p$-values goodness of fit two-parameter exponential tests

<table>
<thead>
<tr>
<th>test</th>
<th>two-parameter exponential</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\gamma} = 0.14, \hat{\lambda} = 1.89$</td>
</tr>
<tr>
<td>K-S</td>
<td>0.021</td>
</tr>
<tr>
<td>C-M</td>
<td>0.089</td>
</tr>
<tr>
<td>A-D</td>
<td>0.012</td>
</tr>
</tbody>
</table>

Now we turn to the case when $|\mathcal{N_U}| = 1$. Study of the factor $F_1$ requires the introduction of another distribution, the exponential distribution. A random variable $X$ is exponentially distributed with scale parameter $\lambda$, or $X \sim \text{Exp}(\lambda)$, if the density function of $X$ is

$$f_X(x) = \lambda e^{-\lambda x}, \quad \text{for } x \geq 0.$$ 

A random variable $X$ is two-parameter exponentially distributed with scale parameter $\lambda$ and location parameter $\gamma$, or $X \sim \text{Exp}(\lambda, \gamma)$, if the density function is

$$f_X(x) = \lambda e^{-\lambda(x - \gamma)}, \quad \text{for } x \geq \gamma.$$ 

Note that the two-parameter exponential distribution is simply an exponential distribution which is truncated from the left at $\gamma$.

Trying several distribution functions, the exponential probability plot yields the most promising picture, see Figure 5.4. However, large values of $F_1$ distort the possibly exponential distribution of $F_1$. We try goodness of fit test for both the exponential and two-parameter exponential distribution. The $p$-values for the exponential distribution are small, the largest $p$-value is in the order of $10^{-11}$. The $p$-values for the two-parameter exponential distribution are displayed in Table 5.3. Based on Table 5.3 and the probability plot, we sample the factor $F_2$ from the two-parameter exponentially distribution.
sample $F$ from the truncated normal distribution. For the adapted single cell model we sample $F_1$ from the two-parameter exponential distribution while $F_2$ is sampled from the truncated normal distribution. Comparing these two models with the quadruple cell model can be done by sampling from both models and compare these samples to a sample of the quadruple cell model. We use both graphical techniques and the K-S two-sample goodness of fit test to compare two samples.

The first graphical technique is the quantile-quantile (Q-Q) plot. The Q-Q plot is a technique similar to the probability plot. A Q-Q plot plots the empirical distribution function of the first data set against the empirical distribution function of another data set. A 45-degree reference line is also plotted. If the two sets come from a population with the same distribution, the points should fall approximately along this reference line. The greater the departure from this reference line, the greater the evidence for the conclusion that the two data sets have come from populations with different distributions. The statistical software package Statgraphics can be used to produce the Q-Q plots. In Figure 5.3, the Q-Q plots for both single cell models are shown.

![Q-Q plots of missed traffic](image)

Figure 5.3: Q-Q plots of missed traffic

The Q-Q plot for the single cell model shows that it underestimates missed traffic, this was already foreseen since a single user will not suffer from MAI. The adapted single cell model repairs this error and models OCI. However, it seems that the adapted single cell model overshoots its target. The adapted single cell model seems to overestimate missed traffic. We also note the different behavior between the single cell and the adapted single cell model appears to be present for large values of missed traffic. However, the models only differ in modeling the MAI for a single user. Therefore, one would expect the differences of the model to be present for smaller values of missed traffic.

A second graphical technique used to determine whether two data sets have a common distribution function is the density trace [35]. The density trace is an alternative to a commonly used simple density estimator, the histogram. Weaknesses of the histogram such as which choice to make for the width of the intervals or the number of intervals, caused the proposal of alternative density estimators. Defining the location density $d(x|h)$ at a point $x$ as the fraction of the data values per unit of measurement that fall in an interval centered at $x$ gives

$$d(x|h) = \frac{\sum_{i=1}^{n} \delta_i}{n\lambda},$$

where $n$ is the sample size, $h$ is the interval width and $\delta_i$ is one when the $i^{th}$ sample value is in the interval $[x-h/2, x+h/2]$ and zero otherwise. In order to plot the density trace,
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first select a value for \( h \) and then compute \( d(x|h) \) on a dense grid of equally spaced \( x \) values. Connect the \( d(x|h) \) by lines. The shape of the density trace is essentially driven by the interval length. It is very smooth for large values of \( h \) and “wiggly” for smaller values of \( h \).

As the interval width is increased, data points further and further from the center value are included. In order to decrease the weight of points that are far removed from the center value each point gets an interval dependent weight \( w_i \). The location density is given by

\[
d(x|h) = \frac{\sum_{i=1}^{n} w_i \delta_i}{n \lambda}.
\]

For a more detailed description about these weighting functions we refer to [12]. The statistical software package Statgraphics can be used to make density traces. Statgraphics includes all observations into a single interval and the weights are chosen according to a Gaussian distribution. The density traces for missed traffic are shown in Figure 5.3.

![Figure 5.6: Density traces of missed traffic](image)

The density trace for the adapted single cell model seems to be a better fit than the single cell model. The density trace of the single cell model shows a higher density for smaller values of missed traffic in comparison to the density trace of missed traffic in the quadruple cell model. This makes sense since a single user is likely to cause smaller values of missed traffic. When there is only one user present in the model, the single cell model will give rise to an even lower value of missed traffic since this user does not suffer from MAI. The density trace of the adapted single cell model shows that this behavior is corrected. The density of smaller values of missed traffic is only slightly higher than the density for the quadruple cell model.

The last technique to compare the distributions of missed traffic is the K-S two sample test, see Appendix B.2.2 for a description of this test. The test is performed with Statgraphics which returns approximate \( p \)-values. The \( p \)-value for the single cell model is 0.225 while the \( p \)-value for the adapted single cell model is 0.396.

The Q-Q plots, density traces and \( p \)-values for the two-sample K-S test indicate that the distribution of missed traffic in the quadruple cell model is the same as the distribution of missed traffic in the adapted single cell model. However, studying the number of users in the cell of interest we see significant differences. It seems as if the single cell and adapted single cell model cause a shift of the distribution of \( N_U \) to the left.
Table 5.4: The number of users $|N_U|$

| Model/$|N_U|$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | Total |
|-----------|---|---|---|---|---|---|---|---|---|-------|
| Single cell | 88 | 195 | 290 | 255 | 115 | 41 | 15 | 1 | 0 | 1000 |
| Adapted Single Cell | 92 | 224 | 260 | 239 | 120 | 43 | 15 | 0 | 0 | 993 |
| Quadruple cell | 92 | 188 | 257 | 195 | 127 | 84 | 27 | 10 | 2 | 982 |

5.4 Conclusions and recommendations

The quadruple cell model which is likely to be more accurate than the single cell model because of the fact that multiple basestations are modeled. These neighboring basestations should give better approximations of OCI than simply multiplying the SCI by some factor as is done with the single cell model. The accuracy comes at the price that the computation of the transmit powers is more complex than for the single cell model. Simulations show that the use of the single cell model instead of the quadruple cell model roughly reduces running time by a factor five.

In order to compute OCI we use wrap around, see Figure 5.1. This causes the network to have a strange structure in which identical copies of only four cells form the entire network. To avoid this specific structure of the network, we propose to generate seven basestations instead of four. The new model places the basestation of interest and surrounds it by six basestations. The basestations at the periphery only have three neighboring basestations. Instead of placing identical copies of these three neighboring basestations, we assume that the OCI is symmetric. That is, the contribution to the OCI from users connected to the basestations which are not present in the model is identical to the contribution of users connected to the three neighboring basestations which are present in the model. In this way we avoid the peculiar structure of the network.

We observe that the reduction from the quadruple cell model to the both the single cell and adapted single cell model shows great potential. The results of Q-Q plots, density traces and the two sample K-S test give no reason to doubt the fact that missed traffic for both models is similarly distributed. The reduction to the adapted single cell model shows to be more accurate than the reduction to the single cell model. Study of the number of users which are not blocked cause us to doubt that the distribution of $|N_U|$ is the same. More research is needed to explain the difference between the number of users and how it affects missed traffic for the (adapted) single cell model. We also propose to, analogue to Chapter 4, give a complete probabilistic analysis of the adapted single cell model because the reduction shows better potential than the single cell model.
Chapter 6

Discriminant analysis

The simulation program to estimate missed traffic in a wireless network should make it possible to rapidly draw conclusions for the performance of the network for several settings of the parameters. For example, suppose we have some reference model A, for which we have chosen a setting of the parameters. If simulation shows that for a certain subset of the snapshots model A performs poorly, then we would like to test whether a change of the parameters would improve performance for these snapshots. Obviously, we do not want to save all the snapshots of model A or keep on generating random snapshots with the changed parameters until the snapshots of interest arise by pure chance. Ideally, we would like to divide the snapshots into groups and make it possible to generate samples from each group separately. In this way we can study the performance for snapshots belonging to a certain group and rapidly test if a change of parameters would improve performance for this particular group of snapshots.

In this chapter we shall provide the first part of a solution to this problem, namely how to classify the snapshots into groups. The second part of the solution is to generate snapshots from a group of interest, this problem will be resolved in Chapter 7. In Section 6.1 we introduce a general classification rule to divide the snapshots over groups, the discussion is based on a paper by Friedman [27]. Section 6.2 deals with the case when the data in the groups is multivariate normally distributed. In Section 6.3 a hypothesis test is introduced to test data for multivariate normality. In this last section of this chapter we shall apply two classification rules to the quadruple cell model and analyze the results.

6.1 General classification rule

The purpose of classification is to assign objects to one of $G$ groups based on a set of measurements $X = (X_1, X_2, \ldots, X_p)$ obtained from each object of observation. The variables $X_i$ are the so-called feature variables. We will use classification techniques to study the separability of labeled groups of observations in the measurement space.

An object is assumed to be a member of a unique class and an error is incurred if it is assigned to a different one. The cost or loss associated with such an error is defined to be

$$L(g, \hat{g}), \quad 1 \leq g, \hat{g} \leq G,$$  \hspace{1cm} (6.1)
where $g$ is the correct group and $\hat{g}$ is the assignment that was actually made. Usually $L(g, g)$ is taken to be zero and $L(g, \hat{g}) \geq 0$. A special but commonly occurring cost function is

$$L(g, \hat{g}) = 1 - \delta(g, \hat{g}),$$

(6.2)

which is zero if $g = \hat{g}$ and 1 otherwise.

The vectors of valued measurements which are assigned to the same group $g$ are seldom identical but share a common probability density function $f_g(X)$. The usual goal is to minimize the expected misclassification loss (6.1) over the sample to be classified. If the class conditional densities $f_g(X)$ are known, then it is possible to calculate misclassification risk and derive an assignment or classification rule to minimize it. The expected loss or risk incurred in classifying an object with measurement vector $X$ as $\hat{g}$ is

$$R(\hat{g} | X) = \sum_{g=1}^{G} P(X \in g | X)L(g, \hat{g}),$$

The expression for $R(\hat{g} | X)$ can be written in an alternative manner using the following lemma:

**Lemma 6.1.** Let $X$ be a random variable with density function $f_X$ and $B_1, B_2, \ldots$ be events. Suppose that

i. $B_i$ and $B_j$ are disjoint whenever $i \neq j$,

ii. $\bigcup B_i$ is the entire sample space,

iii. $P(B_i) > 0$ for each $k$.

Then

$$P(B_i | X) = \frac{f_X(x | B_i)P(B_i)}{\sum_j f_X(x | B_j)P(B_j)}.$$

**Proof.** The proof is by using Bayes Theorem [46] which states that for random variables $Y$ en $Z$ with strictly positive joint probability density function on $\mathbb{R}^2$, we have

$$f_{Y|Z}(y|z) = \frac{f_{Z|Y}(z|y)f_Y(y)}{f_Z(z)}.$$

By the above formula it holds that

$$P(B_i | X = x) = \frac{f_X(x | B_i)P(B_i)}{f_X(x)}.$$

The random variables $B_i$ are mutually independent and span the entire sample space. By the law of total probability it follows that

$$f_X(x) = \sum_j f_X(x | B_j)P(B_j).$$

This completes the proof. \qed
Using Lemma 6.1 with \( B_g \) the event that \( X \in g \) we see that the risk or expected loss incurred in classifying an object with measurement vector \( X \) as \( \hat{g} \) is

\[
R(\hat{g} \mid X) = \sum_{g=1}^{G} \frac{f_g(X)\pi_g \cdot L(g, \hat{g})}{\sum_{i=g}^{G} f_i(X)\pi_i},
\]

where \( \pi_g \) is the unconditional prior probability of observing a group \( g \) member.

The classification rule resulting from choosing \( \hat{g} \) to minimize (6.3) is known as the Bayes rule and it achieves minimal misclassification risk among all possible rules [7, p. 159]. Therefore, the optimal rule minimizes the numerator of (6.3). When cost function (6.2) is used, misclassification risk is simply the fraction of assignments that are incorrect. The optimal rule is to choose \( \hat{g} \) such that

\[
f_{\hat{g}}(X)\pi_{\hat{g}} = \max_{1 \leq g \leq G} f_g(X)\pi_g.
\]

The class conditional densities \( f_g(X) \) are often unknown. More often, we are able to obtain a sample of observations from each class that are correctly classified by some external mechanism. The objective is to use these observations as a training sample to construct a classification rule by obtaining suitable estimates of the class conditional densities \( f_g(X) \). Since these estimates generally deviate from the true population densities, such a rule will not likely achieve minimal risk, except perhaps asymptotically. Sometimes the unconditional class probabilities are also unknown. If the training data can be regarded as a random sample from the pooled population, then the prior probabilities can be estimated by the fraction of each class in the pooled sample.

### 6.2 Linear and quadratic discriminant analysis

The most often applied classification rules are based on the multivariate normal distribution. This is when the group conditional density functions \( (1 \leq g \leq G) \) are given by

\[
f_g(X) = \left(2\pi\right)^{-p/2}|\Sigma_g|^{-1/2}e^{-1/2(X-\mu_g)^T\Sigma_g^{-1}(X-\mu_g)},
\]

where \( \mu_g \) and \( \Sigma_g \) are the group \( g \) population mean vector and covariance matrix. We denote \( X \sim \mathcal{N}_p(\mu, \Sigma) \) if \( X \) is a \( p \)-dimensional random variable and \( X \) obeys the law of the multivariate normal distribution with mean vector \( \mu \) and covariance matrix \( \Sigma \). When the covariance matrices are identical, i.e.

\[
\Sigma_g = \Sigma, \quad 1 \leq g \leq G,
\]

the distribution is called homoscedastic normal, otherwise it is called heteroscedastic normal.

Assuming the simple loss function (6.2) and substituting (6.5) into (6.4) leads to the classification rule

\[
d_g(X) = \min_{1 \leq g \leq G} d_g(X),
\]
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with

\[ d_g(X) = (X - \mu_g)^T \Sigma_g^{-1} (X - \mu_g) + \log |\Sigma_g| - 2 \log \pi_g. \] (6.7)

The quantity \( d_g(X) \) is often called the discriminant score for the \( g^{th} \) class, whereas \( d_g(X) + 2 \log \pi_g \) is referred to as the discriminant function.

Using the classification rules (6.6) and (6.7) is called quadratic discriminant analysis (QDA) since it separates the disjoint regions of the measurement space corresponding to each group by quadratic boundaries. An important special case occurs when all of the class covariance matrices are presumed to be identical (homoscedasticity). Then the classification rule is called linear discriminant analysis (LDA) because the classification rule becomes

\[ d_g(X) = \min_{1 \leq g \leq G} d_g(X), \]

with discriminant functions

\[ d_g(X) = (\mu_g - X)^T \Sigma_g^{-1} \mu_g - (\mu_g)^T \Sigma_g^{-1} X - 2 \log \pi_g, \]

resulting in linear decision boundaries.

Quadratic and linear discriminant analysis can be expected to work well if the class conditional densities are approximately normal and good estimates, for classification purposes, can be obtained for the population parameters defining the distributions. In the classification context the ellipsoidal symmetry shape (Gaussian shape) associated with the normal distribution appears to be the important aspect rather than its detailed shape, see [37, 41].

In most applications of LDA or QDA the prior probabilities are estimated as

\[ \hat{\pi}_g = \frac{n_g}{n}, \]

with

\[ n_g = \sum_{c(v)=g} 1, \quad n = \sum_{g=1}^G n_g. \] (6.8)

Here \( v \) labels the observations in the training sample and \( c(v) \) is the class of the \( v^{th} \) observation. The parameters associated with the class densities are estimated by their sample analogues:

\[ X_g. = \frac{1}{n_g} \sum_{c(v)=g} X_v. \] (6.9)

The unbiased estimator of the covariance matrix \( \Sigma_g \) is

\[ S_g = \frac{1}{n_g - 1} \sum_{c(v)=g} (X_v - X_g.)(X_v - X_g.)^T. \] (6.10)

When the covariance matrices are assumed to be identical, the unbiased estimator of \( \Sigma \) is

\[ S = \sum_{g=1}^G \sum_{c(v)=g} n_g - 1 \left( \frac{1}{n} \right) S_g. \] (6.11)
6.3 A test for multivariate normality and homoscedasticity

The question of adequacy of QDA or LDA is one that can be fairly easy assessed. In principle one might test this in the same manner as one tests for univariate normality by using goodness of fit tests. However, the goodness of fit tests suffer from both computational and distributional errors [25]. Recall that the success of QDA and LDA depends on the fact that the class conditional density functions have a Gaussian shape rather than the specific shape of the densities. Therefore, we first perform two tests whether the class conditional density functions are Gaussian shaped. A third test is performed to test for homoscedasticity.

Skewness [58] can be used to assess the asymmetry of the probability distribution of a real-valued random variable. Roughly speaking, a distribution has positive skew (right-skewed) if the right tail is longer or fatter and negative skew (left-skewed) if the left tail is longer or fatter. Skewness, represented by $\gamma_1$, is defined as

$$\gamma_1 = \frac{\mathbb{E}[(X - \mathbb{E}[X])^3]}{\mathbb{E}[(X - \mathbb{E}[X])^2]^{3/2} \sigma^3}.$$ 

Clearly, for symmetric distributions the skewness parameter is zero and its size can be viewed as a measure of asymmetry.

Kurtosis [58] can be used to assess whether the distribution is heavy-tailed. Kurtosis, represented by $\gamma_2$, is defined as

$$\gamma_2 = \frac{\mathbb{E}[(X - \mathbb{E}[X])^4]}{(\mathbb{E}[(X - \mathbb{E}[X])^2])^2} - 3 = \frac{\mathbb{E}[(X - \mathbb{E}[X])^4]}{\sigma^4} - 3.$$ 

Positive kurtosis indicates a “peaked” distribution and negative kurtosis indicates a “flat” distribution. The normal distribution is known to have zero kurtosis.

Suppose for the moment that we have a single sample $X_1, X_2, \ldots, X_n$ with sample mean

$$\bar{X} = \frac{1}{n} \sum_{i=1}^{n} X_i,$$

and covariance matrix

$$S = \frac{1}{n-1} \sum_{i=1}^{n} (X_i - \bar{X})(X_i - \bar{X})^T.$$ 

Then the sample skewness and kurtosis are

$$b_1 = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \left((X_i - \bar{X})^T S^{-1} (X_j - \bar{X})\right)^3, $$

and

$$b_2 = \frac{1}{n} \sum_{i=1}^{n} \left((X_i - \bar{X})^T S^{-1} (X_i - \bar{X})\right)^2,$$
Mardia [49] shows that asymptotically, under a normal model,

\[ A = \frac{nb_1}{6} \sim \chi^2_{\nu}, \]

with

\[ \nu = p(p+1)(p+2)/6. \]

A random variable \( X \) is chi squared distributed with \( \nu \) degrees of freedom, or \( X \sim \chi^2_{\nu} \), if the density function of \( X \) is given by

\[ f_X(x) = \frac{2^{-k/2}}{\Gamma(k/2)} x^{k/2-1} e^{-x/2}, \quad x \geq 0. \]

Note that the skewness is not signed, it can only be tested whether skewness is present or absent, it can not be further classified in left or right skewed. Mardia [49] also proves that the sample kurtosis converges in distribution to a normal distribution.

\[ B = \frac{b_2 - p(p+2)}{\sqrt{8p(p+2)/n}} \sim N(0, 1) \]

Returning to the classified data, the actual situation is slightly more complex since the sample data contains more than one population. The model is

\[ X_{g} \sim N_p(\mu_g, \Sigma_g). \]

Provided that all \( n_g \) are sufficiently large, \( b_1 \) and \( b_2 \) may be computed separately for the samples from each source, yielding, say, \( b_{1g}, b_{2g} \) for \( 1 \leq g \leq G \). Fatti, Hawkins and Raath [25] suggest to perform the skewness and kurtosis test separately for each group.

The standard test for homoscedasticity is Bartlett’s test [3]. It is sensitive to the assumption of normality and gives excessive Type I errors with heavy-tailed data. This is not a serious drawback if the skewness and kurtosis test are performed before Bartlett’s test. Recall definitions (6.8) to (6.11), the test statistic for Bartlett’s test is

\[ M = \sum_{g=1}^{G} \frac{n_g - 1}{2} \log \left| \frac{|S|}{|S_g|} \right|. \]

Under the null hypothesis, the distribution of \( M \) can be approximated very closely in terms of the chi square distribution

\[ \rho \log M \sim \chi^2_f, \]

with \( f = \frac{1}{2}(G-1)p(p+1) \) and

\[ \rho = 1 - \left( \sum_{g=1}^{G} \frac{1}{n_g} - \frac{1}{N-g} \right) \frac{2p^2 + 3p - 1}{6(p+1)(G-1)}. \]

Anderson [3] gives a criteria which ensures a good approximation by the chi squared distribution by introducing

\[ \omega_2 = \frac{p(p+1)}{48\rho^2} \left( (p-1)(p+2) \left( \sum_{g=1}^{G} \frac{1}{n_g} - \frac{1}{(N-g)^2} \right) - 6(G-1)(1-\rho)^2 \right). \]
Anderson then proves the following equality

$$
P(-\rho \log M \leq z) = P(\chi_f^2 \leq z) + \omega_2 \left( P(\chi_f^2 + 4 \leq z) - P(\chi_f^2 \leq z) \right) + O((N - G)^{-3}).$$

Hence, if \( \omega_2 \) is sufficiently small in comparison with \( \rho \), then the test statistic is well approximated by the chi square distribution.

### 6.4 Performance of discriminant analysis

Suppose we have a training set which consists of snapshots \( S_1, S_2, \ldots, S_M \). The estimates of missed traffic for these snapshots are used to divide \( S_1, S_2, \ldots, S_M \) over \( G \) groups. The performance of the network is measured by missed traffic. Therefore, we partition the interval \([0, 1/2]\) into \( G \) intervals and assign snapshot \( S_i \) to group \( g \) if missed traffic belongs to the \( g \)th interval of the partition. We shall apply both LDA and QDA to see which method has the highest success rate.

Recall from Section 5.2 that missed traffic seems to fit the normal distribution and a logical partition would be based on the mean and variance of missed traffic. Let \( \hat{\mu} \) and \( \hat{\sigma} \) represent the sample mean and deviation for missed traffic of the training set. Then consider the following partition

\[
\{(0, \hat{\mu} - c_{-i} \hat{\sigma}), \ldots, (\hat{\mu} - c_{-1} \hat{\sigma}, \hat{\mu}), (\hat{\mu}, \hat{\mu} + c_1 \hat{\sigma}), \ldots, (\hat{\mu} + c_j \hat{\sigma}, 1/2)\},
\]

for some \( i \) and \( j \). This division has the advantage that it is possible to approximate the number of observations that will be assigned to each group. The groups are numbered from left to right, thus group 1 contains all observations with the smallest values for missed traffic while group \( G \) contains those with the highest values for missed traffic. For the remainder of this section, we set \( i = j = 1 \) and choose \( c_{-1} = c_1 = 1 \). Then the two smaller groups 1 and 4 will approximately contain 16\% of the observations while the two larger groups 2 and 3 approximately contain 34\% of the observations.

We need to select a set of possible feature variables which can be used to assign snapshots to the correct bin. Obviously, the most discriminative feature variables would entail information about the transmit powers of the users. However, the data must not only be classified but it should also be possible to generate snapshots from the groups. We can not directly control the transmit powers since they are computed by solving the set of equations (3.4). However, we do control the spatial Poisson process by which the users are modeled. Hence, we seek feature variables which are related to the Poisson process and are likely to influence the estimate of missed traffic.

The possible feature variables which we consider are

- \( X_1 = N_1 \), the number of users which are connected to basestation 1
- \( X_2 = \sum_j D_j / N_1 \), the mean distance,
- \( X_3 = \sum_j D_j^2 / N_1 \), the mean squared distance,

where \( D_j \) is the distance of the \( j \)th user connected to the basestation of interest. By Claim 3.1, the number of users which are connected to the basestation of interest directly affects SCI. The choice for feature variables \( X_2 \) and \( X_3 \) is also evident, the combination of the two can be used to estimate the mean and variance of the sum of all distances in the cell. A measure for the distance of the users provides information about propagation loss. We could also have chosen \( X_3 \) to be the standard deviation of the distances in the
However, by the central limit theorem it follows that $X_3$ tends in distribution to a normally distributed variable while this is not true for the standard deviation. Furthermore, it is important to stress that we consider the total group of users, including the users which will be removed. This is because we have no direct control over the process where users are removed from the network.

The variable $X_1$ can be used as feature variable for the discriminant analysis, this case is treated by Section 6.4.1. However, the variable $X_1$ is discrete and thus likely to deteriorate the performance of discriminant analysis. Therefore, we also try discriminant analysis when we condition on $X_1$, that is for each different value of $X_1$ we apply discriminant analysis. The results of this approach are studied in Section 6.4.2. Based on the results in these two sections we choose a model which is studied in further detail in Section 6.4.3.

### 6.4.1 Discriminant analysis for variable number of users

The set of possible feature variables is small enough so that it allows us to apply LDA and QDA for every possible combination of feature variables. We have three measures $M_1$, $M_2$ and $M_3$ to evaluate the performance of a discriminant method. Measure $M_1$ is the percentage of the total observations that is assigned to the correct group. The second measure depends on the misclassified observations. Misclassified observations should be likely to be in the border area between the correct group and a neighboring group. We define $M_2$ to be the percentage of all observations that are not assigned to the correct group but to a direct neighboring group of the correct group. The measure $M_3$ simply is the sum of $M_1$ and $M_2$. In Appendix D we have tabulated the results of LDA and QDA which are omitted in this chapter.

Tables 6.1 and 6.2 tabulate the overall results for every possible set of feature variables. The first three columns show which feature variables are included in the discriminant analysis. For example the fourth row indicates that the discriminant analysis is based on feature variables $X_1$, $X_2$, and $X_3$. The last three columns show the values for the measures $M_1$, $M_2$ and $M_3$.

<table>
<thead>
<tr>
<th>Model</th>
<th>Performance</th>
<th>Model</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1$</td>
<td>$X_2$</td>
<td>$X_3$</td>
<td>$M_1$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>34.6</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>65.7</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>68.5</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>66.6</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>68.5</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>66.0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>43.9</td>
</tr>
</tbody>
</table>

Table 6.1: Performance of LDA  
Table 6.2: Performance of QDA

Note that when either the analysis is solely based on $X_1$ or on all three possible feature variables, both quadratic and linear discrimination perform badly. The differences between the other choices of feature variables are not decisive. For LDA the best setting seems to be to take $X_3$ as the only feature variable while the best results for QDA are obtained for the set of feature variables $X_1$ and $X_3$. We also observe that LDA performs better than QDA.
Based on the overall results we focus on LDA and exclude the models \( X_1 \) and \((X_1, X_2, X_3)\). However, the differences between the models are not significant enough to automatically point out the best model. Since the models show similar overall performance, the performance for individual groups might be conclusive. The groupwise results for both LDA are tabulated in Tables 6.3-6.6.

<table>
<thead>
<tr>
<th>Model</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_1 )</td>
<td>( X_2 )</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6.3: Performance LDA for group 1

<table>
<thead>
<tr>
<th>Model</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_1 )</td>
<td>( X_2 )</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6.4: Performance LDA for group 2

<table>
<thead>
<tr>
<th>Model</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_1 )</td>
<td>( X_2 )</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6.5: Performance LDA for group 3

<table>
<thead>
<tr>
<th>Model</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_1 )</td>
<td>( X_2 )</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6.6: Performance LDA for group 4

Table 6.3 shows that for group 1 the models \( X_3 \) and \((X_1, X_3)\) show the best performance for \( M_1 \). However, \( M_3 \) is significantly lower when using both the variables \( X_1 \) and \( X_3 \), thus we favor the model \( X_3 \). The results for the second group show that the models \( X_3 \) and \((X_1, X_3)\) perform best but are not significantly different. For group 3 it seems that all models have more or less the same performance although the models \( X_2 \) and \((X_1, X_2)\) are slightly better. For group 4, the models show similar performance. Hence, studying the groupwise performance of LDA we see that the models \( X_3 \) and \((X_1, X_3)\) are favorable. The model with a single feature variable is simpler than with two feature variables. Therefore, we choose \( X_3 \) to be the only feature variable for linear discriminant analysis.

We have also tabulated the groupwise results for QDA, these results are displayed in the Appendix D as Tables D.1 to D.4.

### 6.4.2 Discriminant analysis for fixed number of users

The overall performance of the discriminant analysis for the model \( X_2 \) improves when the feature variable \( X_1 \) is added to the model while adding \( X_1 \) hardly affects the performance for the feature variable \( X_3 \). The variable \( X_1 \) is discrete, thus one would expect that adding \( X_1 \) would cause the performance to deteriorate because the normality assumption is certainly not satisfied. The \( p \)-values for the skewness test in Table D.9
support the idea that adding $X_1$ to either $X_2$ or $X_3$ harms the normality assumption. However, it could be that $X_1$ entails such vital information that it improves the performance of discriminant analysis despite harming the normality assumption. Therefore, it may be that the performance of LDA and QDA improves when we construct separate discriminant functions for each possible value of $X_1$. That is, for each possible value of $X_1 = n, n \geq 1$, we have a set of discriminants functions which are based on the collection of snapshots for which $X_1 = n$.

We collect from our training set all snapshots which have 4 users connected to the basestation of interest. We test the performance of LDA and QDA for discriminant functions based on this subset of snapshots. The results are then compared with the results obtained when we would have used the discriminant functions based on the entire set. Since we condition on $X_1$, only the variables $X_2$ and $X_3$ can be used as feature variables and there are three possible models. The results for both discriminant functions are displayed in Tables 6.7-6.10.

<table>
<thead>
<tr>
<th>Model</th>
<th>$M_1$</th>
<th>$M_2$</th>
<th>$M_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_2$</td>
<td>59.1</td>
<td>38.8</td>
<td>97.9</td>
</tr>
<tr>
<td>$X_3$</td>
<td>56.3</td>
<td>41.6</td>
<td>97.9</td>
</tr>
<tr>
<td>$(X_2, X_3)$</td>
<td>57.0</td>
<td>40.9</td>
<td>97.9</td>
</tr>
</tbody>
</table>

Table 6.7: LDA, discriminant functions for $X_1 = 4$

<table>
<thead>
<tr>
<th>Model</th>
<th>$M_1$</th>
<th>$M_2$</th>
<th>$M_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_2$</td>
<td>59.1</td>
<td>39.5</td>
<td>98.6</td>
</tr>
<tr>
<td>$X_3$</td>
<td>57.0</td>
<td>40.9</td>
<td>97.9</td>
</tr>
<tr>
<td>$(X_2, X_3)$</td>
<td>57.7</td>
<td>40.2</td>
<td>97.9</td>
</tr>
</tbody>
</table>

Table 6.8: LDA, overall discriminant functions

<table>
<thead>
<tr>
<th>Model</th>
<th>$M_1$</th>
<th>$M_2$</th>
<th>$M_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_2$</td>
<td>55.6</td>
<td>41.5</td>
<td>97.1</td>
</tr>
<tr>
<td>$X_3$</td>
<td>57.0</td>
<td>40.1</td>
<td>97.1</td>
</tr>
<tr>
<td>$(X_2, X_3)$</td>
<td>50.0</td>
<td>47.1</td>
<td>97.1</td>
</tr>
</tbody>
</table>

Table 6.9: QDA, discriminant functions for $X_1 = 4$

<table>
<thead>
<tr>
<th>Model</th>
<th>$M_1$</th>
<th>$M_2$</th>
<th>$M_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_2$</td>
<td>62.0</td>
<td>37.3</td>
<td>99.3</td>
</tr>
<tr>
<td>$X_3$</td>
<td>58.5</td>
<td>39.9</td>
<td>98.6</td>
</tr>
<tr>
<td>$(X_2, X_3)$</td>
<td>54.9</td>
<td>43.0</td>
<td>97.9</td>
</tr>
</tbody>
</table>

Table 6.10: QDA, overall discriminant functions

The overall values for the performance measures of LDA indicate that the discriminant functions which are based on the entire training set have a better performance than the when they are based on the snapshots for which $X_1$ equals 4. The conclusion for QDA is opposite, the performance for the overall discriminant function is worse. Although QDA improves when constructing separate discriminant function for $X_1 = 4$, the performance of QDA is not significantly better than the performance for the overall discriminant functions for LDA. Since constructing separate discriminant functions requires more work without a gain.

We have also tabulated the performance measure for each group separately, for LDA see Tables D.5 and D.6. These results show that it is better to use the linear discriminant functions which are based on the entire training set. The worse performance of the discriminant functions could partially be explained by the fact that the training set for which $X_1 = 4$ is too small. However, using a larger training set of 500 measurements only slightly increases the performance of these discriminant functions and the linear overall discriminant functions still perform better.
6.4.3 Final model

In Sections 6.4.1 and 6.4.2 we have tried several sets of feature variables to find out which one gives the best performance. Based on the fact that LDA seems to perform better than QDA we have to choose among the models \((X_1, X_3)\) and the model which is based on the single feature variable \(X_3\). When the discriminant function are solely based on \(X_3\), the performance of LDA is slightly better than \((X_1, X_3)\). Moreover, it is also a simpler model than \((X_1, X_3)\). Therefore, we choose to apply linear discriminant analysis with feature variable \(X_3\). Table 6.11 displays the results of LDA when using the single feature variable \(X_3\).

<table>
<thead>
<tr>
<th>Actual group</th>
<th>Group size</th>
<th>Predicted group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>166</td>
<td>103</td>
</tr>
<tr>
<td></td>
<td>(62.0%)</td>
<td>(29.5%)</td>
</tr>
<tr>
<td>2</td>
<td>371</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>(4.6%)</td>
<td>(70.4%)</td>
</tr>
<tr>
<td>3</td>
<td>317</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(0.0%)</td>
<td>(22.4%)</td>
</tr>
<tr>
<td>4</td>
<td>146</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(0.0%)</td>
<td>(0.0%)</td>
</tr>
<tr>
<td>(p_g)</td>
<td>85.8%</td>
<td>68.5%</td>
</tr>
</tbody>
</table>

Table 6.11: LDA with feature variable \(X_3\)

Purely looking at the percentages of correctly assigned observations, we see that LDA performs best for bins 2 and 3. We also note that observation which should have been assigned to group 2 have high probability to get assigned to group 3 while the probability to be assigned to bins 1 and 4 is quite small. A similar conclusion can be drawn for observations which should have been assigned to group 3. For the observations in group 1 we see that the LDA shows the worst behavior, observations are assigned to each bin and the probability to get assigned to the correct group or to a direct neighboring group lies around 0.9. For the other bins this probability is close to 1.

The results can also be interpreted in a different way. We estimate the probability to generate a snapshot from a group \(g\) by the relative frequency of observations that fall into the group \(g\). For example, randomly generating a snapshot we have probability 0.16 to construct a snapshot from group 1. Next consider the relative probability to sample from group \(g\) this group is predicted by LDA. For this we consider the columns under the predicted groups. For example consider the column under predicted group 1. A total of 120 snapshots were assigned to group 1. Of these 120 snapshots, 103 actually belonged to group 1. Hence, we have a probability of 0.86 for a snapshot which is assigned to group to actually belong to group 1. Let \(p_g\) denote the probability for a snapshot assigned to group \(g\) to actually be a member of group \(g\). These probabilities are tabulated in the last row of Table 6.11. These probabilities indicate that we need a factor 5 less snapshots for groups 1 and 4 while for groups 2 and 3 we need to generate only half as many snapshots.

The discriminant functions are displayed in Table 6.12. The second column shows the discriminant function while the third column displays the intervals where the discriminant functions are minimal. The allocation regions of the groups are as expected. Observations belonging to group 1 are assigned to the interval with smallest values while
observations of group 2 are assigned to the interval with the second smallest value and so on.

<table>
<thead>
<tr>
<th>Group</th>
<th>Score function</th>
<th>Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$13.08 - 65.49X_3$</td>
<td>$(0, 0.32)$</td>
</tr>
<tr>
<td>2</td>
<td>$24.28 - 100.25X_3$</td>
<td>$(0.32, 0.50)$</td>
</tr>
<tr>
<td>3</td>
<td>$37.84 - 127.39X_3$</td>
<td>$(0.50, 0.69)$</td>
</tr>
<tr>
<td>4</td>
<td>$66.74 - 169.16X_3$</td>
<td>$(0.69, 1)$</td>
</tr>
</tbody>
</table>

Table 6.12: Score functions and intervals

We are more interested in the performance of LDA for feature variable $X_3$ than whether $X_3$ satisfies the conditions of LDA. However, the $p$-values for $X_3$ for the skewness and kurtosis test in Tables D.9 and D.10 give no reason to doubt the Gaussian shape of the density function of $X_3$. Table D.11 shows that Bartlett’s test for homoscedasticity is failed.

In the introduction to this section we emphasized that the choice for feature variable $X_3$ depends on the fact that we do not control the process in which blocked users are removed from the network. The performance of LDA improves when we use

$$X'_3 = \sum_j D_j^2 / |N_U|,$$

where the sum runs over all users which were not blocked. To illustrate the better performance we have generated a training set of 1000 sample values which is used to compute the discriminant functions. These discriminant functions are then used on another set of 1000 sample values to test performance. In this case, $M_1 = 83.2$ while $M_2 = 16.8$ which gives $M_3 = 100$.

<table>
<thead>
<tr>
<th>Actual group</th>
<th>Group size</th>
<th>Predicted group</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>153</td>
<td>121 (79.1%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32 (20.9%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>2</td>
<td>354</td>
<td>13 (3.7%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>297 (83.9%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>44 (12.4%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>3</td>
<td>329</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>28 (8.5%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>289 (87.8%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12 (3.6%)</td>
</tr>
<tr>
<td>4</td>
<td>164</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>39 (23.8%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>125 (76.2%)</td>
</tr>
</tbody>
</table>

$p_g \quad 90.2\% \quad 83.2\% \quad 77.6\% \quad 91.2\%$

Table 6.13: LDA with feature variable $X'_3$

6.5 Conclusions and recommendations

The results of Section 6.4 show that snapshots can be divided over groups by use of the feature variable $X_3$, the sum of squares of the distances from all users connected to the base station of interest. Note that users which are blocked are included in $X_3$. In this case 60% of the snapshots are assigned to the correct group. Moreover, the results
6.5. Conclusions and recommendations

indicate that the running time can be reduced by a factor 2 to 3 when trying to generate snapshots from on of the $G$ groups.

To measure the performance of the classification rules we used measures $M_1$ and $M_2$. The measure $M_1$ shows the percentage of observations which were assigned to the correct group while $M_2$ displays the percentage of observations which were not assigned to the correct group but to a neighboring group of the correct group. It would be interesting to have some distance measure which enables us to measure how far observations are away from the correct group.

We observe that if we were to be able to directly sample from the allocation regions we have one major problem. This problem can be best explained by considering the results in Table 6.11 for group 1. Here we see that only 60% of the snapshots which should have been assigned to group 1 are also assigned to group 1. Hence, when we would sample from the allocation region of group 1 we only sample from this subset of 60% of all snapshots which belong to group 1. This leaves the question whether sampling from the sampling regions gives an representative sample of snapshots from group 1.

The results of Section 6.4 also show that the performance of linear discriminant analysis significantly improves when we leave out the blocked users. That is when data is classified by use of $X'_3$, the sum of squares of the distances of the users which are not blocked (sum runs over $N_U$). In this case 83% of the snapshots are assigned to the correct group. The difficulty of using $X'_3$ instead of $X_3$ is that, to generate snapshots from the groups, one needs to directly control the positions of the users which are not blocked. Therefore, more knowledge on the process of removing blocked users is required.

The quadruple cell model still allows to generate large sets of sample values of missed traffic. However, future models will become more complex and the running time of the simulation program will increase. This calls for methods to determine the minimum sample size required to distinct the $G$ allocation regions of the sample space. We also used the standard maximum likelihood estimators for the mean and covariance matrix (the covariance matrix estimate is scaled by a factor to remove bias). Although seemingly reasonable, this approach can be justified only on intuitive grounds and enjoys no optimality properties. Information on how to determine minimal sample size and different estimates of the mean vector and covariance matrix can be found in [27, 36, 50, 66].

Classification rules should not only make it possible to divide snapshots over groups but should also allow to generate samples from the groups. Therefore, we consider the allocation regions which arise from the use of discriminant analysis. For a single feature variable no problems arise because, for any classification rule, the allocation regions will be simple intervals. The sole use of the feature variable $X_3$ shows best performance for LDA. This allows for other classification rules which might perform better than LDA. More examples of classification rules are presented by McLachlan [50].

Future research may give reason to use multiple feature variables. However, use of multiple feature variables can give problems for classification rules other than LDA. The allocation regions for LDA are simple linear boundaries, for example for $G = 2$ the boundary of the allocation region is a simple straight line or hyperplane. Other classification rules give more complicated allocation regions. For example for $G = 2$ and with QDA the region of allocation may be the interior of an ellipse or the region between two hyperbolas. The “simple” allocation regions which arise by use of LDA should make it likelier to generate snapshots from a group of desire than when using other classification rules.
Chapter 7

Generating snapshots with a certain characteristic

In Chapter 6 we divided the snapshots over four groups based on their value for missed traffic. We then showed that it is possible to, with high probability, generate snapshots from these groups by controlling the statistic \( X_3 \) defined to be

\[
X_3 = \frac{\sum_{j=1}^{N_1} D_j^2}{N_1}.
\]

Here \( N \) represents the total number of users connected to basestation 1, blocked users included, and \( D_j \) is the distance of the \( j^{\text{th}} \) user connected to the basestation of interest. The clue is that one should be able to generate snapshots for which \( X_3 \) lies in some prescribed interval, see Table 6.12.

In this chapter we shall introduce a method to sample from the distribution when we condition on the sum of squares of the distances of the users. That is, we provide a solution to the problem how to sample from the distribution described by the following pdf

\[
f_{D_1, D_2, \ldots, D_n}(d_1, d_2, \ldots, d_n \mid \alpha \leq \sum D_i^2 \leq \beta).
\]

(7.1)

The outline of this chapter is as follows. We use convex geometry to sample from the conditional distribution. Therefore, Section 7.1 gives a short introduction into this topic of mathematics. In Section 7.2 we shall use the theory of convex geometry to study the sample space of the distribution function (7.1). Moreover, a theoretical solution to the problem is provided. In Section 7.3 it is explained how the theoretical answer can be implemented in a simulation tool. The algorithms introduced in Section 7.3 are given in pseudo-code such that the reader can transcribe it into the language of his/her choice.

7.1 Convex geometry

In this section we shall treat the basic definitions and theorems of convex geometry. The foundations of convex geometry shall be used to analyze the sample space of the conditional distribution. For more information on convex geometry we refer to [20, 30, 31, 48]. We will make no distinction in notation for scalars and vectors, from the context it will be clear whether the variable is meant to be a vector or scalar.
7.1.1 Definitions and theorems

Given two points \(x, y \in \mathbb{R}^n\), the line segment between \(x\) and \(y\) is the set of points 
\[
[x, y] = \{ \lambda x + (1 - \lambda)y \mid \lambda \in [0, 1] \}.
\]

A set \(C \subseteq \mathbb{R}^n\) is convex if and only if for any pair of points \(x, y \in C\) the closed line segment \([x, y] \subseteq C\).

Let \(x_1, x_2, \ldots, x_k, z \in \mathbb{R}^n\), then \(z\) is called a convex combination of \(x_1, x_2, \ldots, x_k\) when
\[
z = \sum \lambda_i x_i, \quad \text{for } \lambda_1, \ldots, \lambda_n \text{ such that } \sum \lambda_i = 1 \text{ and } \lambda_i \geq 0 \forall i.
\]
The convex hull of the set \(\{x_1, x_2, \ldots, x_k\} \subseteq \mathbb{R}^n\) is the set of all convex combinations, or
\[
hull\{x_1, x_2, \ldots, x_k\} = \left\{ \sum \lambda_i x_i \mid \sum \lambda_i = 1 \text{ and } \lambda_i \geq 0 \forall i \right\}.
\]

Similarly, \(z\) is an affine combination of \(x_1, x_2, \ldots, x_k\) if and only if
\[
z = \sum \lambda_i x_i, \quad \sum \lambda_i = 1.
\]
The affine hull of the set \(\{x_1, x_2, \ldots, x_k\} \subseteq \mathbb{R}^n\) is the set of all affine combinations, or
\[
aff(x_1, x_2, \ldots, x_k) = \left\{ \sum \lambda_i x_i \mid \sum \lambda_i = 1 \text{ and } \lambda_i \in \mathbb{R} \forall i \right\}.
\]

Let \(P \subseteq \mathbb{R}^n\), then \(P\) is a polyhedron if there is a system of finitely many inequalities \(Ax \leq b\) such that
\[
P = \{ x \in \mathbb{R}^n \mid Ax \leq b \}.
\]

Moreover, \(P\) is a polytope if there exists a finite set \(X \subseteq \mathbb{R}^n\) such that
\[
P = hull(X).
\]

A face of a polytope is defined with the help of the inequalities \(Ax \leq b\).

**Definition 7.1.** Let \(A\) be a real \(m \times n\) matrix, let \(b \in \mathbb{R}^n\) and let \(P = \{ x \in \mathbb{R}^n \mid Ax \leq b \}\). Let \(a_1, a_2, \ldots, a_m\) be the rows of \(A\). Then \(F\) is a face of \(P\) if and only if
\[
F = \{ x \in P \mid a_i x = b_i \text{ for all } i \in J \} \quad \text{for some } J \subseteq \{1, 2, \ldots, m\}.
\]

Faces of dimension 0 are called vertices, faces of dimension 1 edges and faces of dimension \(d - 1\) facets.

Let \(C \subseteq \mathbb{R}^n\). A vector \(x \in C\) is an extreme if there are no \(y, z \in C \setminus \{x\}\) such that \(x \in [y, z]\). The set of all extreme points of \(C\) is denoted with \(\text{Ex}(C)\). An important theorem concerning the set of extreme points of \(C\) is due to Minkowski, see [31].

**Theorem 7.1.** Let \(C \subseteq \mathbb{R}^n\) be a compact convex set. Then
\[
C = hull(\text{Ex}(C)),
\]
where a set is compact if and only if it is bounded and closed.
Thus, the extreme set contains all vertices of the polytope $P$.

As it turns out, the building blocks of polytopes are simplices. Therefore, we will shortly introduce these special kind of polyhedrons. The $n$-simplex $S_n$ with vertices $v_0, v_1, \ldots, v_n$ is defined to be the convex hull of the $n+1$ affinely independent vectors $S_n = \text{hull}\{v_0, v_1, \ldots, v_n\}$.

The vertices $v_0, v_1, \ldots, v_n$ are affinely independent if $\sum_i \lambda_i v_i = 0$ and $\sum_i \lambda_i = 0$ implies that $\lambda_0 = \lambda_1 = \ldots = \lambda_{n+1} = 0$.

The volume of a simplex $S_n$, denoted by $\text{Vol}(S_n)$, can be computed by the following formula [29, p. 403].

\[ 2^n (n!)^2 \text{Vol}(S_n)^2 = |\det(\hat{B})|, \tag{7.2} \]

where $\hat{B}$ is the $(n+2) \times (n+2)$ matrix obtained from $B$ by bordering $B$ with a top row $(0, 1, \ldots, 1)$ and left column $(0, 1, \ldots, 1)^T$.

The basis of the method to sample from the conditional distribution is to decompose a polytope into simplices. The following deceivingly simple statement guarantees the existence of such a decomposition. For a proof of the theorem see [31]. Furthermore, let $\text{int}(S)$ denote the interior of the set $S$.

**Theorem 7.3.** Any convex polytope $P$ has a simplicial decomposition. That is $P = \bigcup S_i$ and $\text{int}(S_i) \cap \text{int}(S_j) = \emptyset$ for all $i \neq j$,

where the $S_i$’s are simplices.

In the literature, the division of a convex polytope into simplices is called a triangulation.

### 7.2 Theoretical solution

In this section we shall give a solution how to sample from the conditional distribution (7.1). The description only has theoretically value. How the solution can be implemented is explained in Section 7.3.

The solution to the problem of sampling from (7.1) lies in the properties of the random variable $D_i$, the distance of user $i$ to the basestation in its cell. Based on the properties of $D_i$, we firstly show that the problem reduces to uniformly sampling a vector from some convex hull $P_\alpha(n)$. We then compute the vertices of the polytope $P_\alpha(n)$. Finally in Section 7.2.3, we combine the previous results and introduce an algorithm to sample from (7.1).

#### 7.2.1 Analysis of the sample space

The sample space of the pdf (7.1) is defined as follows

\[ \Omega_{\alpha,\beta}(n) = \{d_1, d_2, \ldots, d_n \mid \alpha \leq \sum_{i=1}^n d_i^2/n \leq \beta \text{ and } 0 \leq d_i \leq R \forall i = 1, 2, \ldots, n\} \]
for some $\alpha$ and $\beta$. By (3.2), the distance $D_i$ is equal to $R\sqrt{U_i}$ where $U_i$ is uniformly distributed on $(0, 1)$. Hence, $\Omega_{\alpha,\beta}(n)$ can also be described as

$$\Omega_{\alpha',\beta'}(n) = \{u_1, u_2, \ldots, u_n \mid \alpha' \leq \sum_{i=1}^{n} u_i \leq \beta' \text{ and } 0 \leq u_i \leq 1 \forall i = 1, 2, \ldots, n\}, \quad (7.3)$$

where $\alpha' = n\alpha/R^2$ and $\beta' = n\beta/R^2$.

We have translated our problem to sampling from the sample space defined by (7.3). Although the sample space is described by uniformly distributed random variables, the points are not uniformly distributed in $\Omega_{\alpha',\beta'}(n)$. This can be seen from the distribution function of the sum of $n$ uniformly distributed random variables [21, p. 245]. Let $U^{(n)} = U_1 + U_2 + \ldots + U_n$ where the $U_i$ are i.i.d. uniformly distributed random variables, then

$$f_{U^{(n)}}(x) = \frac{1}{2(n-1)!} \sum_{k=0}^{n} \binom{n}{k} (x-k)^{n-1} \text{sign}(x-k), \quad (7.4)$$

for $0 \leq x \leq n$ and where

$$\text{sign}(z) = \begin{cases} 
-1 & \text{if } z < 0 \\
0 & \text{if } z = 0 \\
1 & \text{if } z > 0
\end{cases}$$

We have plotted the density function (7.4) for several choices of $n$ in Figure 7.1, it rapidly converges to a Gaussian shaped density function.

By the density function (7.4) it follows that not all vectors $(u_1, u_2, \ldots, u_n)$ have equal value for the density. The density depends on the sum of the entries of the vector. Conditioning on the sum of the entries yields a sample space

$$P_{\gamma}(n) = \{u_1, u_2, \ldots, u_n \mid \sum_{i=1}^{n} u_i = \gamma \text{ and } 0 \leq u_i \leq 1 \forall i = 1, 2, \ldots, n\},$$

where $\alpha' \leq \gamma \leq \beta'$. Now each vector $(u_1, u_2, \ldots, u_n) \in P_{\gamma}(n)$ has equal density since the pdf

$$f_{U_1, U_2, \ldots, U_n}(u_1, u_2, \ldots, u_n) = \frac{f_{U_1}(u_1)f_{U_2}(u_2)\cdots f_{U_n}(u_n)}{P((U_1, U_2, \ldots, U_n) \in P_{\gamma}(n))}$$

is constant for all vectors in $P_{\gamma}(n)$. Moreover, the sample space $P_{\gamma}(n)$ can be described

Figure 7.1: Density function for sum of $n$ uniformly distributed random variables
by a finite number of inequalities.

\[ P_\gamma(n) = \{ u_1, u_2, \ldots, u_n \mid \sum_{i=1}^{n} u_i \leq \gamma, \quad -\gamma \leq u_i \leq -\sum_{i=1}^{n} u_i \leq \gamma, \quad -u_i \leq 0 \text{ and } u_i \leq 1 \forall i = 1, 2, \ldots, n \}, \]  

(7.5a) 

Hence, the sample space is a polyhedron. The polyhedron is also contained in a finite set, namely the hypercube \(HC_n\) defined by

\[ HC_n = \{ x \in \mathbb{R}^n \mid 0 \leq x_i \leq 1 \text{ for all } i = 1, 2, \ldots, n \}. \]

Finally, \(P_\gamma(n)\) is convex so that we can conclude that \(P_\gamma(n)\) is a convex polytope. Therefore, by Theorem 7.3, there exist a simplicial decomposition of \(P_\gamma(n)\).

### 7.2.2 Vertices of the sample space

The convex polytope \(P_\gamma(n)\) can be seen as the intersection of the hypercube \(HC_n\) with a simplex \(S_n\) which is spanned by the vertices \(\{ \gamma \cdot e_1, \gamma \cdot e_2, \ldots, \gamma \cdot e_n \}\). Examples of the intersection of \(H_3\) with \(S_3\) for different choices of \(\gamma\) are shown in Figures 7.2(a)-7.2(c).

Usually it is difficult to find the vertices of a polytope. However, due to the fact that \(P_\gamma(n)\) is the intersection of a hypercube with a simplex, the vertices have specific structure.

**Lemma 7.1.** The vertices of \(P_\gamma(n)\) are given by all permutations of the vector

\[ v_0 = (1, \ldots, 1, 0, \ldots, 0, \gamma - \lfloor \gamma \rfloor)^T. \]

\[ v_0 = (1, \ldots, 1, 0, \ldots, 0, \gamma - \lfloor \gamma \rfloor)^T. \]

\[ \lfloor \gamma \rfloor - \lfloor \gamma \rfloor - 1 \]

Proof. To prove that all permutations of \(v_0\) are vertices it suffices to show that they are extreme points. Suppose that there are \(y, z \in P_\gamma(n) \setminus \{v_0\}\) such that \(v_0 = \lambda y + (1 - \lambda)z\) for some \(0 < \lambda < 1\). Obviously,

\[ \lambda y_i + (1 - \lambda)z_i = 1, \quad \text{for all } i = 1, 2, \ldots, \lfloor \gamma \rfloor. \]

but \(y_i\) and \(z_i\) themselves are in the interval \([0, 1]\) and \(0 < \lambda < 1\) thus \(y_i = z_i = 1\). Similarly, it is possible to show that \(y_i = z_i = 0\) for all \(i = [\lfloor \gamma \rfloor + 1, [\gamma] + 2, \ldots, n - 1\). Since the vectors \(y\) and \(z\) are elements of the polytope, it immediately follows that \(y_k = z_n = \gamma - [\gamma]\) which is in contradiction to the fact that \(y, z \in P_\gamma(n) \setminus \{v_0\}\). The latter line of reasoning can be done for any permutation of \(v_0\), thus all permutations of \(v_0\) are extreme points. It remains to show that there are no other extreme points.

Recall Definition 7.1 and the fact that vertices are faces of dimension zero. The polytope \(P_\gamma(n)\) is described by the constraints (7.5a) and (7.5b). Note that all the vertices we found so far satisfy \(n + 2 - [\gamma - [\gamma]]\) constraints. This is no coincidence, Schrijver [56] proves that faces of the same dimension satisfy exactly the same number of constraints. If there were to be another vertex of \(P_\gamma(n)\) than it would also need to satisfy \(n + 2 - [\gamma - [\gamma]]\) constraints. However, by construction there are no more points in the sample space which satisfy that many constraints. Therefore, we conclude that there are no other vertices. \(\square\)
7.2.3 Sampling algorithm

As was shown in Section 7.2.1, the problem of sampling from the conditional distribution function (7.1) translates to uniformly sampling from the convex polytope $P\gamma(n)$ described by the inequalities (7.5a) and (7.5b). If the polytope $P\gamma(n)$ is a simplex, there would be no problem. A solution to the problem of uniformly sampling from a simplex is long known. The method to uniformly sample from a simplex has a natural extension to the more general case of uniformly sampling from convex polytopes.

By Theorem 7.3, any convex polytope $P$ can be decomposed into simplices. For each of these simplices $S_i$, the uniform sample has probability $p_i = \text{Vol}(S_i)/\sum_j \text{Vol}(S_j)$ to be in the simplex $S_i$. The sampling algorithm randomly selects a simplex $S_i$ with probability $p_i$ from the collection of all simplices in the simplicial decomposition of $P$. The algorithm continues by drawing a uniform sample from the simplex $S_i$. The subsequent steps of the sampling algorithm are displayed as Algorithm 1.

**Algorithm 1 Sampling algorithm**

1: Draw a sample $\gamma$ of random variable $U^{(n)}$ with pdf (7.4) such that $\alpha \leq \gamma \leq \beta$.
2: Compute the vertices of the polytope $P\gamma(n)$ described by (7.5a)-(7.5b).
3: Find a simplicial decomposition of $P\gamma(n)$, thus $P\gamma(n) = \bigcup S_j$.
4: Compute the volumes of the simplices and randomly pick a simplex from the collection of simplices $\{S_j\}$ such that the $i^{th}$ simplex has probability $\text{Vol}(S_i)/\text{Vol}(P\gamma)$ to be selected.
5: Uniformly sample from the simplex which was picked in 4.

Careful study of the sampling algorithm shows that it does not necessarily sample uniformly over the polytope $P\gamma(n)$. Suppose that the polytope $P\gamma(n)$ is not a simplex but has a simplicial decomposition $\{S_i\}$. Let $\mathcal{F}$ be defined as

$$\mathcal{F} = \{x \in F \mid F \text{ is a facet of at least two simplices}\}.$$

When executing the sampling algorithm, the density for $x \in \mathcal{F}$ is at least $2/\text{Vol}(P\gamma)$ which would contradict the uniform distribution. Fortunately, the event $\{x \in \mathcal{F}\}$ is a zero-probability event which guarantees the correct working of the sampling algorithm.
7.3 Implementation

In Section 7.2.3 we introduced the sampling algorithm (Algorithm 1) which returns a sample from the distribution function (7.1). The description of the algorithm consists of five steps. Steps 2 and 4 do not require further explanation, they are covered by Theorem 7.2 and Lemma 7.1. However, steps 1, 3, and 5 do require some explanation on how these can be implemented in a simulation program. To each step we dedicate a subsection where we show how it can be implemented and provide an algorithm in pseudo-code so that the implementation can be transcribed into the programming language of choice.

7.3.1 Sample sum of uniform variables

The first step in Algorithm 1 is to find a sample $\gamma$ from $U(n)$, the sum of i.i.d. uniformly distributed random variables such that $\alpha \leq \gamma \leq \beta$. Or to put it differently, given $n \in \mathbb{N}$ and $\alpha, \beta \in (0, n)$ such that $\alpha \leq \beta$, draw a sample of the random variable $U(n) = \sum_{i=1}^{n} U_i$ such that

$$\alpha \leq \sum_{i=1}^{n} U_i \leq \beta.$$ 

Partition the interval $[\alpha, \beta]$ in the following way

$$\{I_1, I_2, \ldots, I_{\lceil \beta \rceil - \lfloor \alpha \rfloor}\} = \{[\alpha, \lfloor \alpha \rfloor + 1), \lfloor \alpha \rfloor + 1, \lfloor \alpha \rfloor + 2), \ldots, \lceil \beta \rceil, \beta]\}.$$ 

The distribution function of the sum of $n$ i.i.d. uniformly distributed random variables is given by (7.4). For each subinterval $I_i$ of $(\alpha, \beta)$, compute the probability $p_i$ for $U(n)$ to fall into that specific interval. Also compute the conditional cumulative distribution function $F_i$ for each subinterval $I_i$, that is

$$F_i(u) = \Pr(U(n) \leq u \mid U(n) \in I_i).$$

To sample $U(n)$ we firstly draw a sample from a uniformly distributed random variable on $(0, 1)$. Based upon the outcome and the probabilities $p_i$, we choose the interval $I_i$ and thus the conditional distribution function $F_i$. Sampling from the cdf $F_i$ can be done by drawing another uniform sample on $(0, 1)$, say $U$, and computing $F_i^{-1}(U)$ such that $F_i^{-1}(U) \in I_i$.

The final step, computing $F_i^{-1}(U)$, can only be done analytically for $n \leq 4$ because there is no general formula for the zeros of a polynomial with degree greater than 4. Therefore, we have to resort to numerical rootfinding methods. There are many rootfinding algorithms to choose from [4, 9]. We choose to use Brent’s method.

The method is too complicated to treat in this paper, but a complete description can be found in [8]. The input for Brent’s method is an interval $[a, b]$ in which a root must be found and a number $\delta$ such that a certain accuracy is guaranteed. For a function $f$ and some interval $[a, b]$, the method returns a value $x \in [a, b]$ such that $|f(x)| \leq \delta$.

The choice for Brent’s method is based upon three reasons. The first reason is that the rootfinding algorithm should only return the unique root in the interval $I_i$, this restriction is certainly satisfied by Brent’s method. Secondly, Brent’s method is known to be safeguarded, it falls back on the bisection method if necessary which, although slowly, always converges. Thirdly, Brent’s method is standardly delivered with mathematical software packages such as Mathematica and Matlab.
7.3.2 Finding a simplicial decomposition

In the previous section, we have discussed step 1 of Algorithm 1 and have obtained a sample $\gamma$ from the random variable $U^{(n)}$. Let $V(A)$ be the set of vertices of the convex hull of $A$. Step 2 of the algorithm is handled by Lemma 7.1 so we have a set $V(P_\gamma(n))$ which contains the vertices of $P_\gamma(n)$. The next step of the algorithm is to find a triangulation of $P_\gamma(n)$. In this section we shall introduce an algorithm to find such a triangulation. Recall that a triangulation of $P_\gamma(n)$ is a simplicial decomposition of $P_\gamma(n)$.

Finding simplicial decompositions of convex hulls continues to attract attention in the literature, for example see [5, 13, 38, 29, 57, 61]. One of the most straightforward algorithms is due to Seidel [57] and is also known as beneath-and-beyond. The correct working of beneath-and-beyond is proved in [38]. The algorithm finds a triangulation of the polytope $P$ defined to be the convex hull of the vertex set $V = \{v_1, v_2, \ldots, v_k\}$, $k \geq n$, where $v_i \in \mathbb{R}^n$. Beneath-and-beyond requires an ordering of the vertices such that $v_1, v_2, \ldots, v_n$ are affinely independent.

To explain the algorithm, we need two more definitions. A facet $F$ of a polytope $P$ is visible from $v$ if and only if the affine hyperplane spanned by the vertices of $F$ separates $v$ from $P$. A facet $F$ of $P$ bounds $P$ if and only if the affine hyperplane spanned by the vertices of $F$ does not intersect the polytope $P$. For example, consider the polytope $P = \text{hull}\{v_1, v_2, v_3\}$ of Figure 7.3(a). The facets which bound $P$ are $F_1, F_2$ and $F_3$. The affine hull of two different points is the line through them. Therefore, the only facet that is visible from $v_4$ is $F_3$. The definition of visibility agrees with intuition and drawing sketches in two or three dimensions, one could suspect that for each vertex there is only one visible facet. However, this is generally not true for higher dimensions where there can be multiple visible facets.

Before going into details, we will give an intuitive description of the algorithm. Let $P_\gamma(n, k)$ be the convex polytope described by (7.5a) and (7.5b) with vertex set $V = \{v_1, v_2, \ldots, v_k\}$, $k \geq n$, which is described by Lemma 7.1. Also, $P_\gamma(n, n + i)$ is the convex hull of the vertex set $\{v_1, v_2, \ldots, v_{n+i}\}$. The algorithm decomposes $P_\gamma(n, k)$ into $(n-1)$-simplices. The algorithm is initialized by setting $S_n$ to be the $(n-1)$-simplex spanned by the vertices $v_1, v_2, \ldots, v_n$. The triangulation $T_n$ is set to be $T_n = \{S_n\}$ and the boundary $B_n$ is the set of all facets of $S_n$.

Assume that, for some $i \geq 0$, a triangulation $T_{n+i}$ of the polytope $P_\gamma(n, n + i)$ is already obtained. Consider the vertex $v_{n+i+1}$ and locate all facets $F_i$ which are contained in $B_{n+i}$ and are visible from $v_{n+i+1}$. Connect $v_{n+i+1}$ to each visible facet $F_i$ by connecting it to all its vertices. For each visible facet $F_i$ this will yield a simplex $S_{n+i+1,j}$ and thus the triangulation $T_{n+i+1} = (\bigcup S_{n+i+1,j}) \bigcup T_{n+i}$ decomposes $P_\gamma(n, n + i + 1)$ into simplices. Furthermore, $B_{n+i+1}$ is the set of all facets $F$ which bound $P_{n+i+1}$.

In Figure 7.3 we pictured a single increment of beneath-and-beyond. We have been given the simplex $\text{hull}\{v_1, v_2, v_3\}$ with the boundary \{F_1, F_2, F_3\} and we are at the point to add $v_4$ to the triangulation. The first step is to determine the visible facets. The facet $F_3$ is the only visible facet since it separates $v_4$ from $v_2$. Therefore, $v_4$ is connected to $v_1$ and $v_3$ and the facets $F_4$ and $F_5$ are added to the boundary. Note that the facet $F_2$ is no longer part of the boundary and the new boundary becomes \{F_1, F_3, F_4, F_5\}.

After the short introduction of the beneath-and-beyond algorithm, we can give a detailed description of the implementation of the algorithm. The algorithm is also displayed in pseudo-code as Algorithm 2 on page 61. The program can be split up in four parts namely Initialization, Determining visible facets, Supplementary boundary and triangulation and Updating triangulation and boundary. To each part we devote
a paragraph in which we explain the logic of these steps and, when necessary, give detailed descriptions of procedures. The numbers in the paragraph titles refer to the line numbers of Algorithm 2.

\[ \begin{align*}
&\text{(a)} \\
&\text{(b)} \\
&\text{Figure 7.3: Increment of beneath-and-beyond}
\end{align*} \]

Initialization (1-3)

The algorithm requires an ordering of the vertices \( \{v_1, v_2, \ldots, v_k\} \) such that the first \( n \) vectors are affinely independent. The ordering is used by defining \( P_\gamma(n, n) \) to be the simplex spanned by the vertices \( v_1, v_2, \ldots, v_n \). Using Lemma 7.1 we show that we can do better than affine independence and find a set of \( n \) linearly independent points to initialize the algorithm.

Since \( \gamma \in \mathbb{N} \) is a zero-probability event, we assume that \( \gamma \notin \mathbb{N} \). However, random number generators may cause problems and thus is the procedure \text{Sort} stopped when \( \gamma \in \mathbb{N} \). Let \( m = \lfloor \gamma \rfloor \), the points in the linearly independent set are given by

\[
(0, \ldots, 0, \gamma - m, 0, \ldots, 0, 1, \ldots, 1)^T \tag{7.6}
\]

for \( i = 1, \ldots, n - m \), and

\[
(0, \ldots, 0, 1, \ldots, 1, \gamma - m, 1, \ldots, 1)^T \tag{7.7}
\]

for \( i = 1, 2, \ldots, m \).

After the vertices are sorted in proper order, the program continues by setting \( T = \{S_n\} \) where \( S_n \) is the convex hull spanned by the vectors \( \{v_1, v_2, \ldots, v_n\} \). The boundary \( B_n \) is set to be the set of all facets of \( S_n \). Hence, \( B_n \) consists of the convex hulls of all distinct subsets of \( \{v_1, v_2, \ldots, v_n\} \) with cardinality \( n - 1 \).

Determining visible facets (5-10)

Suppose \( P_\gamma(n, n + i) \) is already triangulated for some \( i \geq 0 \) and we want to add the vertex \( v_{n+i+1} \). The lines of code from 5 to 10 construct the set \( F \) which contains the visible facets. The set \( F \) is obtained from the boundary \( B_{n+i} \) by deleting all facets which are not visible from \( v_{n+i+1} \). Question is how to determine whether a facet is visible. In the following discussion we will use shorthand notation and omit the indices. The procedure \text{VISIBLE}, which determines if a facet is visible, can be found at the end of this paragraph.
Let \( \theta \) be the angle between vectors \( c \) and \( y \). The polytope \( P \) is contained in \( A^+ \) if and only if for all vertices \( v \) of \( P \), the inner product with \( c \) is non-negative (non-positive). Therefore, the affine hull \( A \) separates \( v \) from \( P \) if and only if the inner product \( \langle c, v \rangle \) is positive (negative).

By the following lemma we can check whether a facet is visible to a vertex by simply comparing signs of determinants.

**Lemma 7.2.** Let \( x_1, x_2, \ldots, x_{n-1} \in \mathbb{R}^n \) be the vertices of a facet \( F \) of the induced triangulation of \( P \). Furthermore, \( c \) is such that \( c \) is perpendicular to \( F \) while it lies parallel to \( P \) and \( n \) is perpendicular to all the points in the polytope \( P \). Then there exists some \( \delta \in \mathbb{R} \) such that for all \( y \in \mathbb{R}^n \),

\[
\langle c, y \rangle = \delta \det(x_2 - x_1, x_3 - x_1, \ldots, x_{n-1} - x_1, n, y),
\]

where \( \det(a_1, a_2, \ldots, a_k) \) denotes the determinant of the \( k \times k \)-matrix with rows \( a_1, a_2, \ldots, a_k \).

**Proof.** Let \( x'_i = x_{i+1} - x_i \). Since the set \( x_1, x_2, \ldots, x_{n-1} \) is a facet of a simplex in the triangulation of \( P \), the points are affinely independent. The vectors \( x'_1, x'_2, \ldots, x'_{n-2}, c \) and \( n \) are linearly independent and they form a basis of \( \mathbb{R}^n \). The basis can be transformed to an orthogonal basis, for example by the Gram-Schmidt procedure. By the description of the Gram-Schmidt procedure, this will only require adding multiples of rows. Let \( \tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_{n-2}, c, n \) be the orthogonal base of \( \mathbb{R}^n \), note that \( c \) and \( n \) are not altered since they are already perpendicular to the facet \( F \). The vectors \( \tilde{x}_i \) are obtained by adding multiples of rows, hence

\[
\det(x'_1, x'_2, \ldots, x'_{n-2}, n, y) = \det(\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_{n-2}, n, y).
\]

Let \( y \in \mathbb{R}^n \), then it can be written as

\[
y = \frac{\langle \tilde{x}_1, y \rangle}{||\tilde{x}_1||^2} \tilde{x}_1 + \frac{\langle \tilde{x}_2, y \rangle}{||\tilde{x}_2||^2} \tilde{x}_2 + \ldots + \frac{\langle \tilde{x}_{n-2}, y \rangle}{||\tilde{x}_{n-2}||^2} \tilde{x}_{n-2} + \frac{\langle n, y \rangle}{||n||^2} n + \frac{\langle c, y \rangle}{||c||^2} c.
\]

By adding multiple of the first \( n - 1 \) rows to \( y \) we get

\[
\det(\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_{n-2}, n, y) = \det(\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_{n-2}, n, \frac{\langle c, y \rangle}{||c||^2} c)
\]

\[
= \langle c, y \rangle ||c||^{-2} \det(\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_{n-2}, n, c)
\]
This completes the proof, since the determinant and norm do not depend on \( y \).

The vector \( \mathbf{n} \) which is perpendicular to all vectors in the polytope \( P \) is \((1, 1, \ldots, 1)^T\). This is because the polytope \( P_\gamma(n, k) \) is contained in the \((n-1)\)-dimensional hyperplane \( H_\gamma \) where

\[
H_\gamma = \{ x \in \mathbb{R}^n \mid (1, 1, \ldots, 1)(x_1, \ldots, x_n)^T = \gamma \}.
\]

Consider the \((n - 1)\)-dimensional hyperplane \( H_0 \)

\[
H_0 = \{ x \in \mathbb{R}^n \mid (1, 1, \ldots, 1)(x_1, \ldots, x_n)^T = 0 \}.
\]

If \( H_\gamma \) were to be parallel to \( H_0 \) we are done because the all-one vector is perpendicular to \( H_0 \) and thus also perpendicular to \( H_\gamma \). To show that \( H_\gamma \) and \( H_0 \) are parallel hyperplanes, we calculate the distance between any \( x \in H_\gamma \) and the hyperplane \( H_0 \). The Euclidean distance between a point and a hyperplane is defined to be

\[
d(x, H_0) = \min_{y \in H_0} \left( \sum_{i=1}^{n} (x_i - y_i)^2 \right)^{1/2}.
\]

By use of Cauchy-Schwarz we see that

\[
\sum_{i=1}^{n} (x_i - y_i)^2 \geq \left( \sum_{i=1}^{n} (x_i - y_i) \right)^2 = \gamma^2.
\]

Therefore, we conclude that \( H_0 \) and \( H_\gamma \) are parallel to each other and, consequently, the all-one vector is perpendicular to all vectors in the polytope \( P_\gamma(n, k) \).

Deciding whether to connect \( v \) to a facet \( F \) of the boundary can be done by computing determinants. The function \( sg \) is defined by

\[
sg(V(F), y) = \text{sign}(\det(x_2 - x_1, x_3 - x_1, \ldots, x_{n-1} - x_1, \mathbf{n}, y), \quad (7.8)
\]

for \( y \in \mathbb{R}^n \) and \( V(F) = \{x_1, x_2, \ldots, x_{n-1}\} \). Recall that \( V(A) \) is the set of vertices for a convex hull \( A \). We can determine whether the facet \( F_j \) of the boundary of the polytope \( P_\gamma(n, n + i) \) is visible in the following way. If \( sg(V(F_j), v_{n+i+1}) = 0 \), then the volume of \( \text{hull}\{V(F_j) \cup \{v_{n+i+1}\}\} \) is zero, because of the affine dependency of the vectors, and we can safely set the facet \( F_j \) to be not visible.

If \( sg(V(F_j), v_{n+i+1}) \neq 0 \), then we track down the unique simplex \( S \) in \( T_{n+i} \) such that \( F_j \) is a facet of \( S \). Hence, the simplex \( S \) is \( \text{hull}\{x_1, x_2, \ldots, x_n\} \). Then compute \( sg(V(F_j), x_n) \) and compare it with \( sg(V(F_j), v_{n+i+1}) \), if they are opposite then \( F_j \) is visible from \( v_{n+i+1} \). It is crucial that we use the vector \( x_n \) to compute \( sg(V(F_j), x_n) \) because generally the vertices of the polytope \( P_\gamma(n, n + i) \) are affinely dependent. If we were to arbitrarily choose a vertex \( u \) of \( P_\gamma(n, n + i) \), then this vertex could be affinely dependent from the vertices of the facet and \( sg(V(F), u) = 0 \) which proved no information. The previous steps are executed by the procedure \text{VISIBLE} which returns true if \( F_j \) is visible from \( v_{n+i+1} \) and false otherwise.

**Supplementary boundary and triangulation (11-16)**

After the visible facets are determined, simplices \( S_j \) are created by connecting \( v_{n+i} \) to each visible facet \( F_j \), that is \( S_j = \text{hull}\{V(F_j) \cup \{v_{n+i}\} \} \). For every simplex \( S_j \), the set
Procedure \textsc{Visible}(V(F), v, T) \triangleright T \text{ triangulation and } F \text{ (boundary) facet}

\begin{align*}
y & \leftarrow \text{sg}(V(F), v) \quad (\triangleright \text{ defined by (7.8)}) \\
\text{bool} & \leftarrow \text{False}
\end{align*}

\begin{enumerate}
    \item \textbf{if } \ y \neq 0 \textbf{ then} \\
        \hspace{1em} \text{Search } S \in T \text{ such that } S = \text{hull}(V(F) \cup \{x_n\}). \\
        \hspace{1em} \text{if } \text{sg}(V(F), x_n) = -y \textbf{ then} \\
        \hspace{2em} \text{bool} \leftarrow \text{True} \\
    \end{enumerate}

\textbf{end if}

\textbf{end if}

\textbf{Returns:} \text{bool}

end Procedure

of facets \( \mathcal{F}_j \) consists of all distinct subsets of \( n - 1 \) points of the vertex set of \( S_j \). If a facet \( F \) occurs in at least two distinct sets \( \mathcal{F}_j \) and \( \mathcal{F}_k, j \neq k \), then it has to be removed because it will certainly not bound \( P_\gamma(n, n + i + 1) \). The set \( B' \) is the subset of \( \mathcal{F}_j \) of all facets which have cardinality 1.

\textbf{Updating triangulation and boundary (17-18)}

The final step of the program is to set \( T_{n+i+1} \) and \( B_{n+i+1} \). The triangulation of \( P_\gamma(n, n + i + 1) \) consists of the already existing triangulation of \( P_\gamma(n, n + i) \) together with the simplices which were created by connecting \( v_{n+i+1} \) to the visible facets. The new boundary \( B_{n+i+1} \) consists of the union of the previous boundary \( B_{n+i} \) and the collection of facets \( B' \). However, note that the set of visible facets \( \mathcal{F} \) is a subset of \( B' \). Therefore, the final step is to delete these facets to obtain the boundary of \( P_\gamma(n, n + i + 1) \).

\textbf{7.3.3 Uniformly sampling from a simplex}

We have now completed the first three steps of Algorithm 1. The first part of step 4 of the algorithm is handled by Lemma 7.2 so we continue by randomly picking a simplex \( S \) from the triangulation of \( P_\gamma(n) \) with probabilities proportional to the volumes of the simplices in the triangulation. The final step of the program is to obtain a uniform sample from the simplex \( S \).

Given affinely independent points \( v_1, v_2, \ldots, v_n \) which represent the vertices of the simplex \( S \), we would like to uniformly sample from \( S \). We claim that Algorithm 3 does exactly that. The correct working of the algorithm is based on the following theorem.

\textbf{Theorem 7.4.} Let \( (U_{(i)})_{i=1}^{n-1} \) be i.i.d. uniformly distributed variables in the interval \([0,1]\) sorted in increasing order. Furthermore, the random variables \( W_i, 1 \leq i \leq n \), are defined to be

\begin{equation}
W_i = \begin{cases} 
U_{(1)} & \text{if } i = 1, \\
U_{(i)} - U_{(i-1)} & \text{if } i = 2, \ldots, n - 1, \\
1 - U_{(n-1)} & \text{if } i = n.
\end{cases}
\end{equation} (7.9)
Algorithm 2 Beneath-and-beyond in $\mathbb{R}^n$

Input: $V = \{v_1, v_2, \ldots, v_k\}$  \hspace{1cm} \triangleright \text{Vertices of polytope } P_(n,k), \ k \geq n

1: $V \leftarrow \text{Sort}(V)$
2: $T \leftarrow \{\{v_1, v_2, \ldots, v_n\}\}$
3: $B \leftarrow \text{set of all facets of simplex } \text{hull}\{v_1, v_2, \ldots, v_n\}$

4: for $i = 1$ to $k - n$ do
5: \hspace{1cm} $F \leftarrow B$
6: \hspace{1cm} for $F_j \in F$ do
7: \hspace{2cm} if $\text{Visible}(F_j, v_{n+i}, T) = \text{False}$ then
8: \hspace{3cm} $F \leftarrow F \setminus \{F_j\}$
9: \hspace{2cm} end if
10: \hspace{1cm} end for
11: $S_j \leftarrow \text{hull}\{V(F_j) \cup \{v_i\}\}$ for all $F_j \in F$ \hspace{1cm} \triangleright \text{New simplices}
12: $T' \leftarrow \bigcup S_j$
13: for $S_j \in T'$ do
14: \hspace{1cm} $\mathcal{F}(S_j) \leftarrow \text{set of all facets of simplex } S_j$
15: \hspace{1cm} end for
16: $B' \leftarrow \{F \in \bigcup \mathcal{F}(S_j) \mid F \in \mathcal{F}(S_k) \text{ and } F \notin \mathcal{F}(S_m) \forall m \neq k\}$
17: $T \leftarrow T \cup T'$
18: $B \leftarrow (B \cup B') \setminus \mathcal{F}$
19: end for

Returns: $T$  \hspace{1cm} \triangleright \text{Triangulation of polytope } P_(n,k)

Then
$$X_i = \sum_{i=1}^{n} W_i \cdot v_i$$  \hspace{1cm} (7.10)

is a uniform point in the simplex spanned by the vertices $v_1, \ldots, v_n$.

Proof. The proof of this theorem depends on linear transformations between random variables. The following theorem on transformations [6] tells us how a (linear) transformation affects the density function.

Theorem 7.5. Suppose that $X = (X_1, X_2, \ldots, X_k)$ is a vector of continuous random variables with joint pdf $f_X(x_1, x_2, \ldots, x_k) > 0$ on $A$, and $Y = (Y_1, Y_2, \ldots, Y_k)$ is defined by the one-to-one transformation
$$Y_i = u_i(X_1, X_2, \ldots, X_k) \quad i = 1, 2, \ldots, k.$$

If the Jacobian is continuous and nonzero over the range of transformation, then the joint pdf of $Y$ is
$$f_Y(y_1, y_2, \ldots, y_k) = f_X(x_1, x_2, \ldots, x_k)|J|,$$
where $x = (x_1, x_2, \ldots, x_k)$ is the solution of $y = u(x)$. 
Firstly, consider \((0, U_{(1)}, \ldots, U_{(n-1)}, 1)\) and let \(\Omega_U\) be the space of all possible partitions of the interval \((0, 1)\) into \(n\) intervals. We use the proof by Feller [26, p. 74] to show that \((0, U_{(1)}, \ldots, U_{(n-1)}, 1)\) is uniformly distributed over \(\Omega_U\).

Let \(U_{(1)}, U_{(2)}, \ldots, U_{(n-1)}\) be \(n-1\) random points rearranged in increasing order. The points \(U_{(1)}, U_{(2)}, \ldots, U_{(n-1)}\) divide the interval \([0, 1]\) into \(n\) subintervals. The sample space corresponding to \((U_1, U_2, \ldots, U_{n-1})\) is the \(n-1\)-dimensional hypercube \(\Gamma\) defined by \(0 < u_k < 1\) and probabilities equal to the volume. The sample space with the \(U_{(k)}\) as coordinate variables is the subset of \(\Omega_U\) of \(\Gamma\) containing all points such that \(0 < u_1 \leq u_2 \leq \ldots \leq u_{n-1} < 1\). Since the set \(\Omega_U\) contains the single permutation of \(u_1, u_2, \ldots, u_{n-1}\) such that they are in increasing order, the volume of \(\Omega_U\) is \(1/(n-1)!\).

The sample space \(\Gamma\) contains \((n-1)!\) congruent replicas of \(\Omega_U\), each one corresponds with a fixed permutation. These congruent spaces overlap if and only if \(U_j = U_k\) for some \(j \neq k\). The latter event is an zero-probability event. It follows that for any subset \(A \subseteq \Omega_U\) the probability that \((U_{(1)}, U_{(2)}, \ldots, U_{(n-1)})\) lies in \(A\) equals the probability that \((U_1, U_2, \ldots, U_{n-1})\) lies in one of the \((n-1)!\) replicas of \(A\), this probability in turn equals \((n-1)!\) times the volume of \(A\). Thus \(P\{U_{(1)}, U_{(2)}, \ldots, U_{(n-1)} \in A\}\) equals the ratio of the volumes of \(A\) and \(\Omega_U\). Therefore, the tuple \((U_{(1)}, U_{(2)}, \ldots, U_{(n-1)})\) is distributed uniformly over the set \(\Omega_U\) of points such that \(0 < u_1 \leq u_2 \leq \ldots \leq u_{n-1} < 1\).

Let \(\Omega_W\) denote the sample space of the vector \((W_1, \ldots, W_n)\) and note that (7.9) describes a one-to-one linear transformation \(L\) from \(\Omega_U\) to \(\Omega_W\). The linear transformation \(L\) can be described by a matrix \(A\). Note that \(A\) is a lower triangular matrix with all entries on the diagonal equal to \(1\) except for the entry in the lower right corner which is equal to \(-1\). Hence, the absolute value of the determinant of the Jacobian of \(L\) is equal to one and we conclude that \((W_1, \ldots, W_n)\) is uniformly distributed over \(\Omega_W\).

The final step is to perform the linear transformation (7.10) to obtain a point \(X_i\) in the simplex \(S\). Every point \(x\) in the simplex \(S\) has unique coefficients \(w_1, w_2, \ldots, w_n\) such that \(w_i \geq 0\), otherwise it would contradict with the affine independence of the points \(v_1, v_2, \ldots, v_n\). The linear transformation from \((W_1, \ldots, W_n)\) to \(X_i\) is thus a one-to-one transformation. Moreover, the Jacobian of this linear transformation is \(1\). By Theorem 7.5, it follows that \(X_i\) is uniformly distributed over the simplex \(S\) because \((W_1, \ldots, W_n)\) is uniformly distributed. This completes the proof. \(\square\)

**Algorithm 3** Uniformly Sample Simplex

**Input:** \(\{v_1, \ldots, v_n\}\) \(\triangleright n\) affinely independent points

1. Draw \(n-1\) uniform samples \(U_1, U_2, \ldots, U_{n-1}\)
2. Sort them in increasing order \(U_{(1)}, U_{(2)}, \ldots, U_{(n-1)}\)
3. Compute differences
   \[W_1, \ldots, W_n = U_{(1)}, U_{(2)} - U_{(1)}, \ldots, U_{(n-1)} - U_{(n-2)}, 1 - U_{(n-1)}\]

**Returns:** \(\sum_i W_i \cdot v_i\)
7.3.4 Some additional notes

In the previous section we have introduced the beneath-and-beyond algorithm to find a triangulation of the convex polytope $P_\gamma(n)$. In this section we shall comment how to minimize the running time of the beneath-and-beyond algorithm. We will also implement Algorithm 1 to see how it improves the running time of the simulation program for the quadruple cell model.

Observe that the method to sample from (7.1) only requires basic operations to draw a sample from $U^n$, compute the vertices of the sample space and to draw a uniform sample from some simplex $S$. The running time is most affected by the computation of the volumes of the simplices in the triangulation and the computation of the of determinants in the beneath-and-beyond algorithm.

The beneath-and-beyond algorithm only requires knowledge about the sign of the determinant rather than the exact value of the determinant. In the literature much attention is devoted to the computation of the signs of determinants [10, 22]. These papers present methods which can be used to reduce the time to determine the sign of a determinant. However, the most crucial problem is due to Lemma 7.1. In the best case scenario the running time of the algorithm would be linear in the number of vertices. By Lemma 7.1, the number of vertices is a exponential function of $n$. Hence, even in the best case scenario the algorithm has an exponential running time.

Algorithm 2 can be naïvely implemented by running it separately for each snapshot. However, by Lemma 7.1, it is unnecessary to run the algorithm for each value of $\gamma$ separately. The description of the vertices of the sample space $P_\gamma(n)$ only changes when $\lfloor \gamma \rfloor$ changes. Hence, for all $n \in \mathbb{N}$ it is only necessary to run the algorithm for some sequence $(\gamma_i)_{i=1}^n$ so that $i - 1 < \gamma_i < i$. The triangulations of $P_\gamma(n)$ for the $n$ distinct values $\gamma_i$ can be saved in a file so that the file can be invoked when necessary.

7.4 Conclusions and recommendations

The algorithm presented in this chapter complements the results obtained in Chapter 6. The algorithm makes it possible to, with high probability, generate snapshots from any group of desire. Moreover, as we argue in Section 7.3.4, a clever implementation of the algorithms introduced in Section 7.3 is unlikely to cause a severe increase of the running time of the simulation program.

The algorithm depends on generating uniform samples from polytopes. We solved this issue by finding a triangulation of the polytope which reduces the problem to draw uniform samples from simplices. Drawing uniform samples from simplices is a standard exercise. The subject of uniformly drawing samples from polytopes has not yet attracted much attention in the literature. The solution which we present in this paper is, to our knowledge, not to be found in the literature. However, Dr. Pendavingh made us aware of the existence of so-called hit-and-run algorithms [23, 24, 47]. These algorithms attempt to generate an approximately random sample from a convex polytope by executing a random walk in the polytope. It is not yet clear whether random walks will decrease the running time to generate samples from the density function (7.1).

Future research would need to focus on methods to reduce the running time of the algorithm to generate snapshots from specific groups. The algorithm should be compared to the hit-and-run algorithm to decide which of these methods shows best performance. We also note that the algorithm crucially depends on the fact that the squared distance of a user is a uniformly distributed random variable which in turn is a consequence of the
use of a homogeneous Poisson process. More research is required to investigate whether the algorithm can be extended to other distributions.

The sampling algorithm, which enables us to draw samples from any group of desire, has the benefit that it can be used to assess whether a change of the setting of the parameters will improve the performance of the network for a certain group. Suppose that a certain setting of the parameters improves the performance for group $g$. Then one would like to generate samples from other groups for group $g$ and combine these with the already generated snapshots to have a representative sample of missed traffic for the network. This requires estimation of the prior probability to fall into the allocation regions, we illustrate this by an example.

Consider the allocations regions displayed in Table 6.12. We would need to compute the probability for $X_3$ to fall into each of the four regions, this leaves us with probabilities $p_1$, $p_2$, $p_3$ and $p_4$. We would generate a sample from the uniform distribution to appoint the allocation region from which a sample value has to be taken. Then we uniformly choose a snapshot which was assigned to this allocation region. We repeat previous steps until there are no more snapshots left for one of the groups.
Chapter 8

A pixel based snapshot

In the present model, users are modeled by a homogeneous spatial Poisson process \( \Pi \), i.e. a spatial Poisson process with constant intensity \( \lambda \). Consequently, users are homogeneously distributed over the network. A more realistic model is to divide the area which is covered by the network in small squares called pixels. These pixels represent different environments, for example a pixel can represent 'street', 'highway' or 'meadow'. In this way the environment can be modeled, see [67]. On each of the pixels a homogeneous spatial Poisson process is defined. The combination of all these Poisson processes result in an inhomogeneous Poisson process \( \Pi \) with intensity function \( \lambda(x) \).

The use of the inhomogeneous Poisson process would have a devastating effect on the tool which is developed Chapter 7. The tool explicitly depends on the fact that users which are connected to the basestation of interest are uniformly distributed. In this chapter we show how to extend the tool to generate snapshots with certain characteristics to a larger class of Poisson processes. The extension is based on a common used tool in Monte Carlo simulation: importance sampling. In Section 8.3 we give an introduction to importance sampling. In Section 8.2 we show how importance sampling can be used to extend the tool of Chapter 7 to a larger class of Poisson processes.

8.1 Importance sampling

Monte Carlo simulation is the use of experiments with random numbers to evaluate a mathematical expression. The simplest form, to which all instances of Monte Carlo simulation can be reduced, is the evaluation of an integral

\[
\theta = \int f(x)dx.
\]

By identifying a random variable \( X \) with density \( p(x) \) and a function \( g(x) \) it is possible to write \( \theta \) as the expected value of \( g(X) \)

\[
\mathbb{E}_p[g(X)] = \int g(x)p(x)dx = \int f(x)dx = \theta.
\]

The problem of evaluating the integral becomes the familiar problem of estimating a mean. The natural estimate for a mean is the sample mean of a random sample of
size \( n \)
\[
\hat{\theta} = \frac{1}{n} \sum_{i=1}^{n} g(x_i).
\]
The sample mean is an unbiased estimator since
\[
\mathbb{E}[\hat{\theta}(p)] = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_p[g(X_i)] = \theta.
\]

The main idea of importance sampling is to increase the design frequency of “important” events to make it possible to accurately estimate the frequency or expected values of those events using fewer Monte Carlo replications. However, originally importance sampling was used to reduce the variance of the desired quantity of interest. Obviously, these two objectives are closely related since by reducing the variance of the estimator it suffices to have fewer replications to obtain a certain level of accuracy for the estimator.

In what follows we will introduce importance sampling, for a mathematically more complete derivation see [32]. The idea of importance sampling is that multiplying and dividing by another density function \( \tilde{p}(x) \) does not change the value of \( \theta \) since
\[
\theta = \mathbb{E}_p[g(X)] = \int g(x)p(x)dx = \int g(x)\frac{p(x)}{\tilde{p}(x)}\tilde{p}(x)dx = \mathbb{E}_{\tilde{p}}[g(\tilde{X})\frac{p(\tilde{X})}{\tilde{p}(X)}],
\] (8.1)

provided that \( \tilde{p}(x) > 0 \) if \( p(x) > 0 \). The random variable \( \tilde{X} \) obeys the so-called sampling distribution \( \tilde{p}(x) \). Equation (8.1) suggest the following scheme to estimate \( \theta \)

i. Draw \( n \) samples \( x_1, x_2, \ldots, x_n \) using the density \( \tilde{p}(x) \).

ii. Compute the weights \( w_i \)
\[
w_i = \frac{p(x_i)}{\tilde{p}(x_i)} \quad \text{for } i = 1, 2, \ldots, n
\]

(iii) Estimate \( \theta \) by
\[
\tilde{\theta} = \frac{1}{n} \sum_{i=1}^{n} g(x_i) \cdot w_i.
\] (8.2)

The first observation is that \( \tilde{\theta} \) is an unbiased estimator since,
\[
\mathbb{E}[\tilde{\theta}] = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{\tilde{p}}[g(\tilde{X}_i)] \cdot \frac{p(\tilde{X}_i)}{\tilde{p}(X_i)} = \theta.
\]

One key question that remains is if there is a choice of \( \tilde{p}(x) \) which gives better results than the original density \( p(x) \). Consider the variance of the estimator \( \tilde{\theta} \).
\[
n^2Var(\tilde{\theta}) = \int \left( g(x)\frac{p(x)}{\tilde{p}(x)} - \theta \right)^2 \tilde{p}(x)dx = \int \left( \frac{g(x)^2p(x)^2}{\tilde{p}(x)} - 2g(x)p(x)\theta + \theta^2\tilde{p}(x) \right) dx
\]
\[
= \int \frac{g(x)^2p(x)^2}{\tilde{p}(x)} dx - \theta^2 = I_p - \theta^2.
\]
Next, try to choose \( \tilde{p} \) to minimize the above expression

\[
I_\tilde{p} = \int g(x)^2 p(x)^2 \tilde{p}(x) dx = \mathbb{E}[\frac{g(\tilde{X})^2 p(\tilde{X})^2}{\tilde{p}(X)^2}] .
\]

Assuming that \( g(x) \) is a non-negative function, the above expression can be lower bounded by Jensen’s inequality.

\[
I_\tilde{p} \geq \left( \mathbb{E}[\frac{g(\tilde{X}) p(\tilde{X})}{\tilde{p}(X)}] \right)^2 = \theta^2
\]

Jensen’s inequality holds for some random variable \( Z \) with equality if and only if \( Z \) is almost surely a constant [43, p. 46]. Hence, the optimal choice for \( \tilde{p} \) would be

\[
\tilde{p}_{\text{opt}} = \frac{g(x) p(x)}{\theta}.
\]

Note that the variance of \( \hat{\theta}(\tilde{p}) \) is zero for all \( k \). Unfortunately, this is not a very useful result. In the first place, the optimal density explicitly depends on \( \theta \), the unknown quantity which is to be estimated. In fact, if \( \theta \) were to be known, then there would be no need to run the simulation experiments. Secondly, the density \( p(x) \) does not need to be known. It may be the case that it is possible to draw samples from it, but explicit expressions for it are generally not known. Hence, it is necessary to find other methods or criteria to choose a proper sampling distribution. More theory on the choice of \( \tilde{p} \) and examples of the use importance sampling to reduce variation of the estimator can be found in [11, 34].

## 8.2 Change from pixel based to uniform snapshot

Let \( C \) denote the circle of radius \( R \) centered around the basestation of interest. Furthermore, let \( MT(\Gamma) \) denote the estimator of missed traffic when using Poisson process \( \Gamma \), e.g. (3.9) or (3.11). In this section we first treat the general case when using a different Poisson process than the pixel based Poisson process. Then we focus on the specific case when users are modeled by a homogeneous Poisson process.

Suppose that the users in the wireless network model are described by a Poisson process \( \Pi \) with intensity function \( \lambda : C \to \mathbb{R} \). The theory of importance sampling states that to eliminate the bias caused by the use of a different Poisson process \( \tilde{\Pi} \) with intensity function \( \tilde{\lambda} : C \to \mathbb{R} \), one should multiply the estimator of missed traffic by the fraction of the density function of \( \Pi \) over the density function of \( \tilde{\Pi} \). Observe that the use of \( \tilde{\Pi} \) brings two changes. Firstly, the distribution of the number of users in the network is changed but also the distribution of the positions of the users in the cell differ. Since the number and positions of points in a Poisson process are independent, one expects that the causes for bias are eliminated by two different multiplicators say \( M_N \) and \( M_D \). The multiplicator \( M_N \) corrects for the changed number of users while \( M_D \) corrects the bias caused by the different distribution of the positions of the users.

With \( N \), respectively \( \tilde{N} \), denote the number of users in the cell of interest when using Poisson process \( \Pi \), respectively \( \tilde{\Pi} \). Similarly, \( X_j \) and \( \tilde{X}_j \) denote the position of the \( j \)th user connected to the basestation of interest for both processes. Finally, \( \Lambda(A) = \int_A \lambda(x) dx \) while \( \tilde{\Lambda}(A) = \int_A \tilde{\lambda}(x) dx \). The number of users is Poissonian distributed with
mean \( \Lambda(C) \) for the process \( \Pi \) while the number of users is Poissonian distributed with mean \( \tilde{\Lambda}(C) \) for \( \tilde{\Pi} \). Hence, to eliminate the bias caused by the different distribution of the number of users, the estimator of missed traffic should be multiplied by

\[
M_N = e^{\tilde{\Lambda}(C) - \Lambda(C)} \left( \frac{\Lambda(C)}{\tilde{\Lambda}(C)} \right)^{\tilde{N}}.
\]

The second multiplicator eliminates the bias caused by the different distribution for the positions of the users in the cell. The density for \( X_j \) is, by Theorem B.2, \( \lambda(x)/\Lambda(C) \). Hence, the second multiplicator should be

\[
M_D = \prod_{j=1}^{\tilde{N}} \left( \frac{\lambda(\tilde{X}_j)}{\lambda(X_j)} \right) = \left( \frac{\tilde{\Lambda}(C)}{\Lambda(C)} \right)^{\tilde{N}} \prod_{j=1}^{\tilde{N}} \frac{\lambda(\tilde{X}_j)}{\lambda(X_j)}
\]

Therefore, a logical candidate for the multiplication factor \( M \) which eliminates the bias of the estimator of missed traffic would be

\[
M = M_N \cdot M_D = e^{\tilde{\Lambda}(C) - \Lambda(C)} \cdot \prod_{j=1}^{\tilde{N}} \frac{\lambda(\tilde{X}_j)}{\lambda(X_j)}.
\]

The fact that \( M \) eliminates the bias of the estimator of missed traffic is stated in the following lemma. The proof of this lemma can be found in Appendix A.2.

**Lemma 8.1.** Let \( \Pi \) be some (non)-homogeneous spatial Poisson process with intensity function \( \lambda(x) \) as is \( \tilde{\Pi} \) described by intensity function \( \lambda(x) \) such that \( \tilde{\lambda}(x) > 0 \) whenever \( \lambda(x) > 0 \) and both intensity functions are Lesbesgue integrable. If \( M \) is defined as (8.3), then the estimator of missed traffic given by

\[
MT(\tilde{\Pi}) \cdot M
\]

is unbiased in the sense that

\[
\mathbb{E}[MT(\tilde{\Pi}) \cdot M] = \mathbb{E}[MT(\Pi)].
\]

Now we return to our initial plan to use a homogeneous Poisson process \( \tilde{\Pi} \) with constant intensity \( \tilde{\lambda} \) instead of the inhomogeneous pixel based Poisson process \( \tilde{\Pi} \). The inhomogeneous Poisson process splits the cell \( C \) into pixels \( P_1, P_2, \ldots, P_L \). The estimator of missed traffic remains to be unbiased by multiplication with an appropriate factor as is stated in the following corollary. Recall that \( \tilde{N} \) is now defined to be the number of users connected to the basestation of interest when using Poisson process \( \tilde{\Pi} \). Similarly, \( \tilde{X}_j \) denotes the position of the \( j \)-th user in \( C \) when using \( \tilde{\Pi} \).

**Corollary 8.1.** When \( L < \infty \),

\[
MT \cdot M = MT \cdot e^{\tilde{\lambda} |C| - \sum_{l=1}^{L} \lambda_l |P_l|} \cdot \prod_{j=1}^{\tilde{N}} \sum_{l} \frac{\lambda_l 1 \{ \tilde{X}_j \in P_l \}}{\lambda}
\]

is unbiased in the sense that

\[
\mathbb{E}[MT(\tilde{\Pi}) \cdot M] = \mathbb{E}[MT(\Pi)],
\]

provided that \( \tilde{\lambda} > 0 \).
Proof. The proof is by direct application of Lemma 8.1.

We want to stress that, although the notation can be intimidating, the implementation of Corollary 8.1 into an existing simulation program only requires a small modification of the program. The users should be generated by sampling from the pixel based Poisson process $\Pi$ with intensity function $\lambda(x)$ but suppose that the simulation program uses a process with constant intensity $\tilde{\lambda}$. Then a snapshot is generated in which a total of $\tilde{N}$ users are positioned at $\tilde{X}_1, \tilde{X}_2, \ldots, \tilde{X}_{\tilde{N}}$ in the cell $C$ of the basestation of interest. The simulation program takes the same steps as it would have done when using the process $\Pi$ and computes an estimator of missed traffic based upon the snapshot. Only the final step of the program undergoes a minor modification. Instead of returning the computed estimator of missed traffic it is multiplied by $M$ defined in Corollary 8.1.

### 8.3 Conclusions and recommendations

Importance sampling can be a powerful tool to extend the algorithm to inhomogeneous Poisson processes. Suppose users are modeled by an inhomogeneous Poisson process with intensity function $\lambda : C \to \mathbb{R}$, then Lemma 8.1 states that instead we can use a homogeneous Poisson process with constant intensity $\tilde{\lambda}$. The bias caused by the use of the homogeneous Poisson process is removed by multiplying the estimates of missed traffic by a factor $M$.

One must be careful when applying importance sampling. Firstly, consider the values of missed traffic which are returned by the simulation program. The choice of $\tilde{\lambda}$ causes that the individual estimates of missed traffic can no longer be interpreted. For example, multiplication by $M$ can cause the estimate of missed traffic to exceed 1. A second problem of importance sampling is that it can cause an increase of the variance of the estimate so that it makes simulation impracticable. The increase/decrease of variance is discussed in Section.

The latter observation also implies the importance of the choice for the intensity $\tilde{\lambda}$ of the homogeneous Poisson process. An intuitive choice would be to take

$$\tilde{\lambda} = \frac{\int_C \lambda(x) dx}{\int_C 1 dx}.$$  \hfill (8.4)

However, this choice enjoys no optimal properties. We distinguish two possibilities to choose $\tilde{\lambda}$, static importance sampling and dynamic importance sampling, respectively.

With static importance sampling we base the choice of the intensity $\tilde{\lambda}$ of the homogeneous Poisson process on a training set. The training is used to choose $\tilde{\lambda}$ so that the variance of the estimator of missed traffic of the training set is minimized. Adaptive importance sampling is initialized by setting $\lambda$, for example choose $\lambda$ as (8.4), and fixing some $m \in \mathbb{N}$. After each batch of $m$ snapshots, the optimal value for $\tilde{\lambda}$ is determined so that it minimizes the variance of the estimator.

The benefits and disadvantages of static and dynamic importance sampling are obvious. If the optimal choice for $\tilde{\lambda}$ does not suffer from strong fluctuations or there is a wide range of $\tilde{\lambda}$ for which importance sampling works similarly, then we prefer to use static importance sampling. Otherwise we would choose to use dynamic importance sampling. For more information on static and dynamic importance sampling, and for examples, we refer to [1, 40, 54, 62].
In this paper we have laid out the ground rules to construct a static model of the UMTS network. We studied two specific models in detail, the single cell and the quadruple cell model. For the single cell model we give a complete probabilistic analysis. For the quadruple cell model we present two novel means to reduce the running time of the simulation program. In this chapter we shall review the methods we used to analyze these models and give recommendations for future research. The conclusions and recommendations in this chapter are a summary of the conclusions and recommendations presented at the end of Chapter 4 to 8.

In Chapter 4 we study the single cell model. The advantage of the single cell model is that, conditionally on the number of users, the transmit power of the users are independent. This allows for a complete specification of the distribution, mean and variance of missed traffic when the blocked users are not removed from the network. If blocked users are removed from the network, then we use Lemma 4.1 to compute the expectation of missed traffic.

Future research for the single cell model should focus on finding the distribution of missed traffic when users are removed from the network. Furthermore, a distribution for the factor $F$, by which the MAI of a user is modeled, should be found. A first attempt to find the distribution of $F$ is described in Section 5.3. Furthermore, more research on numerical integration methods is necessary for Lemma 4.1 to have practical value.

In Chapter 5 we study the quadruple cell model. The quadruple cell model is bound to be more accurate than the single cell model because it models more basestations. We find that the best fit for missed traffic is the normal distribution. In Section 5.3 we also introduce the adapted single cell model which uses factors $F_1$ and $F_2$ to model MAI. We then show that we can link the quadruple cell model to the (adapted) single cell model by fitting (a) distribution(s) to the factor(s) $F$ ($F_1$ and $F_2$). The reduction to the adapted single cell model shows great potential since simulations do not show reason to doubt the fact that the distribution of missed traffic is the same as for the quadruple cell model. Moreover, simulations show that use of the adapted single cell model can reduce the running time by a factor 5.

For the quadruple cell model more research is needed on the modeling of the network. We propose to model seven basestations instead of four. This proposal is due to the fact that the quadruple cell model puts a distinct structure on the network which should
be avoided. Analogue to the derivations in Chapter 4 we suggest to give a complete probabilistic analysis of the adapted single cell model. Furthermore, more research is needed to explain the difference between the number of users which are not blocked in the quadruple cell model and the single cell model.

In Chapter 6 we introduce the general concept of classifying data into $G$ groups and study two classification rules, LDA and QDA, in detail when $G = 4$. Results show that snapshots can be best assigned to the groups based on LDA with as feature variable the sum of the squares of the distances of the users. In this case, roughly 60% of the observations are assigned to the correct group. Moreover, the results indicate that running time can be reduced by a factor 2 to 5. Further research is needed to find out whether sampling from the allocation region of group $g$ provides a representative sample of snapshots belonging to group $g$. Furthermore, the performance of LDA can be even further improved when only the users which are not blocked are considered.

We only discussed two classification rules in detail. The fact that data can be classified by use of a single feature variable allows the use of more complex classification rules. More research is needed to find whether there exists a classification rule other than LDA, which has better performance. The results also indicate that more knowledge on the process of removing users from the network could improve performance of the classification rule.

In Chapter 7 we provide a sampling algorithm to generate samples from the distribution described by the density function (7.1). The method depends on uniformly drawing samples from a convex polytope. We used convex geometry to find a decomposition of the polytope into simplices and then draw uniform samples from the simplices.

We argue in Section 7.3.4 that it is unlikely that the running time of the simulation program for wireless network models will severely increase due to the use of the sampling algorithm. However, more research is needed to study the effect on the running time. Hit-and-run algorithms can also be used to uniformly sample from convex polytopes, these algorithms should be compared to the sampling algorithm to see which performs best. The sampling algorithm is restricted to homogeneous Poisson process, future research should focus on methods to extend the algorithm to work for other distributions.

In Chapter 8 we attempt to extend the sampling algorithm by use of importance sampling. Importance sampling allows the use of an inhomogeneous Poisson process to model users. A homogenous Poisson process with constant intensity $\tilde{\lambda}$ is used to model the users connected to the basestation of interest. Then the bias caused by the use of an homogeneous Poisson process instead of an inhomogeneous Poisson process is removed by multiplying the estimates of missed traffic by an appropriate factor, see Lemma 8.1.

One should be careful with importance sampling because it can cause an increase in the variance of the estimator of missed traffic so that it makes simulation impracticable. More research is needed to find for which type of inhomogeneous Poisson processes importance sampling works well. Also more research is needed to find a proper setting for $\tilde{\lambda}$ which minimizes the variance of the estimator of missed traffic.

The methods introduced in this paper significantly reduce the running time of the static simulation program. However, the results presented in Chapter 5 and 6 are only valid for a specific choice of the parameters of the model, see Appendix E. It should be validated if the findings still hold for different settings of the parameters. Ideally we would like to link the results of these chapters to the choice of parameters. We further encourage a study of the set of linear equations (3.4) and the process of removing blocked users from the network. More knowledge could help to explain the results of the reduction of the quadruple cell model to the (adapted) single cell model and could
upgrade the performance of the sampling algorithm in Chapter 7. In this paper we studied the model of the 3G UMTS network while currently the HSDPA network is implemented. Therefore, the model needs to be updated so that it represents a HSDPA network.
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Appendix A

Mathematical derivations

In this chapter we shall provide the mathematical derivations which were omitted in the previous chapters.

A.1 Expression for decoded bit

In this section we derive that the statistic $Z_{m1}$ defined by (2.3) equals

$$Z_{m1} = \sqrt{\frac{P_m}{2}} b_{m1} + \frac{1}{G} \sum_{k \neq m, k \neq m}^{N-1} b_k \sum_{j=1}^{G} a_{kj} a_{mj} \sqrt{\frac{P_k}{2}} + \frac{1}{G} \sum_{j=1}^{G} a_{mj} N_j \sqrt{2T_c},$$

where $(N_j)_{j=1}^G$ are independent and identically Gaussian distributed random variables with zero mean and variance 1.

The contribution of user $m$ to $Z_{m1}$ is given by

$$I_{m1} = \sqrt{\frac{2P_m}{T_b}} b_{m1} \int_0^{T_b} a_m(t)^2 \cos^2(2\pi f_{ca} t) dt = \sqrt{\frac{2P_m}{T_b}} b_{m1} \int_0^{T_b} \cos^2(2\pi f_{ca} t) dt$$

$$= \sqrt{\frac{2P_m}{T_b}} b_{m1} \left( \frac{T_b}{2} + \frac{\sin(2\pi f_{ca} T_b)}{8\pi f_{ca}} \right),$$

and provided that the carrier frequency $f_{ca}$ is relatively much larger than the reciprocal of the bit period

$$I_{m1} = \sqrt{\frac{P_m}{2}} b_{m1}. \quad (A.1)$$

In a similar way $\zeta$ is computed.

$$\zeta = \sum_{k \neq m, k \neq m}^{N-1} \sqrt{\frac{2P_k}{T_b}} \int_0^{T_b} b_k(t) a_k(t) a_m(t) \cos^2(2\pi f_{ca} t) dt$$

Recall that in the time to transmit a single bit we can transmit $G$ chips.

$$\zeta = \frac{1}{G} \sum_{k \neq m}^{N-1} \sum_{j=1}^{G} a_{kj} a_{mj} \sqrt{\frac{2P_k}{T_c}} \int_{(j-1)T_c}^{jT_c} \cos^2(2\pi f_{ca} t) dt.$$
Provided that the carrier frequency $f_{ca}$ is relatively much larger than the reciprocal of the chip period, it follows that

$$\zeta = \frac{1}{G} \sum_{k=0}^{N-1} b_k \sum_{j=1}^{G} a_{kj} a_{m_j} \sqrt{P_k}.$$  \hspace{1cm} (A.2)

The last term to compute is the noise contribution

$$\eta = \frac{1}{T_0} \int_0^{T_0} a_m(t) \cos(2\pi f_{ca} t) dB(t) = \frac{1}{G} \sum_{j=1}^{G} a_{mj} \int_j^{(j+1)T_c} \cos(2\pi f_{ca} t) dB(t).$$

It is a standard exercise in stochastic integration that the above integrals are mean zero Gaussian distributed with variance

$$\int_{iT_c}^{(i+1)T_c} \cos^2(2\pi f_{ca} t) dt,$$

for example see [59, p. 101]. By the familiar assumption that the carrier frequency $f_{ca}$ is relatively much larger than the reciprocal of the chip period, it follows that the variance equals $T_c/2$. Therefore, the noise contribution becomes

$$\eta = \frac{1}{G} \sum_{j=1}^{G} a_{mj} \frac{N_j}{\sqrt{2T_c}},$$  \hspace{1cm} (A.3)

where $(N_j)_{j=1}^{G}$ are independent and identically Gaussian distributed random variables with zero mean and variance 1. Putting together (A.1) to (A.3) completes the proof.

**A.2 Proof of Lemma 8.1**

To prove Lemma 8.1, it suffices to show that the factor $M$ corrects the errors which are made due to the use of $\tilde{\Pi}$ instead of $\Pi$. Hence, it suffices to show that

$$\mathbb{E}[M \mathbb{1} (\tilde{N}(A) = 0)] = e^{-\Lambda(A)},$$  \hspace{1cm} (A.4)

for all bounded $A$. Since by Theorem B.1 the process is then characterized by a Poisson process with intensity function $\lambda(x)$.

Consider the Poisson process $\Pi$ and let $A^c = C \setminus A$. By Rényi’s theorem it follows

$$e^{-\Lambda(A)} = \mathbb{E}[\mathbb{1} \{N(A) = 0\}] = \mathbb{E}[\mathbb{1} \{N(A) = 0\}] \sum_{n=0}^{\infty} \mathbb{E}[\mathbb{1} \{N(A^c) = n\}].$$

We can also include the positions of the $N(A^c)$ users

$$e^{-\Lambda(A)} = \mathbb{E}[\mathbb{1} \{N(A) = 0\}];$$

$$\sum_{n=0}^{\infty} \left( \mathbb{E}[\mathbb{1} \{N(A^c) = n\}] \cdot \int_{A^c} \cdots \int_{A^c} \mathbb{E}[\mathbb{1} \{X_1 = x_1, X_2 = x_2, \ldots, X_n = x_n\}] dx_1 \cdots dx_n \right).$$
The random variables $X_j$ are mutually independent, thus
\[
e^{-\Lambda(A)} = \mathbb{E}[\mathbb{I}\{N(A) = 0\}];
\]
\[
\sum_{n=0}^{\infty} \left( \mathbb{E}[\mathbb{I}\{N(A^c) = n\}] \cdot \int_{A^c} \cdots \int_{A^c} \prod_{i=1}^{n} \mathbb{E}[\mathbb{I}\{X_i = x_i\}] dx_1 \cdots dx_n \right).
\]

The theory of importance sampling can be used to switch from the random variables belonging to $\Pi$ to those of $\tilde{\Pi}$. Carefully study each term in the following expression and recall that $N(A) \sim \text{Poi}(\Lambda(A))$ while the density function of $X_i$ restricted to a subset $A$ is $\lambda(x)/\Lambda(A)$ as consequence of Theorem B.2.

\[
e^{-\Lambda(A)} = \mathbb{E}[\mathbb{I}\{\tilde{N}(A) = 0\}] \cdot e^{\tilde{\Lambda}(A) - \Lambda(A)};
\]
\[
\sum_{n=0}^{\infty} \left( \mathbb{E}[\mathbb{I}\{\tilde{N}(A^c) = n\}] \cdot e^{\tilde{\Lambda}(A^c) - \Lambda(A^c)} \left( \frac{\Lambda(A^c)}{\tilde{\Lambda}(A^c)} \right)^n \int_{A^c} \cdots \int_{A^c} \prod_{i=1}^{n} \mathbb{E}[\mathbb{I}\{\tilde{X}_i = x_i\}] \frac{\lambda(x_i)}{\tilde{\lambda}(x_i)} dx_1 \cdots dx_n \right).
\]

Terms cancel or complete each other and all that remains is
\[
e^{-\Lambda(A)} = \mathbb{E}[\mathbb{I}\{\tilde{N}(A) = 0\}] \cdot \sum_{n=0}^{\infty} \left( \mathbb{E}[\mathbb{I}\{\tilde{N}(A^c) = n\}] \cdot \int_{A^c} \cdots \int_{A^c} \prod_{i=1}^{n} \mathbb{E}[\mathbb{I}\{\tilde{X}_i = x_i\}] \frac{\lambda(x_i)}{\tilde{\lambda}(x_i)} dx_1 \cdots dx_n \right).
\]

In the first steps of the proof we used the formulas for expectation and obtained an expression with sums and integrals, now follow the reverse path.

\[
e^{-\Lambda(A)} = e^{\tilde{\Lambda}(C) - \Lambda(C)} \mathbb{E}[\mathbb{I}\{\tilde{N}(A) = 0\}] \cdot \sum_{n=0}^{\infty} \mathbb{E}[\mathbb{I}\{\tilde{N}(A^c) = n\}] \cdot \mathbb{E}\left[ \prod_{i=1}^{\tilde{N}(A^c)} \frac{\lambda(\tilde{X}_i)}{\tilde{\lambda}(\tilde{X}_i)} \mid \tilde{N}(A^c) = n \right]
\]
\[
= e^{\tilde{\Lambda}(C) - \Lambda(C)} \mathbb{E}[\mathbb{I}\{\tilde{N}(A) = 0\}] \cdot \mathbb{E}\left[ \prod_{i=1}^{\tilde{N}(A^c)} \frac{\lambda(\tilde{X}_i)}{\tilde{\lambda}(\tilde{X}_i)} \right]
\]

Since $\tilde{\Pi}$ is a Poisson process it follows that the random variables $\tilde{N}(A)$, $\tilde{N}(A^c)$ and $\tilde{X}_i$, $i = 1, 2, \ldots, \tilde{N}(A^c)$ are mutually independent. Hence,

\[
e^{-\Lambda(A)} = e^{\tilde{\Lambda}(C) - \Lambda(C)} \mathbb{E}[\mathbb{I}\{\tilde{N}(A) = 0\}] \cdot \prod_{i=1}^{\tilde{N}(A^c)} \frac{\lambda(\tilde{X}_i)}{\tilde{\lambda}(\tilde{X}_i)}
\]

this completes the proof since the last equation precisely is (A.4).
Appendix B

Mathematical Theory

B.1 Spatial Poisson processes in \( \mathbb{R}^d \)

In this section we shall give a short introduction on spatial Poisson processes which are used to model the users in the network. This overview of Poisson processes is a recap of the discussion in [28].

A spatial Poisson process \( \Pi \) in \( \mathbb{R}^d \) is described by a spatial dependent intensity function \( \lambda : \mathbb{R}^d \to \mathbb{R} \). The process \( \Pi \) is called homogeneous for \( A \subset \mathbb{R}^d \) if \( \lambda(x) = \lambda \) for all \( x \in \mathbb{R}^d \) and \( \lambda(x) = 0 \) for all \( x \in \mathbb{R}^d \setminus A \). In all other cases \( \Pi \) is called inhomogeneous. A random variable \( N \) is Poissonian distributed with mean \( \lambda \) if

\[
P(N = n) = e^{-\lambda} \frac{\lambda^n}{n!},
\]

which is denoted by \( X \sim \text{Poi}(\lambda) \). The intensity of a bounded set \( A \subset \mathbb{R}^d \) is defined to be

\[
\Lambda(A) = \int_A \lambda(x) \, dx.
\]

**Definition B.1.** Let \( d \geq 1 \) and let \( \lambda : \mathbb{R}^n \to \mathbb{R} \) be a non-negative measurable function such that \( \Lambda(A) < \infty \) for all bounded \( A \). The random countable subset \( \Pi \) of \( \mathbb{R}^d \) is called Poisson process with intensity function \( \lambda \) if, for all \( A \in \mathcal{B}^d \), the Borel \( \sigma \)-field of \( \mathbb{R}^d \), the random variables \( N(A) = |\Pi \cap A| \) satisfy

i. \( N(A) \) has the Poisson distribution with parameter \( \Lambda(A) \), and

ii. if \( A_1, A_2, \ldots, A_n \) are disjoint sets in \( \mathcal{B}^d \), then \( N(A_1), N(A_2), \ldots, N(A_n) \) are independent random variables.

Rényi found another useful characterization of a spatial Poisson process.

**Theorem B.1 (Rényi’s theorem).** Let \( \Pi \) be a random countable subset of \( \mathbb{R}^d \), and let \( \lambda : \mathbb{R}^d \to \mathbb{R} \) be a non-negative Lebesgue integrable function satisfying \( \Lambda(A) < \infty \) for all bounded \( A \). If

\[
P(\Pi \cap A = \emptyset) = e^{-\Lambda(A)}
\]

for any finite union \( A \) of boxes, then \( \Pi \) is a Poisson process with intensity function \( \lambda \).
An important and useful property of spatial Poisson processes is the conditional property.

**Theorem B.2** (Conditional property). Let \( \Pi \) be a (non-)homogeneous Poisson process on \( \mathbb{R}^d \) with intensity function \( \lambda : \mathbb{R}^d \to \mathbb{R} \). Let \( A \) be a subset of \( \mathbb{R}^d \) such that \( 0 < \Lambda(A) < \infty \). Conditional on the event that \( |\Pi \cap A| = n \), the \( n \) points of the process lying in \( A \) have the same distribution as \( n \) points chosen independently at random in \( A \) according to the common probability measure

\[
Q(B) = \frac{\Lambda(B)}{\Lambda(A)}, \quad \text{for all } B \subseteq A.
\]

Note that the conditional property implies that if \( \lambda(x) \) is constant on some subset \( A \) of \( \mathbb{R}^d \), the points of the process \( \Pi \) are uniformly distributed over the set \( A \). Furthermore, the relevant density function for a point \( x \) in \( A \) is \( \lambda x / \Lambda(A) \).

**B.2 Test of hypotheses**

The term hypothesis testing refers to the process of trying to decide the truth or falsity of hypotheses on the basis of experimental evidence. A hypothesis test consists of two hypotheses, the null hypothesis \( H_0 \) and the alternative hypothesis \( H_a \). Based on a test statistic, a test is conducted whether we should reject \( H_0 \) in favor of \( H_a \) or that we should not reject \( H_a \).

In this section we will first give a short introduction into the theory of hypothesis testing. After the introduction we shall present some goodness of fit tests. There are two types of goodness of fit tests, the first type is the one sample goodness of fit test. The one sample tests are used to test whether experimental data comes from some fully prescribed distribution function. The second type is the two sample goodness of fit test, these tests can be used to test whether two samples obey the same unknown distribution function.

**B.2.1 Theory of hypothesis testing**

In this section we will shortly discuss hypothesis testing. The material presented in this section is an overview of an extensive treatment of the subject to be found in [6].

In general, experimental measurements are subject to random errors, and thus any decision about the truth or falsity of the hypothesis, based on experimental evidence, is also subject to error. It is impossible to avoid an occasional decision error, but it is possible to construct tests that such errors occur infrequently and at some prescribed rate.

**Definition B.2.** If \( X \sim f(x; \theta) \), then a statistical hypothesis is a statement about the distribution of \( X \). If the hypothesis completely specifies \( f(x; \theta) \), then it is referred to as a simple hypothesis; otherwise it is called composite.

Quite often the distribution in question has a known parametric form with a single unknown parameter \( \theta \), and the hypothesis consists of a statement about \( \theta \). For example, if \( X \sim \mathcal{N}(\mu, \sigma) \) with \( \sigma \) known, hypothesis testing can be used to test whether \( \mu \) is greater than \( \mu_0 \). The null hypothesis \( H_0 \) is set to be \( \mu < \mu_0 \) and the alternative hypothesis is set to be \( \mu > \mu_0 \) or vice versa.
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We must decide on the basis of the sample data whether we have sufficient statistical evidence to reject $H_0$ in favor of $H_a$, or whether we do not have sufficient evidence. The philosophy will be to divide the sample space into two regions, the critical or rejection region $C$, and the nonrejection region $S \setminus C$. If the observed sample data falls into the critical region $C$ we reject $H_0$ in favor of $H_a$ otherwise we do not reject $H_0$.

There are two possible errors in the procedure of hypothesis testing. These errors are

i. Type I error: reject a true $H_0$,

ii. Type II error: fail to reject a false $H_0$.

We hope to choose a test statistic and a critical region so that we would have a small probability of making these two errors. These errors are usually denoted as

i. $P$(Type I error) = $\alpha$,

ii. $P$(Type II error) = $\beta$.

The probability of rejecting a true $H_0$ is referred to as the significance level of the test.

The standard approach for testing is to specify or select some acceptable level of error such as $\alpha = 0.05$ or $\alpha = 0.01$ for the significance level of the test, and then to determine a critical region that will achieve this $\alpha$. Among all critical regions of size $\alpha$ select the one that has the smallest type II error.

If the hypothesis is set up as described above, it is important to stress the difference between rejecting $H_0$ and not rejecting $H_0$. If $H_0$ is rejected and $H_a$ is adopted, then the error rate $\alpha$ of being wrong is controlled. However, if $H_0$ is not rejected, the $H_0$ may be true or a type II error is made which has an uncontrolled error rate $\beta$. Most experiments have some goal or research hypothesis that one hopes to support with statistical evidence, it is clear that, if possible, this hypothesis should be taken as the alternative hypothesis.

There is not always general agreement about how small $\alpha$ should be for rejection of $H_0$ to constitute strong evidence in support of $H_a$. While one experimenter considers $\alpha = 0.05$ to be sufficient small, another experimenter may insist on using $\alpha = 0.01$. Hence, it would be possible for both experimenters to draw different conclusions based on the same data. If both experimenters agree to use the same test statistic, then this problem may be overcome by reporting the results of the tests in terms of the $p$-value of the test. The $p$-value is defined to be the smallest $\alpha$ at which $H_0$ can be rejected, based on the observed value of the test statistic. Therefore, $H_0$ is reject for $\alpha \geq p$ while it is not rejected for $\alpha < p$.

B.2.2 Goodness of fit tests

Suppose that $x_1 \leq x_2 \leq \ldots \leq x_n$ is an ordered sample of $n$ independent observations from a distribution with the distribution function $F(x)$. When studying the proposed test statistics, bear in mind that it is assumed that sample values are ordered. One sample goodness of fit tests are used to test whether the experimental data obeys some prescribed distribution function $F_0(x)$. The hypotheses for a goodness of fit test are

$H_0 : F(x) = F_0(x)$

$H_a : F(x) \neq F_0(x)$.
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We will treat three distinct goodness of fit tests, the Kolmogorov-Smirnov test, the Cramér-von-Mises test and the Anderson-Darling test.

The test statistics for all three the test are based on comparing the empirical distribution function $F_n(x)$ to the distribution function $F_0(x)$. The empirical distribution function $F_n(x)$ is defined as

$$F_n(x) = \frac{1}{n} \sum_{k=1}^{n} \mathbf{1}\{x_i \leq x\}.$$  

It should be clear that if the sample $x_1, x_2, \ldots, x_n$ is a sample from the distribution function $F_0(x)$, then the empirical distribution function should be close to $F_0(x)$. Each of the tests has a different way to measure whether $F_n(x)$ is “close enough” to $F_0(x)$.

In [60], approximation formulae are given which can be used to compute $p$-values for each of the three tests. These approximation formulae are useful to generate $p$-values for data sets which are large enough such that the error is negligible small. Stephens [60] also suggests that the approximation formulae are already useful for data sets with as few as 8 sample values.

**Kolmogorov-Smirnov test**  The Kolmogorov-Smirnov test, often called the K-S test, is based on the test statistic

$$D_n = \sup_{-\infty \leq x \leq \infty} |F_n(x) - F_0(x)| = \max_{1 \leq i \leq n} \left( F_0(x_i) - \frac{i - 1}{n}, \frac{i}{n} - F_0(x_i) \right).$$

This particular test is known as the two-sided test since it tests both the hypotheses $F_n(x) \geq F_0(x)$ and $F_n(x) \leq F_0(x)$. The test is called on-sided if only one of these hypotheses is tested.

The null hypothesis is rejected in favor of the alternative hypothesis if $D_n$ is greater than the critical value. Critical values for different values of $\alpha$ and for $1 \leq n \leq 100$ are tabulated in [52]. For data sets which contain more than 100 sample values we use the approximation formula

$$\mathbb{P}(D^* > z) = 2e^{-2z^2},$$

where $D^*$, the modified version of $D_n$, is

$$D^* = D_n(\sqrt{n} + 0.12 + 0.11/\sqrt{n}).$$

**Cramér-von-Mises test**  Another test which can be used to test goodness of fit is the Cramér-von-Mises test or the C-M test. The test statistic is

$$W^2 = n \int_{-\infty}^{\infty} (F_0(x) - F_n(x))^2 dF_0(x).$$

If $F_0(x)$ is differentiable, then the test statistic becomes

$$W^2 = \sum_{i=1}^{n} \left( F(x_i) - \frac{2i-1}{2n} \right)^2 + \frac{1}{12n}.$$  

If the the data set is large enough we use the approximation formula

$$\mathbb{P}(W^* > z) = 0.05 e^{2.79-6z},$$

where $W^*$, the modified version of $W^2$, is

$$W^* = (W_n^2 - 0.4/n + 0.6/n^2)(1.0 + 1.0/n).$$
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**Anderson-Darling test**  The A-D test, due to Anderson and Darling [2], uses the test statistic

\[
A_n^2 = n \int_{-\infty}^{\infty} \frac{(F_n(x) - F_0(x))^2}{F_0(x)(1 - F_0(x))} \, dF_0(x) = -n \sum_{i=1}^{n} \frac{2i - 1}{n} \left( \log F_0(x_i) + \log(1 - F_0(x_{n+1-i})) \right).
\]

The Anderson-Darling test makes use of the specific distribution in calculating critical values. This has the advantage of allowing a more sensitive test and the disadvantage that critical values must be calculated for each distribution. However, the test statistic \(A^2\) converges so rapidly that no modification is required for any \(n \geq 5\). Anderson and Darling [2] found the following expression for the cdf of the test statistic \(A^2\)

\[
P(A^2 \leq z) = \sum_{j=0}^{\infty} (-1)^j \frac{e^{-\frac{(4j+1)^2z^2}{8}} (4j+1) \Gamma(j + \frac{1}{2})}{j!} \int_{0}^{\infty} e^{\frac{-z}{(y^2+1)}} \left( \frac{(4j+1)^2y^2}{8} \right) \, dy. \quad (B.2)
\]

By Monte-Carlo studies Lewis [44] showed that the first two terms of the sum on the right-hand side of (B.2) obtain estimates with a precision of five significant numbers. The integral in (B.2) can only be evaluated numerically. However, by using a numerical integration formula with error control the estimate will still remain to be precise with five significant numbers.

**Two-sample Kolmogorov-Smirnov test**  The two sample Kolmogorov-Smirnov test tries to determine if two samples differ significantly. The techniques used are similar to the one sample Kolmogorov-Smirnov test. The two sample Kolmogorov-Smirnov test compares the empirical distribution functions for both samples. The test statistic is the maximal distance between the two empirical distribution functions. This test is more complicated than the one sample goodness of fit tests but is standardly delivered with most statistical software packages. For example Statgraphics can be used to find asymptotic \(p\)-values for the test.
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Maximum Likelihood Estimators

In this section we first give a short introduction into maximum likelihood estimators. We then compute the maximum likelihood estimators for exponential alike distributions and for the truncated normal distribution.

The method of maximum likelihood is based on the idea to use a parameter value in the parameter space that corresponds to the largest “likelihood” for the observed data as an estimate of an unknown parameter. Let \( X_1, \ldots, X_n \) represent a random sample from \( f(x; \theta) \), then

\[
L(\theta) = \prod_{i=1}^{n} f(X_i; \theta),
\]

is referred to as the likelihood function. The maximum likelihood estimator (MLE) \( \hat{\theta} \) of \( \theta \) satisfies

\[
L(\hat{\theta}) = \max_{\theta \in \Omega} L(\theta),
\]

where \( \Omega \) is the set of all allowable values for \( \theta \).

If \( \Omega \) is an open interval, and if \( L(\theta) \) is differentiable and assumes a maximum on \( \Omega \), then the MLE will be a solution of the maximum likelihood equation

\[
\frac{d}{d\theta} L(\theta) = 0.
\]

For computational convenience the alternate form of the maximum likelihood equation

\[
\frac{d}{d\theta} \log L(\theta) = 0
\]

often will be used.
C.1 Exponential alike distributions

First consider the case when the \((X_i)_{i=1}^n\) are i.i.d. exponential distributed with scale parameter \(\lambda\). The likelihood function is

\[
\log \left( \lambda^n \prod_{i=1}^n e^{-\lambda X_i} \right) = n \log \lambda - \lambda \sum_{i=1}^n X_i.
\]

Taking the derivative with respect to \(\lambda\) gives

\[
\frac{n}{\lambda} - \sum_{i=1}^n X_i = 0.
\]

The MLE of \(\lambda\) is

\[
\hat{\lambda} = \frac{n}{\sum_{i=1}^n X_i}.
\]

Let \((X_i)_{i=1}^n\) are i.i.d. two-parameter exponential distributed with scale parameter \(\lambda\) and location parameter \(\gamma\). We need to maximize

\[
\log \left( \lambda^n \prod_{i=1}^n e^{-\lambda (X_i - \gamma)} \right) = n \log \lambda - \lambda \sum_{i=1}^n (X_i - \gamma).
\]

Note that the likelihood function is monotone increasing in \(\gamma\). In order to maximize the likelihood we take \(\gamma\) as large as possible under the constraint that \(\gamma \leq X_i\) for all \(i = 1, \ldots, n\). Therefore, we choose \(\hat{\gamma} = X_{(1)}\), the minimum of \(X_1, \ldots, X_n\). We then proceed in the same way as for the exponential distribution and derive that

\[
\hat{\lambda} = n \left( \sum_{i=1}^n (X_i - \hat{\gamma}) \right)^{-1}.
\]

C.2 Truncated normal distribution

In this section we describe the maximum likelihood estimators of the parameters for the truncated normal distribution. We distinct a few possibilities, namely a normal random variable can be left truncated, right truncated and double truncated.

Recall that the density function of a normally distributed random variable is

\[
\varphi(x; \mu, \sigma) = \frac{1}{\sqrt{2\pi\sigma}} \exp \left[ -\frac{(x - \mu)^2}{2\sigma^2} \right],
\]

while the cumulative distribution function is

\[
\Phi(x; \mu, \sigma) = \frac{1}{\sqrt{2\pi\sigma}} \int_{-\infty}^{x} \exp \left[ -\frac{(x - \mu)^2}{2\sigma^2} \right] \, dx.
\]

A random \(X\) variable is double truncated normally distributed if its density function is

\[
f_X(x; \mu, \sigma, x_L, x_R) = \begin{cases} 
0 & \text{if } x < x_L \\
(\Phi(x_R; \mu, \sigma) - \Phi(x_L; \mu, \sigma))^{-1} \varphi(x; \mu, \sigma) & \text{if } x_L \leq x \leq x_R \\
0 & \text{if } x > x_R
\end{cases}
\]
The left and right truncated normal density functions are defined similarly by replacing the denominator by \( \Phi(x_L; \mu, \sigma) \), \( 1 - \Phi(x_L; \mu, \sigma) \) respectively.

The maximum likelihood estimators of the truncation points \( x_L \) and \( x_R \) are quite simple. Let \( X_1, X_2, \ldots, X_n \) denote a sample from the double truncated normal distribution and \( X_{(1)}, X_{(2)}, \ldots, X_{(n)} \) the sample rearranged in increasing order. In order to maximize the likelihood function we need to minimize the denominator \( \Phi(x_R; \mu, \sigma) - \Phi(x_L; \mu, \sigma) \) subjected to the condition that \( x_L \leq X_i \leq x_R \). Since \( \Phi \) is strictly increasing between \( x_L \) and \( x_R \), it follows that the likelihood function is maximized by setting \( \hat{x}_L = X_{(1)} \) and \( \hat{x}_R = X_{(n)} \). For the left (right) truncated normal distribution the maximum likelihood estimator for \( x_L \) (\( x_R \)) is \( X_{(1)} \) (\( X_{(n)} \)).

If the truncation points are known, or estimated when necessary, the parameters \( \mu \) and \( \sigma \) can be estimated. Cohen devoted a series of papers \([14, 15, 16, 17, 18, 19]\) to the subject of the maximum likelihood estimators for the parameters \( \mu \) and \( \sigma \). In these papers the following notation is introduced. Let \( Z_L = Z_L(u_L, u_R) \) and \( Z_R = Z_R(u_L, u_R) \) be defined as

\[
Z_L = \frac{\varphi(u_L; 0, 1)}{(\Phi(u_R; 0, 1) - \Phi(u_L; 0, 1))}
\]

\[
Z_R = \frac{\varphi(u_R; 0, 1)}{(\Phi(u_R; 0, 1) - \Phi(u_L; 0, 1))}
\]

Furthermore, let \( \bar{X} \) and \( S \) represent the sample mean and standard deviation.

In case of a double truncated normal distribution, Cohen \([16]\) derived the following system of equations for \( u_L \) and \( u_R \)

\[
\frac{Z_R - Z_L + u_R}{u_R - u_L} = \frac{x_R - \bar{X}}{x_R - x_L},
\]

\[
1 - Z_R u_R + Z_L u_L - (Z_R - Z_L)^2 = \frac{S^2}{(x_R - x_L)^2}.
\]

The Newton-Raphson method might be used to find a solution to the latter equations. The likelihood estimators are then

\[
\hat{\mu} = x_R - \frac{u_R(x_R - x_L)}{u_R - u_L},
\]

\[
\hat{\sigma} = \frac{u_R(x_R - x_L)}{u_R - u_L}.
\]

Because of the symmetry of the normal distribution a right truncated normal random variable does not have to be considered separately and we focus on the left truncated normal distribution. Cohen \([17]\) introduces the functions \( Z = Z(\xi) \) and \( \varphi = \varphi(\xi) \)

\[
Z(\xi) = \frac{\varphi(\xi; 0, 1)}{1 - \Phi(\xi; 0, 1)}.
\]

\[
\theta(\xi) = \frac{Z(\xi)}{Z(\xi) - \xi}.
\]

The equation of \( \xi \) which must be solved in order to estimate \( \mu \) and \( \sigma \) is

\[
1 - Z(Z - \xi) = \frac{S^2}{(\bar{X} - x_L)^2}.
\]
A root-finding algorithm needs to be used to find the solution \( \hat{\xi} \) and the desired maximum likelihood estimators become

\[
\hat{\sigma}^2 = S^2 + \theta(\hat{\xi})(X - x_L)^2, \\
\hat{\mu} = \bar{X} - \theta(\hat{\xi})(X - x_L).
\]
Appendix D

Results discriminant analysis

In this chapter we tabulate the results of linear and quadratic discriminant analysis. Recall that the following feature variables are used:

\[ X_1 = N_1, \] the number of users which are connected to basestation 1

\[ X_2 = \frac{\sum_j D_j}{N_1} , \] the mean distance,

\[ X_3 = \frac{\sum_j D_j^2}{N_1} , \] the mean squared distance.

Furthermore, \( M_1 \) is defined to the percentage of observations that were assigned to the correct group. The measure \( M_2 \) represents the percentage of the observations that were not assigned to the correct group but to a direct neighbor of the correct group. The third measure \( M_3 \) is defined to be the sum of \( M_1 \) and \( M_2 \).
Tables D.1 to D.4 show the groupwise results of quadratic discriminant analysis for every possible set of feature variables.

<table>
<thead>
<tr>
<th>Model</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1$</td>
<td>$X_2$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table D.1: Performance QDA for group 1

<table>
<thead>
<tr>
<th>Model</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1$</td>
<td>$X_2$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table D.2: Performance QDA for group 2

<table>
<thead>
<tr>
<th>Model</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1$</td>
<td>$X_2$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table D.3: Performance QDA for group 3

<table>
<thead>
<tr>
<th>Model</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1$</td>
<td>$X_2$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table D.4: Performance QDA for group 4
Tables D.5 and D.6 show the groupwise results for LDA, the first table shows the performance when we use the discriminant functions based on the subset of all snapshots for which $X_1 = 4$. The second table shows the performance when the discriminant functions are based on the entire training set.

<table>
<thead>
<tr>
<th>Group 1</th>
<th>Group 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>$M_1(1)$</td>
</tr>
<tr>
<td>$X_2$</td>
<td>47.4</td>
</tr>
<tr>
<td>$X_3$</td>
<td>47.4</td>
</tr>
<tr>
<td>$(X_2, X_3)$</td>
<td>52.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group 3</th>
<th>Group 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>$M_1(3)$</td>
</tr>
<tr>
<td>$X_2$</td>
<td>80.9</td>
</tr>
<tr>
<td>$X_3$</td>
<td>74.5</td>
</tr>
<tr>
<td>$(X_2, X_3)$</td>
<td>70.2</td>
</tr>
</tbody>
</table>

Table D.5: LDA when $X_1 = 4$, discriminant functions based on snapshots with $X_1 = 4$

<table>
<thead>
<tr>
<th>Group 1</th>
<th>Group 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>$M_1(1)$</td>
</tr>
<tr>
<td>$X_2$</td>
<td>57.9</td>
</tr>
<tr>
<td>$X_3$</td>
<td>52.6</td>
</tr>
<tr>
<td>$(X_2, X_3)$</td>
<td>57.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group 3</th>
<th>Group 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>$M_1(1)$</td>
</tr>
<tr>
<td>$X_2$</td>
<td>72.3</td>
</tr>
<tr>
<td>$X_3$</td>
<td>68.1</td>
</tr>
<tr>
<td>$(X_2, X_3)$</td>
<td>68.1</td>
</tr>
</tbody>
</table>

Table D.6: LDA when $X_1 = 4$, discriminant functions based on entire training set
Tables D.7 and D.8 show the groupwise results for QDA, the first table shows the performance when we use the discriminant functions based on the subset of all snapshots for which $X_1 = 4$. The second table shows the performance when the discriminant functions are based on the entire training set.

<table>
<thead>
<tr>
<th>Group 1</th>
<th>Group 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>$M_1(1)$</td>
</tr>
<tr>
<td>$X_2$</td>
<td>36.8</td>
</tr>
<tr>
<td>$X_3$</td>
<td>42.1</td>
</tr>
<tr>
<td>$(X_2, X_3)$</td>
<td>31.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group 3</th>
<th>Group 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>$M_1(3)$</td>
</tr>
<tr>
<td>$X_2$</td>
<td>74.5</td>
</tr>
<tr>
<td>$X_3$</td>
<td>78.7</td>
</tr>
<tr>
<td>$(X_2, X_3)$</td>
<td>63.8</td>
</tr>
</tbody>
</table>

Table D.7: QDA when $X_1 = 4$, discriminant functions based on snapshots with $X_1 = 4$

<table>
<thead>
<tr>
<th>Group 1</th>
<th>Group 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>$M_1(1)$</td>
</tr>
<tr>
<td>$X_2$</td>
<td>63.2</td>
</tr>
<tr>
<td>$X_3$</td>
<td>63.2</td>
</tr>
<tr>
<td>$(X_2, X_3)$</td>
<td>73.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group 3</th>
<th>Group 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>$M_1(1)$</td>
</tr>
<tr>
<td>$X_2$</td>
<td>68.1</td>
</tr>
<tr>
<td>$X_3$</td>
<td>59.6</td>
</tr>
<tr>
<td>$(X_2, X_3)$</td>
<td>48.9</td>
</tr>
</tbody>
</table>

Table D.8: QDA when $X_1 = 4$, discriminant functions based on entire training set
The observations in the training set are tested for skewness, kurtosis and homoscedasticity, see Tables D.9-D.11. The value for $\rho = 0.998$ while $\omega_2 = -2.89 \times 10^{-6}$ which allows for the use of the approximative distribution.

<table>
<thead>
<tr>
<th>Group/Model</th>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>$(X_1, X_2)$</th>
<th>$(X_1, X_3)$</th>
<th>$(X_2, X_3)$</th>
<th>$(X_1, X_2, X_3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>x</td>
<td>0.04</td>
<td>0.07</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>2</td>
<td>x</td>
<td>0.15</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>3</td>
<td>x</td>
<td>0.03</td>
<td>0.11</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>4</td>
<td>x</td>
<td>0.40</td>
<td>0.57</td>
<td>0.14</td>
<td>0.06</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

Table D.9: $p$-values for skewness test, an x means smaller than $10^{-2}$

<table>
<thead>
<tr>
<th>Group/Model</th>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>$(X_1, X_2)$</th>
<th>$(X_1, X_3)$</th>
<th>$(X_2, X_3)$</th>
<th>$(X_1, X_2, X_3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.68</td>
<td>0.39</td>
<td>0.81</td>
<td>0.67</td>
<td>0.54</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>2</td>
<td>0.27</td>
<td>0.17</td>
<td>0.19</td>
<td>0.25</td>
<td>0.23</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>3</td>
<td>0.12</td>
<td>x</td>
<td>0.13</td>
<td>0.01</td>
<td>0.24</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>4</td>
<td>0.96</td>
<td>0.76</td>
<td>0.70</td>
<td>0.95</td>
<td>0.93</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

Table D.10: $p$-values for kurtosis test, an x means smaller than $10^{-2}$

<table>
<thead>
<tr>
<th>Model</th>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>$(X_1, X_2)$</th>
<th>$(X_1, X_3)$</th>
<th>$(X_2, X_3)$</th>
<th>$(X_1, X_2, X_3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>2.99</td>
<td>58.21</td>
<td>38.56</td>
<td>126.37</td>
<td>100.03</td>
<td>171.73</td>
<td>200.78</td>
</tr>
<tr>
<td>p-value</td>
<td>0.39</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

Table D.11: $p$-values for homoscedasticity, an x means smaller than $10^{-2}$
The observations in training set such that $X_1 = 4$ are tested for skewness, kurtosis and homoscedasticity, see Tables D.12-D.14. The value for $\rho = 0.99$ while $\omega_2 = -15 \times 10^{-5}$ which allows for the use of the approximative distribution.

<table>
<thead>
<tr>
<th>Group/Model</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>$(X_2, X_3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.47</td>
<td>0.74</td>
<td>x</td>
</tr>
<tr>
<td>2</td>
<td>0.42</td>
<td>0.18</td>
<td>x</td>
</tr>
<tr>
<td>3</td>
<td>0.64</td>
<td>0.21</td>
<td>x</td>
</tr>
<tr>
<td>4</td>
<td>0.89</td>
<td>0.56</td>
<td>x</td>
</tr>
</tbody>
</table>

Table D.12: $p$-values for skewness test, an x means smaller than $10^{-2}$

<table>
<thead>
<tr>
<th>Group/Model</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>$(X_2, X_3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.18</td>
<td>0.26</td>
<td>0.67</td>
</tr>
<tr>
<td>2</td>
<td>0.18</td>
<td>0.67</td>
<td>x</td>
</tr>
<tr>
<td>3</td>
<td>0.17</td>
<td>0.19</td>
<td>x</td>
</tr>
<tr>
<td>4</td>
<td>0.62</td>
<td>0.69</td>
<td>x</td>
</tr>
</tbody>
</table>

Table D.13: $p$-values for kurtosis test, an x means smaller than $10^{-2}$

<table>
<thead>
<tr>
<th>Model</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>$(X_2, X_3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>2.62</td>
<td>0.59</td>
<td>7.21</td>
</tr>
<tr>
<td>p-value</td>
<td>0.45</td>
<td>0.90</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Table D.14: $p$-values for homoscedasticity, an x means smaller than $10^{-2}$
Appendix E

Parameter settings

In this paper we study models of the UMTS network. The specific choice we made for the parameters of the wireless network are displayed in Table E.1 and Table E.2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_S$</td>
<td>6</td>
</tr>
<tr>
<td>$f_{oa}$ (Mhz)</td>
<td>2000</td>
</tr>
<tr>
<td>$h_b$ (m)</td>
<td>20</td>
</tr>
<tr>
<td>$d_0$ (km)</td>
<td>0.05</td>
</tr>
<tr>
<td>$K_1$</td>
<td>69.55</td>
</tr>
<tr>
<td>$K_2$</td>
<td>26.16</td>
</tr>
<tr>
<td>$K_3$</td>
<td>13.82</td>
</tr>
<tr>
<td>$K_4$</td>
<td>44.9</td>
</tr>
<tr>
<td>$K_5$</td>
<td>6.55</td>
</tr>
</tbody>
</table>

Table E.1: Path Loss

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>$10^{1.60}$</td>
</tr>
<tr>
<td>$G$</td>
<td>60</td>
</tr>
<tr>
<td>$N_f$ (mW)</td>
<td>$10^{-10.41}$</td>
</tr>
<tr>
<td>$P_{max}$ (mW)</td>
<td>$10^{2.3}$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>4</td>
</tr>
<tr>
<td>$R_{max}$ (km)</td>
<td>1</td>
</tr>
</tbody>
</table>

Table E.2: Other parameters
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