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Abstract

In this study, the lattice Boltzmann method (LBM), based on the underlying statistical mechanics on assumed fluid particle population interacting over a discrete lattice mesh, is used to simulate fluid flows. LBM solves the macroscopic properties density, velocity and pressure of fluid modeled by the Navier-Stokes equations. Assuming a desired fluid behavior, we define an optimal control problem that has an objective function indicating the proximity of a simulated fluid behavior to the desired fluid behavior, and has the incompressible Navier-Stokes equations as the constraint. We aim to find the optimal control, in the form of an external volume force on fluid, that steers the fluid simulation towards the desired behavior. We perform the discrete adjoint method, a technique to determine the gradient of the objective function efficiently, that utilizes the LBM as a discrete solver of the constraint incompressible Navier-Stokes equations of the optimal control problem. Finally, we apply the method of steepest descent, an iterative method that uses the computed gradient, to search for the control that drives the simulation to optimality.
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Chapter 1

Introduction

To control a behavior of a system, as explained in a simple manner, pertains to influencing
the outputs of the system by manipulating its inputs and be able to steer the system
to produce desired outputs. This very idea opens up to a vast field of mathematics
involving control problems, control techniques and their various applications. Among the
many control approaches there are, optimal control is a control strategy where the control
inputted enables the system to optimize a particular gauge or indication of a system’s
performance.

We shall be interested in optimal control on fluids and attempt to influence the behavior of
fluid flows. Encompassing the small scale to the large scale, the blood circulating our veins,
the milk one spilled on the table, those 6 or 7 tropical cyclones hitting the Philippines per
year, in each day of our lives, we encounter countless occurrences characterized by fluid
flow phenomena. Thus it is not surprising at all why efforts have been devoted to model
fluid flow and undertakings have been directed to affect or alter fluid behavior. Causes
that motivate studies on control on fluid flows include improving efficiency of production
and product design, health, public safety, etc.

The Navier-Stokes equations mathematically describe fluid flows. It is an established set of
equations that models a large number of flow phenomena of various interests. The Navier-
Stokes equations, prevalently well-known as the foundation of many computational fluid
dynamics problems, are derived from the conservation of mass, momentum, and energy and
consequently give information regarding the macroscopic fluid properties: flow velocity,
pressure, and density of fluid.

A conventional and familiar approach of solving the Navier-Stokes equations and its sim-
plifications, such as the incompressible Navier-Stokes equations, is based on discretizing
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the spatial domain to form a volume mesh or grid, transform the set of equations into its discretized form and then apply a suitable numerical scheme to solve the discretized equations. Discretization methods such as finite difference method (FDM), finite element method (FEM) and finite volume method (FVM) are employed alongside many other treatments and schemes that take care of efficient handling of discontinuities, avoidance of spurious oscillations and several other occurrences causing deviations to the accuracy of the fluid simulation.

On the other hand, one can choose alternative means of doing so. The lattice Boltzmann method (LBM) is a method based on underlying statistical mechanics on assumed fluid particle population interacting over a discrete lattice mesh. In this method based on microscopic models of fluid particles, the collective behavior of microscopic particles leads to the macroscopic properties of the fluid. And thus, with the LBM one solves an equivalent discrete mesoscopic system on a lattice structure instead of solving the macroscopic system. Among the primary scope of the applications of the LBM in computational fluid dynamics is the numerical solution of the incompressible Navier-Stokes equation. In this work, we shall put particular attention in involving the LBM in modeling fluid flows and solving the macroscopic properties velocity, pressure, and density.

![Figure 1.1: Examples of lattice mesh and indicated possibilities of particle travel directions](image)

In the optimization that we shall be performing, first, we envision a certain fashion to how we desire the simulated fluid to behave. Our goal is to determine the optimal control, represented by an external volume force on the fluid, that maneuvers a simulation towards the desired behavior. Optimality will be measured by how the macroscopic properties of the simulated flow approximate those of the desired. We note that the macroscopic properties of the flow are the solutions of Navier-Stokes equations. In this work, we shall use the LBM to determine the macroscopic properties of the fluid flow. Hence, we shall use the LBM as a solver for the Navier-Stokes equations.
Having introduced the ingredients we need, we conduct an explorative study entitled *Optimal Control of Fluids based on Lattice Boltzmann Method Discretizations*. This work is organized as follows. In Chapter 2, we give an overview of the LBM and its fundamentals and present some fluid simulations using this method. We formally define in Chapter 3 an optimal control problem and discuss strategies in solving it. We also emphasize in the chapter the particular approach, the so-called "discretize and optimize," that we shall be heading to. In Chapter 4, we perform a systematic search for the optimal control among an infinite number of possible candidates and layout and analyze results. Finally, we wrap-up in Chapter 5 with our conclusions.
Chapter 2

The Lattice Boltzmann Method

Noted as an effective and promising tool in computational fluid dynamics, the lattice Boltzmann method is considered an alternative way of simulating fluid behavior apart from the conventional approaches of modeling and simulating fluid flows [4]. LBM is a method based on microscopic models of fluid particles and corresponding mesoscopic kinetic equations where ultimately the macroscopic properties of the fluid results from the collective behavior of the microscopic particles. LBM is a method that is characterized by the evolution of particle distributions and this evolution is basically composed of 1. a streaming process describing how the particles propagates in a phase space or velocity space wherein a simplified set of velocities is utilized, and 2. a collision process representing the redistribution of particle populations when the particles interact. Among the many strengths of this method, LBM has attracted attention due to its ability to easily represent complex physical phenomena, such as handling complex geometries and boundaries and incorporating interfacial interactions, simplicity in implementation and numerical efficiency [13], [4].

In this chapter, we present a brief overview of the LBM. We discuss the beginnings of the LBM from the theory of gases. We present a derivation of the LBM from the Boltzmann equation taking a 2-dimensional LBM model for demonstration. From this 2D LBM model, we derive the 2D incompressible Navier-Stokes equation. We then use the LBM model to simulate fluid flows and discuss results.
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2.1 Origins: The lattice gas automata

The origins of the lattice Boltzmann method can be traced to the lattice gas automata (LGA). LGA is a dynamic that uses discrete time, space and particle velocities representing an evolution modeled by

\[ n_i(x + c_i \Delta t, t + \Delta t) = n_i(x, t) + \Omega_i(n(x, t)), \] (2.1)

where \( x \) refers to nodes that denotes a particle position in the phase space, \( t \) is a point in time and \( \Delta t \) is time increment. The variables \( n_i \) refers to a set of Boolean variables that describes the particle occupation at nodes and is associated with a number of particle velocities labeled \( i = 1, \ldots, M \). The evolution of the particles consists of streaming and collision. Streaming refers to the movement of a particle to the nearest node dictated by the velocity \( c_i \), while collision refers to the rule of scattering and changing of position upon interaction of particles arriving at the same node. The said collision rule is represented by \( \Omega_i(n(x, t)) \).

LBM differs from LGA since instead of Boolean variables \( n_i \) representing particle occupation at nodes, LBM uses a single-particle distribution. This particle distribution denotes the density or the amount per unit volume of particles being located about node \( x \) moving in velocity direction \( i \) at time \( t \). LBM benefits from this replacement due to the elimination of the statistical noise in the method. Furthermore, a linearized collision operator in place of \( \Omega_i(n(x, t)) \) is also used for simplification. A standard linearized collision operator is the well-known Bhatnagar-Gross-Krook (BGK) collision operator which uses a single-relaxation-time. In lattice BGK collision operator, a local equilibrium distribution term is present and this is chosen in such a way that we recover the Navier-Stokes equations. All in all, the derivation starts by replacing \( n \) in LGA equation (2.1) by \( f \), the particle distribution, hence obtaining a kinetic equation for the particle distribution - the lattice Boltzmann equation (LBE). Its components is computed particularly the collision term so that it ultimately lead to the recovery of the macroscopic Navier-Stokes equation (see [4] for discussion.) We have

\[ f_i(x + c_i \Delta t, t + \Delta t) = f_i(x, t) + \Omega_i(f(x, t)), \]

where similarly, \( x \) gives the particle position in the phase space, \( t \) is a point in time and \( \Delta t \) is time increment and the \( f_i \)'s are the particle distributions associated with the particle velocities \( c_i \) with directions labeled \( i = 1, \ldots, M \), respectively. \( \Omega_i(f(x, t)) \) denotes the collision operator that represents the rate of change of \( f_i \) whenever particles collide. The particle velocity moments of \( f_i \) gives the macroscopic density \( \rho \) and momentum \( \rho u \), i.e.

\[ \rho = \sum_i f_i, \]
\[ \rho \mathbf{u} = \sum_i c_i f_i, \]
\[ p = c_s^2 \rho = \frac{1}{3} \rho. \]

### 2.2 From the Boltzmann equation to LBE

Formulated by Ludwig Boltzmann, the Boltzmann equation, also known as the Boltzmann transport equation, describes the evolution of a particle distribution density in a velocity space [22]. In the works [9] and [4], it has been shown that the LBE can also be obtained from the Boltzmann equation for discrete velocities by using a small Mach number expansion. From this derivation, LBE can be viewed as a discretized form of the Boltzmann equation wherein we perform the discretization in some manner in time and space. This way of derivation thus demonstrates that LBE is independent of LGA in contrast with what Section 2.1 suggests. We consider the Boltzmann equation equipped with Bhatnagar-Gross-Krook collision operator and let this single-relaxation-time approximation be our starting point. Hence, we have

\[ \frac{\partial f}{\partial t} + \mathbf{c} \cdot \nabla f = -\frac{1}{\lambda} (f - g), \]  
\[ (2.2) \]

where \( f \equiv f(\mathbf{x}, \mathbf{c}, t) \) is the single-particle distribution function, \( \mathbf{c} \) is the microscopic velocity, \( \lambda \) is the relaxation time due to collision, and \( g \) is the Maxwell-Boltzmann distribution function. The Maxwell-Boltzmann distribution, a well-known distribution in statistical physics, gives the particle distribution of molecules in thermodynamic equilibrium [22] and is given by

\[ g = \frac{\rho}{(2\pi RT)^{D/2}} \exp \left( -\frac{(\mathbf{c} - \mathbf{u})^2}{2RT} \right), \]

where \( R \) is the ideal gas constant, \( D \) is the dimension of the space, and \( \rho, \mathbf{u} \) and \( T \) are the macroscopic mass, velocity and temperature, respectively, and are the microscopic velocity moments of the distribution function \( f \) which obeys the conservation constraints

\[ \rho = \int f d\mathbf{c} = \int g d\mathbf{c}, \]  
\[ (2.3) \]

\[ \rho \mathbf{u} = \int \mathbf{c} f d\mathbf{c} = \int \mathbf{c} g d\mathbf{c}, \]  
\[ (2.4) \]

\[ \rho \varepsilon = \frac{1}{2} \int (\mathbf{c} - \mathbf{u})^2 f d\mathbf{c} = \frac{1}{2} \int (\mathbf{c} - \mathbf{u})^2 g d\mathbf{c}, \]  
\[ (2.5) \]
where the temperature can be derived using the relation involving the number of degrees of freedom of a particle $D_0$, Avogadro’s constant $N_A$ and the Boltzmann constant $k_B$,

$$
\varepsilon = \frac{D_0}{2}RT = \frac{D_0}{2}N_Ak_BT.
$$

Defining the material derivative or the time derivative along the characteristic line $c$ as

$$
\frac{d}{dt} = \frac{\partial}{\partial t} + c \cdot \nabla,
$$

we can write (2.2) as

$$
\frac{df}{dt} + \frac{1}{\lambda}f = \frac{1}{\lambda}g.
$$

(2.6)

We integrate (2.6) over a time step of $\Delta t$. Under the assumption that $\Delta t$ is small enough and that $g$ is locally smooth enough such that terms of order $O(\Delta t^2)$ can be neglected in its approximation, we obtain

$$
f(x + c\Delta t, c, t + \Delta t) - f(x, c, t) = -\frac{1}{\tau}[f(x, c, t) - g(x, c, t)]
$$

(2.7)

where $\tau \equiv \lambda/\Delta t$ is the dimensionless relaxation time. (2.7) is the evolution equation of the distribution function $f$ with discrete time.

One can observe that $g$ is a function of macroscopic variables $\rho, u$ and $T$, hence, calculation of $\rho, u$ and $T$ is needed to construct the equilibrium function $g$. A properly constructed equilibrium function will lead to the Navier-Stokes equation [9], [18]. With the use of

$$
\int \psi(c)g(x, c, t)dc = \sum_i W_i \psi(c_i)g(x, c_i, t)
$$

as an appropriate discretization in the velocity space so that integration can be approximated by quadrature up to a certain degree of accuracy, where $\psi(c)$ is a polynomial function of $c$, $W_i$ is the weight coefficient of the quadrature and $c_i$ is the discrete velocity, we can be able to discretize the conservation constraints (2.3)-(2.5) as

$$
\rho = \sum_i f_i = \sum_i g_i,
$$

$$
\rho u = \sum_i c_i f_i = \sum_i c_i g_i,
$$

$$
\rho \varepsilon = \frac{1}{2} \sum_i (c_i - u)^2 f_i = \frac{1}{2} \sum_i (c_i - u)^2 g_i,
$$

where

$$
f_i \equiv f_i(x, t) \equiv W_i f(x, c_i, t),
$$

(2.8)
\[ g_i \equiv g_i(x, t) \equiv W_i g(x, c_i, t). \] (2.9)

As fully detailed in [9], we apply the low Mach number expansion on \( g \) and retain only the terms up to order \( O(u^2) \) and denote this as \( f_{eq} \). We shall have

\[ g \sim f_{eq} = \frac{\rho}{(2\pi RT)^{D/2}} \exp \left( -\frac{c_i^2}{2RT} \right) \times \left\{ 1 + \frac{(c \cdot u)}{RT} + \frac{(c \cdot u)^2}{2(2RT)^2} - \frac{u^2}{2RT} \right\}. \]

Further, it has been remarked in [9] that discretizing the momentum space is coupled to discretizing the configuration space such that a lattice structure is obtained. The quadrature must also be accurate enough to satisfy the conservation constraints and retain the necessary symmetries required to recover the Navier-Stokes equation.

In this work, we shall simulate 2-dimensional fluid flows and use the the lattice Boltzmann model in two-dimensional space with 9 velocities, also known as D2Q9. And hence, resulting from the discussions above, using the notations

\[ c_i = \begin{cases} (0, 0), & \text{if } \alpha = 0, \\ (\cos \left[ \frac{(\alpha-1)\pi}{2} \right], \sin \left[ \frac{(\alpha-1)\pi}{2} \right]) c, & \text{if } \alpha = 1, 2, 3, 4 \\ (\cos \left[ \frac{(2\alpha-9)\pi}{4} \right], \sin \left[ \frac{(2\alpha-9)\pi}{4} \right]) \sqrt{2}c, & \text{if } \alpha = 5, 6, 7, 8. \end{cases} \]

and a set of weight coefficients

\[ w_i = \begin{cases} \frac{4}{9}, & \text{if } \alpha = 0, \\ \frac{1}{9}, & \text{if } \alpha = 1, 2, 3, 4 \\ \frac{1}{36}, & \text{if } \alpha = 5, 6, 7, 8, \end{cases} \]

obtained from \( W_i \) in (2.8)-(2.9) and given by the relation

\[ W_i = (2\pi RT)^{D/2} \exp \left( \frac{c_i^2}{2RT} \right) w_i, \]

with \( RT = c_s^2 = c^2/3 \), the equilibrium distribution \( f_i^{eq} \) for the 9-velocity lattice Boltzmann evolution equation

\[ f_i(x + c_i \Delta t, t + \Delta t) - f_i(x, t) = -\frac{1}{\tau} [f_i(x, t) - f_i^{eq}(x, t)] \] (2.10)

is given by

\[ f_i^{eq} = w_i \rho \left[ 1 + 3 \frac{(c_i \cdot u)}{c^2} + 9 \frac{(c_i \cdot u)^2}{c^4} - 3 \frac{u^2}{c^2} \right]. \] (2.11)
2.3 From LBE to the incompressible Navier-Stokes equations

There have been several works and several treatments applied to demonstrate the recovery of the Navier-Stokes equation from the LBE such as those in [8], [12], [18]. Since in this work, the incompressible Navier-Stokes equations shall be of interest, we follow first a proposed lattice Boltzmann model for incompressible Navier-Stokes equations as presented in [8]. The incompressible Navier-Stokes equations are then derived from the proposed incompressible lattice Boltzmann model via Chapman-Enskog procedure.

[8] discusses and sets forth a necessity to improve the LBM for simulations of the incompressible Navier-Stokes equations in general, especially for unsteady flows, due to the compressible effect, a trait of LBM causing density fluctuation. The work develops a lattice Boltzmann model for the incompressible Navier-Stokes equations where the fundamental idea suggests that the compressible effect can be explicitly eliminated by discarding the terms of higher order Mach number, i.e. the terms of order $O(Ma^2)$.

In an incompressible flow, ideally, so that the divergence of the velocity is zero, the density is assumed as constant, i.e. $\rho = \rho_0$. Assuming an order $O(Ma^2)$ density fluctuation of $\delta \rho$,
we write $\rho = \rho_0 + \delta \rho$ and substituting to (2.11), we have

$$f_{i}^{\text{eq}} = w_{i}(\rho_0 + \delta \rho) \left[ 1 + 3 \frac{(c_{i} \cdot u)}{c^2} + \frac{9}{2} \frac{(c_{i} \cdot u)^2}{c^4} - \frac{3 u^2}{2 c^2} \right]$$

$$= w_{i} \left[ (\rho_0 + \delta \rho) + \rho_0 \left( 3 \frac{(c_{i} \cdot u)}{c^2} + \frac{9}{2} \frac{(c_{i} \cdot u)^2}{c^4} - \frac{3 u^2}{2 c^2} \right) \right] + \delta \rho \left[ 3 \frac{(c_{i} \cdot u)}{c^2} + \frac{9}{2} \frac{(c_{i} \cdot u)^2}{c^4} - \frac{3 u^2}{2 c^2} \right].$$

And since $\text{Ma} \equiv \frac{u}{c}$, ignoring $O(\text{Ma}^3)$ terms or higher such as $\delta \rho \cdot \frac{u}{c}$ and $\delta \rho \cdot \frac{u^2}{c^2}$, we obtain

$$f_{i}^{\text{eq}} = w_{i} \left[ \rho + \rho_0 \left( 3 \frac{(c_{i} \cdot u)}{c^2} + \frac{9}{2} \frac{(c_{i} \cdot u)^2}{c^4} - \frac{3 u^2}{2 c^2} \right) \right]. \quad (2.12)$$

This is the equilibrium distribution function of the incompressible lattice Boltzmann model where terms are of order $O(\text{Ma}^2)$ or lower. Since $p$ typically appears in the incompressible Navier-Stokes equation as an independent variable, we introduce a local pressure distribution defined as

$$p_i \equiv c_s^2 f_i = \frac{1}{3} f_i,$$

and hence from here, the $p$-representation of the evolution equation of the LBE system is obtained and given by

$$p_i(x + c_i \Delta t, \ t + \Delta t) - p_i(x, t) = -\frac{1}{\tau} \left[ p_i(x, t) - p_i^{\text{eq}}(x, t) \right]. \quad (2.13)$$

And since $p = \frac{1}{3} \rho$ (and $p_0 = \frac{1}{3} \rho_0$),

$$p_i^{\text{eq}} \equiv c_s^2 f_i^{\text{eq}} = w_i \left[ p + p_0 \left( 3 \frac{(c_{i} \cdot u)}{c^2} + \frac{9}{2} \frac{(c_{i} \cdot u)^2}{c^4} - \frac{3 u^2}{2 c^2} \right) \right] \quad (2.14)$$

and the macroscopic properties are given by

$$p = \sum_i p_i, \quad (2.15)$$

$$p_0 u = \sum_i c_i p_i, \quad (2.16)$$

$$\rho = \frac{1}{c_s^2} p = 3p. \quad (2.17)$$

Hence, (2.13)-(2.17) comprise the proposed lattice Boltzmann model for incompressible Navier-Stokes equations in [8] we shall be adapting in this work.

At this point, through the proposed model, the incompressible Navier-Stokes equation can be derived via the Chapman-Enskog procedure. The Chapman-Enskog procedure provides
a way of relating the mesoscopic picture of the Boltzmann equation to the macroscopic hydrodynamic picture by successive approximations using a mean-free timescale as a perturbation parameter [20]. Since a thorough discussion of the Chapman-Enskog analysis goes beyond the scope of our study, we only present in following an outline of the analysis based on [8] where the full details can be found.

We introduce the following expansions

\[
    f_i(x + c_i \Delta t, \ t + \Delta t) = \sum_{n=0}^{\infty} \frac{\varepsilon^n}{n!} D_t^n f_i(x, t) = f_i + D_t f_i + \frac{\varepsilon^2}{2!} D_t^2 f_i + \ldots,
\]

\[
    f_i = \sum_{n=0}^{\infty} \varepsilon^n f_i^{(n)} = \varepsilon^0 f_i^{(0)} + \varepsilon^1 f_i^{(1)} + \varepsilon^2 f_i^{(2)} + \ldots,
\]

\[
    \partial_t = \sum_{n=0}^{\infty} \varepsilon^n \partial_{t_n} = \varepsilon^0 \partial_{t_0} + \varepsilon^1 \partial_{t_1} + \varepsilon^2 \partial_{t_2} + \ldots,
\]

where \( \varepsilon = \Delta t \) and \( D_t \equiv (\partial_t + c_i \cdot \nabla) \). We can rewrite the lattice Boltzmann equation (2.10)

- to order of \( O(\varepsilon^0) \):
  \[ f_i^{(0)} = f_i^{\text{eq}}, \]  
- to order of \( O(\varepsilon^1) \):
  \[ D_{t_0} f_i^{(0)} = -\frac{1}{\tau} f_i^{(1)}, \]  
- to order of \( O(\varepsilon^2) \):
  \[ \partial_{t_1} f_i^{(0)} + \left( \frac{2\tau - 1}{2\tau} \right) D_{t_0} f_i^{(1)} = -\frac{1}{\tau} f_i^{(2)}, \]

where \( f_i^{\text{eq}} \) is defined in (2.12) and \( D_{t_n} \equiv (\partial_{t_n} + c_i \cdot \nabla) \). The conservation constraints can be written as

\[
    \sum_i f_i^{(0)} = \rho, \\
    \sum_i c_i f_i^{(0)} = \rho_0 \mathbf{u}, \\
    \sum_i f_i^{(n)} = 0, \ \forall n > 0, \\
    \sum_i c_i f_i^{(n)} = 0, \ \forall n > 0.
\]

The Chapman-Enskog ansatz states that the time dependence of \( f_i \) is through the variables \( \rho \) and \( \mathbf{u} \) and hence

\[
    \partial_t f_i = \frac{\partial f_i}{\partial \rho} \partial_t \rho + \frac{\partial f_i}{\partial \mathbf{u}} \partial_t \mathbf{u}.
\]
Through the properties of the 9-bit tensor $E^{(n)} = \sum_{i \neq 0} w_i c_i c_{i,2} \ldots c_{i,n}$, we can obtain

\begin{align}
\sum_i f_i^{(0)} &= \rho, \\
\sum_i c_i f_i^{(0)} &= \rho_0 u, \\
\sum_i c_{i,\alpha} c_{i,\beta} f_i^{(0)} &= \frac{1}{3} c^2 \rho \delta_{\alpha\beta} + \rho_0 u_\alpha u_\beta, \\
\sum_i c_{i,\alpha} c_{i,\beta} c_{i,\gamma} f_i^{(0)} &= \frac{1}{3} c^2 \rho_0 (\delta_{\alpha\beta} u_\gamma + \delta_{\gamma\alpha} u_\beta + \delta_{\beta\gamma} u_\alpha).
\end{align}

The moments of (2.19) lead to the zeroth-order results

\begin{align}
\partial_0 \rho + \nabla \cdot (\rho_0 u) &= 0, \\
\partial_0 (\rho_0 u) + \nabla \cdot \Pi^{(0)} &= 0,
\end{align}

where $\Pi^{(0)} = \sum_i c_i c_i f_i^{(0)}$ is the zeroth-order momentum flux-tensor. Using $\Pi^{(0)}_{\alpha\beta}$ given in (2.23), (2.25)-(2.26) can be written as

\begin{align}
\frac{1}{c_s^2} \partial_0 \tilde{p} + \nabla \cdot u &= 0 \\
\partial_0 u + u \cdot \nabla u &= -\nabla \tilde{p} - u \nabla \cdot u,
\end{align}

where $\tilde{p} = c_s^2 \rho / \rho_0$ is the normalized pressure.

The moments of (2.20) lead to the first-order results

\begin{align}
\partial_1 \rho &= 0, \\
\partial_1 (\rho_0 u) + \left(\frac{2\tau - 1}{2\tau}\right) \nabla \cdot \Pi^{(1)} &= 0,
\end{align}

where $\Pi^{(1)} = \sum_i c_i c_i f_i^{(1)}$ which can be expanded into

\begin{equation}
\Pi^{(1)}_{\alpha\beta} = \tau \left[ c_s^2 (u_\alpha \rho + u_\beta \nabla_\alpha \rho) + \rho_0 (u_\alpha (u \cdot \nabla) u_\beta + u_\beta (u \cdot \nabla) u_\alpha) - c_s^2 \rho_0 (\nabla_\alpha u_\beta + \nabla_\beta u_\alpha) \right].
\end{equation}

We discard terms of order $O(\text{Ma}^3)$ and terms of order $O(u^3)$ to be consistent with the small velocity expansion of $f_i^{(3)}$ up to the order $O(u^2)$ resulting to

\begin{equation}
\left(\frac{2\tau - 1}{2\tau}\right) \nabla_\alpha \cdot \Pi^{(1)}_{\alpha\beta} = -\frac{\nu}{\Delta t} \rho_0 \nabla^2 u_\alpha + O(\text{Ma}^3),
\end{equation}

where

\begin{equation}
\nu = \frac{2\tau - 1}{6} \frac{\Delta x^2}{\Delta t}.
\end{equation}
Combining the zeroth and first order results where $\partial_t = \partial_{t_0} + \varepsilon \partial_{t_1}$, setting expansion parameter $\varepsilon = 1$, we obtain the incompressible Navier-Stokes equation accurate to order $O(Ma^2)$ for the continuity equation and $O(Ma^3)$ in momentum equation

$$\nabla \cdot u = 0 + O(Ma^2)$$

$$\frac{\partial u}{\partial t} + u \cdot \nabla u = -\nabla \tilde{p} + \nu \Delta u + O(Ma^3).$$

### 2.4 Boundary Conditions

The problem of formulating the proper boundary conditions to be used in the LBM model comes down to finding the most suitable relations between the incoming and outgoing populations [21]. An important consideration in the modeling of fluid flows is the treatment of the fluid surroundings. Normally, macroscopic information on boundaries are given such as no-slip boundary conditions on walls for fluid flows. Translating this macroscopic information into the microscopic distribution functions is where the difficulties arises. Different treatments are proposed by different authors as these treatments are developed to provide better accuracy and stability for the simulation [13].

We shall examine two classes of boundary conditions in this work, namely, the periodic boundary conditions and the no-slip boundary conditions and apply it on a simple domain represented by a rectangular grid.

#### 2.4.1 Periodic Boundary Conditions

Naturally, when one wants to model a flow on an infinite domain, one takes a finite portion of the domain and apply periodic boundary conditions on the domain boundaries. The main idea is that a traveling particle which go outs of the system on the right will reenter on the left. Periodic boundary conditions replicate the behavior of the fluid making a simulation consisting only of a small lattice but behaving as if it is infinite in size. Periodic boundary conditions are typically used when the effects of the surface can be neglected.

To implement the periodic boundary conditions, we use the concept of buffers. This means we associate a buffer to a lattice node and store temporarily in memory the information such as particle distribution, density, velocity, pressure, etc. for each lattice node while the information moves from one place to another due to either streaming or collision. As illustrated in Figure 2.2, 1 represents the fluid particle nodes and 0 as a ghost node represents either the walls as boundary or the flow inlet or outlet in a domain. We have
an $m \times n$ lattice where there are $m - 2$ fluid particle nodes along the vertical axis and $n - 2$ fluid particle nodes along the horizontal axis.

\[
\begin{array}{cccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}
\]

Figure 2.2: $12 \times 7$ Square Lattice Structure

Consider the D2Q9 lattice Boltzmann model in two-dimensional space with 9 velocities. Let us examine what happens to the particle distribution $f_i$ (or $p_i$ for the proposed model of [8]) associated with each of the 9 velocity directions as labeled in Figure 2.1. Here, we use 9 matrices $f_i$ where particle distribution is stored at each lattice node. Upon application of the streaming process to each matrix depending on the associated velocity direction, the periodic boundary condition is imposed by filling the empty inward population by the outward population. As an illustration, Figure 2.3 depicts the streamed population along direction 1. As described, we fill the empty incoming population by the outgoing population which are temporarily lying on the ghost nodes. Finally, 0 is reassigned to ghost nodes. Imposing periodicity for the streamed population along the other directions follows in similar fashion.

Figure 2.3: Streaming process along direction $i = 1$ employing periodic boundary conditions on the flow inlet and outlet
2.4.2 No-slip Boundary Conditions

One of the most typically used boundary condition is the no-slip boundary condition. It is a familiar knowledge that a no-slip boundary condition for viscous fluid represents a fluid with zero velocity at a solid boundary. The idea behind this states that at the contact surface, a moving fluid in contact with a solid body will not have any velocity relative to the body. For the implementation of the no-slip boundary conditions, the so-called "bounce-back" treatment is typically used. A simple [24] approach is a direct reflection of particles approaching the walls. Here, when a particle hits a node of the wall, the particle distribution scatters back to the node it came from. Let us apply the bounce-back boundary conditions in the D2Q9 model as illustrated in Figure 2.4. Consider the particles that arrives at nodes W, X, Y and Z. Whenever a particle going in direction 8 arrives at W from node X, a direction-6 particle is bounced back to node X the following time step. Similarly, if a particle traveling along direction 4 arrives at W from Y, a direction-2 particle is sent back to node Y the following time step, and for a particle traveling along direction 7 arrives W, a direction-5 particle is sent back to node Z. This logic using direct reflection at the walls as implemented with use of buffers is shown in Figure 2.5. Here, the figure in the left-hand side illustrates the population streamed along direction 2 and in the figure in the right-hand side the population streamed along direction 4. In the left-hand side figure, the population arriving at the wall is bounced back to its original location before the streaming along the opposite direction, i.e. direction 4. The same concept applies to the population arriving at the wall in the right-hand side figure.

It is worth pointing out that there are several variations and improvements to the simple bounce-back technique that is pointed above as presented in various works. In [11], some approaches for the implementation of no-slip boundary condition were compared and a
Figure 2.5: Implementation of bounce-back boundary condition in the streaming process

developed approach is proposed along with the advantages and difficulties that comes with it.

2.5 Implementation of LBM and simulations of fluid

In the previous sections, we provide necessary background as foundation to be able to implement LBM and simulate fluid flow. Summarizing, as we have seen in the previous sections the lattice Boltzmann evolution equation using the simplest collision operator, i.e. the single-relaxation-time BGK, is given by

\[ f_i(x + c_i \Delta t, t + \Delta t) - f_i(x, t) = -\frac{1}{\tau} [f_i(x, t) - f_{eq}^i(x, t)] \]

with the equilibrium distribution

\[ f_{eq}^i = w_i \rho \left[ 1 + 3 \frac{(c_i \cdot u)}{c^2} + \frac{9 (c_i \cdot u)^2}{c^4} - \frac{3 u^2}{c^2} \right]. \]

and equations for the macroscopic properties

\[ \rho = \sum_i f_i, \quad \rho u = \sum_i c_i f_i, \quad p = \frac{1}{3} \rho. \quad (2.27) \]

The right-hand side of the evolution equation represents the collision process while the left-hand side represents the streaming. Furthermore, (2.27) gives the update rule for the macroscopic properties at each point in time in the evolution.

As we expect a constant density for the incompressible Navier-Stokes equation, we use a corresponding formulation, setting \( p = c_s \rho \) and \( p_0 = c_s \rho_0 \), with the evolution equation is
given by
\[ p_i(x + c_i \Delta t, t + \Delta t) - p_i(x, t) = -\frac{1}{\tau} [p_i(x, t) - p_{i}^{\text{eq}}(x, t)] \]
with the equilibrium pressure distribution
\[ p_{i}^{\text{eq}} \equiv c_s^2 f_i^{\text{eq}} = w_i \left[ p + p_0 \left( \frac{3(c_i \cdot u)}{c^2} + \frac{9(c_i \cdot u)^2}{2 c^4} - \frac{3 u^2}{2 c^2} \right) \right] \]
and equations for the macroscopic properties
\[ p = \sum_i p_i, \quad p_0 u = \sum_i c_i p_i, \quad \rho = 3p \]
where the pressure \( \tilde{p} \) appearing in the Navier-Stokes equation is given by \( \tilde{p} = \frac{p}{\rho_0} \) and the kinematic viscosity is \( \nu = \frac{2\tau - 1}{6} \). In addition, this model offers computational simplicity that shall benefit us in the succeeding chapters wherein we evaluate derivatives.

For our fluid simulation, it is an important point to emphasize our interest to apply an external force to drive the fluid flow. This external force shall then be regarded as a control that we shall be investigating further towards the next chapters. To incorporate an external body force to engine the fluid flow, we introduce a simple force term of the form
\[ \frac{1}{3} c_i \cdot F \]
where \( F = (F_x, F_y)^T \) is a vector representing the 2-dimensional volume force and shall be introduced as a part of the collision term.

As already introduced in the previous section, for our implementation, we use buffers for storing particle distributions, density, velocity, pressure, etc. for each location. This technique provides an easy implementation of the streaming and the application of the boundary conditions as described in the previous section. Note that there are many ways to carry out the implementation of LBM where one normally takes into account the computational speed and efficiency of the implementation in fulfilling the dictates of the application where it will be used. We start with initializing values for the distributions and macroscopic properties. Since the we are dealing with a evolutionary problem, we produce a sequence of iterates for each point in time and ideally, at some point, a steady-state solution is reached and the process is terminated. One possible condition to impose stipulating that the steady-state is reached is by using the criteria
\[ \sum_i \sum_j \left( |u^{(x)}(x_{ij}, t + \Delta t) - u^{(x)}(x_{ij}, t)| + |u^{(y)}(x_{ij}, t + \Delta t) - u^{(y)}(x_{ij}, t)| \right) < \text{tol}, \]

(2.28)
where tol is an assigned tolerance value. We present here an algorithm that we shall use for the LBM as outlined in Algorithm 1.

**Algorithm 1** D2Q9 LBM with BGK

Set initialization values:

- \( p_0 = p_{\text{init}} \)
- \( u_0 = u_{\text{init}} \)
- \( p_{i,0} = p_{eq}^{i,0}(p_0, u_0) \)
- \( t = 1 \)

while steady-state is not yet reached do

- compute the equilibrium distribution
  \( p_{eq}^{i,t}(p_t, u_t) \)
- perform collision
  \( \tilde{p} = (1 - \frac{1}{\tau}) p_{i,t} + \frac{1}{\tau} p_{eq}^{i,t}(p_t, u_t) \)
- apply forcing
  \( \tilde{p} = \tilde{p} + F \)
- perform streaming
- apply boundary condition technique
- update
  \( p_{i,t+1} = \tilde{p} \)
  \( p_{t+1} = \sum_i p_{i,t+1} \)
  \( u_{t+1} = \sum_i c_i p_{i,t+1} \)
  \( t = t + 1 \)

end while

Finally, using what we have gathered, we implement LBM to simulate fluid flows. All simulations presented here have been performed in Matlab 7.0.4 on a T60 IBM Thinkpad.

### 2.5.1 Flow on an infinite channel

First, let us consider a flow on an infinite channel driven by a constant volume force. We model this on the unit square domain assigning the left side to be the flow inlet and the right to be the flow outlet, and the top and the bottom to be the channel walls. We construct a square mesh in this domain for the lattice. To model the flow on an infinite
channel, we prescribe periodic boundary conditions on the inlet and the outlet. The no-slip boundary conditions will be modeled by the bounce-back scheme at the channel walls.

We run simulations for $25 \times 30$ lattice of fluid particles, kinematic viscosity of $1$ (giving $\tau = 3.5$) and macroscopic density $\rho_0$ of $1$ for every node. Time step $\Delta t$ is assumed to be $1$.

First we test the trivial case when the fluid has zero initial velocities $u_0^{(x)} = 0$ and $u_0^{(y)} = 0$ and volume force vector $F = (0, 0)^T$ is applied. As expected, for any number of iterations, $u_t^{(x)}$ and $u_t^{(y)}$ remained zero, and $p$ is $1$ for every node.

Next, we investigate what happens when the fluid has nonzero initial velocity but there is an absence of force to drive the flow. We assign initial velocity $u_0^{(x)}$ to have a parabolic profile having a maximum value $u_{0,\text{max}}^{(x)} = 1$ while $u_0^{(y)} = 0$ and volume force vector $F = (0, 0)^T$ is applied. Figure 2.6 shows the evolution of the macroscopic properties $u^{(x)}, u^{(y)}$ and $p$ from time $t = 1, \ldots, 500$. The figure on the upper left plots $u_t^{(x)}$ for $t = 1, \ldots, 500$. The parabola marked by $+$ represents the initial horizontal velocity $u_0^{(x)}$, the parabola marked by $\circ$ gives $u_{50}^{(x)}$, $\prec$ gives $u_{100}^{(x)}$, $\triangleright$ gives $u_{300}^{(x)}$ and $*$ for gives $u_{500}^{(x)}$. For each iterations, the parabola flattens until $u_t^{(x)}$ becomes zero. The flattening of the parabola can be attributed to the effect of the viscosity as the fluid approaches its steady-state. The particles have an initial horizontal velocity but the viscosity slows down the motion of the particles until they eventually stop moving. The figure on the upper right plots $u_t^{(y)}$ for $t = 1, \ldots, 500$. As shown, they are characterized by computational noise with magnitude of $10^{-16}$ suggesting that the vertical velocity that is initially set to zero remains zero. The figure on the bottom suggests $p$ remained constant throughout $t = 1, \ldots, 500$. On both last 2 figures, $+$ represents the initial profile while $\times$ marks the profile at $t = 500$.

Next, we assign initial $u_0^{(x)}$ to have a parabolic profile having a maximum value $u_{0,\text{max}}^{(x)} = 1$ while $u_0^{(y)} = 0$ and volume force vector $F = (0.1, 0)^T$ is applied. Now the simulation is driven by a constant volume force eastwards. We observe the flow until it reaches the steady-state as described by (2.28) where we set tol = $10^{-7}$, the machine single-precision. Figure 2.7 shows the steady-state $u_t^{(x)}$ reached after 637 iterations where $u_{637,\text{max}}^{(x)} = 15.9989$. We observe that the particles in the center travels with the highest speed and the speed decreases when the particles are nearer the channel walls. Figure 2.8 shows the evolution of the macroscopic properties $u^{(x)}, u^{(y)}$ and $p$ from time $t = 1, \ldots, 637$. The figure on the upper left plots $u_t^{(x)}$ for $t = 1, \ldots, 637$. The parabola marked by $+$ represents the initial horizontal velocity $u_0^{(x)}$, the parabola marked by $\circ$ gives $u_{50}^{(x)}$, $\prec$ gives $u_{100}^{(x)}$, $\triangleright$ gives $u_{300}^{(x)}$ and $*$ for gives $u_{637}^{(x)}$. The parabola colored red gives the analytical solution which gives an error difference of $0.0479$ with respect to the obtained numerical solution.
Figure 2.6: The evolution of the macroscopic properties $u(x), u(y)$ and $p$ from time $t = 1, \ldots, 500$ assigning $u_0^{(x)}$ to have a parabolic profile with $u_{0,\text{max}}^{(x)} = 1$, $u_0^{(y)} = 0$ and $F = (0,0)^T$
As we observe, the forcing increases the initial velocity for some time until the velocity converge to the steady-state velocity. As shown in the upper right, \( u_t^{(y)} \) for \( t = 1, \ldots, 637 \) are characterized by computational noise with magnitude of \( 10^{-14} \) suggesting that the vertical velocity remains zero. The figure on the bottom suggests \( p \) remained constant throughout \( t = 1, \ldots, 637 \).

![Image: u^{(x)} at steady state]

Figure 2.7: The \( u_t^{(x)} \) at the steady-state at \( t = 637 \)

We also investigate and test the effect of varying initial velocities by fixing the kinematic viscosity and forcing. Figure 2.9 shows results for fluid kinematic viscosity of 1, volume force vector \( \mathbf{F} = (0.1, 0)^T \), setting \( u_0^{(y)} = 0 \) for 3 cases of initial horizontal velocity \( u_t^{(x)} \) shown in the left figure: 1. for \( u_0^{(x)} \) having a parabolic profile with \( u_{0,\text{max}}^{(x)} = 1 \) marked by ◼, 2. for \( u_0^{(x)} = 0 \) marked by + and 3. for \( u_0^{(x)} \) having a parabolic profile which is negative of case 1 marked by ◼. The figure on the right suggests the coinciding of the resulting steady-state horizontal velocities obtained marked by ◼, + and ◼ after 637, 641 and 646 iterations, respectively for each cases. All steady-state horizontal velocities obtained have \( u_{t,\text{max}}^{(x)} = 15.9989 \).

![Image: Diagram of u_t^{(x)} at steady-state]

Lastly, we compare the effect of the varying the viscosity in reaching the steady-state. We set the volume force vector to be \( \mathbf{F} = (0.1, 0)^T \), \( u_0^{(x)} \) to have a parabolic profile with \( u_{0,\text{max}}^{(x)} = 1 \) and \( u_0^{(y)} = 0 \). Table 2.1 indicates that larger viscosity implies less iterations to reach the steady-state and lower horizontal velocity at the steady-state.
Figure 2.8: The evolution of the macroscopic properties $u(x), u(y)$ and $p$ from time $t = 1, \ldots, 637$ assigning $u_0(x)$ to have a parabolic profile with $u_{0,\text{max}} = 1$, $u_0(y) = 0$ and $F = (0.1, 0)^T$

<table>
<thead>
<tr>
<th>viscosity $\mu$</th>
<th>$\tau$</th>
<th>no. of iterations</th>
<th>$u_{t,\text{max}}^{(x)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>2.75</td>
<td>807</td>
<td>21.0481</td>
</tr>
<tr>
<td>1</td>
<td>3.5</td>
<td>637</td>
<td>15.9989</td>
</tr>
<tr>
<td>1.5</td>
<td>5</td>
<td>473</td>
<td>11.0994</td>
</tr>
<tr>
<td>2</td>
<td>6.5</td>
<td>407</td>
<td>8.7996</td>
</tr>
<tr>
<td>2.25</td>
<td>7.25</td>
<td>393</td>
<td>8.0830</td>
</tr>
</tbody>
</table>

Table 2.1: Comparison of the effect of varying the viscosity in reaching the steady-state for flow on an infinite channel
2.5.2 Flow in a Cavity

To model a flow in a cavity, we prescribe a no-slip boundary conditions on all 4 sides of the domain. Hence, in this setup, there is no inlet and outlet for the flow. We observe what happens to the flow when there is a nonzero initial velocity and zero forcing to drive the flow.

We run simulations for $25 \times 30$ lattice of fluid particles, kinematic viscosity of 1 (giving $\tau = 3.5$) and macroscopic density $\rho_0$ of 1 for every node. We assign initial $u_0^{(x)}$ to have a parabolic profile having a maximum value $u_0^{(x)}_{\text{max}} = 1$ while $u_0^{(y)} = 0$ and volume force vector $\mathbf{F} = (0, 0)^T$ is applied. We observe the flow until it reaches the steady-state. Figure 2.10 shows the steady-state $u_t^{(x)}, u_t^{(y)}$ and $p$ reached after 510 iterations. As expected, the velocity zeroes out (magnitude of $10^{-6}$) throughout time and the pressure remains constant throughout the domain (approximately) 1.

Once again, we compare the effect of the varying the viscosity in reaching the steady-state when zero volume force is applied shown in Table 2.2. We set $u_0^{(x)}$ to have a parabolic profile with $u_0^{(x)}_{\text{max}} = 1$ and $u_0^{(y)} = 0$. As expected, larger viscosity implies less iterations to reach the steady-state.
Figure 2.10: The macroscopic properties $u_t(x), u_t(y)$ and $p$ at the steady-state at $t = 510$

<table>
<thead>
<tr>
<th>viscosity $\mu$</th>
<th>$\tau$</th>
<th>no. of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>2.75</td>
<td>667</td>
</tr>
<tr>
<td>1</td>
<td>3.5</td>
<td>510</td>
</tr>
<tr>
<td>1.5</td>
<td>5</td>
<td>350</td>
</tr>
<tr>
<td>2</td>
<td>6.5</td>
<td>252</td>
</tr>
</tbody>
</table>

Table 2.2: Comparison of the effect of varying the viscosity in reaching the steady-state flow in a cavity
Chapter 3

Optimization using the discrete adjoint method

Optimization is a familiar concept we encounter in our everyday lives as we are faced daily with decisions to make. In decision-making, one normally chooses what is best to serve his interest among the choices bounded by the limits of his resources. In this chapter, we shall be looking on a certain type of an optimization problem and examine ways of solving this. We shall attempt to formulate a way of solving the problem in such a way that the optimization can be done inexpensively and can be applied in the context of fluid simulation using the LBM.

3.1 Optimal control problems

Consider the problem

\[ \min_{v \in V} \hat{\varphi}(v) \quad \text{subject to} \quad \hat{Q}(v) = 0 \quad (3.1) \]

where \( \hat{\varphi} : V \to \mathbb{R} \) and \( \hat{Q} : V \to Z \), \( V \) and \( Z \) are Banach spaces, and where \( \hat{Q}(v) = 0 \) typically represents a partial differential equation or a system of coupled partial differential equations (PDEs). In this optimization problem, the function \( \hat{\varphi} \) is known as the objective function or cost function and \( \hat{Q}(v) = 0 \) is the optimization constraint. The domain \( V \) of \( \hat{\varphi} \) is the search space while the elements \( v \in V \) are the feasible solutions. A feasible solution that minimizes the objective function is called an optimal solution.

The optimization variable \( v \) admits a natural splitting into 2 parts: a state \( w \in W \) and a control \( \alpha \in Y \), where \( W \) and \( Y \) are Banach spaces. The problem (3.1) can now be
Chapter 3: Optimization using the discrete adjoint method

formulated as
\[
\min_{(w,\alpha) \in W \times Y} \varphi(w, \alpha) \quad \text{subject to} \quad Q(w, \alpha) = 0
\] (3.2)

where \( \varphi : V = W \times Y \to \mathbb{R} \) and \( Q : V = W \times Y \to Z \), where \( W, Y \) and \( Z \) are function spaces. We call the constraint \( Q(w, \alpha) = 0 \) as the state equation.

The splitting of \( v = (w, \alpha) \) is a typical strategy in optimization and problems of this structure are called optimal control problems. Here \( w \in W \) describes the state of the considered system represented by \( Q(w, \alpha) = 0 \). Assuming the well-posedness of \( Q(w, \alpha) = 0 \), for every \( \alpha \in Y \), there exist corresponding unique \( w(\alpha) \). The control \( \alpha \in Y \) is a parameter that we shall aim to determine such that \( \alpha \) drives the system to optimality.

3.2 Strategies in solving optimal control problems

One of the possible ways of attacking an optimization problem is by using gradient-based methods. Here, the optimization procedure requires the first derivatives of the objective function. Difficulties and challenges arise, however, when an attempt to obtain these derivatives are carried out. As emphasized in [19], one consideration that needs to be taken into account is whether such derivative information is available, not only in the sense that it has to exist and be continuous, but also whether their values can be computed with reasonable expense.

In solving the optimization problem (3.2) using gradient-based methods, the principal step is determining the gradient of the objective function \( \varphi(w, \alpha) \), i.e., evaluating the derivative of the function \( \varphi(w, \alpha) \) with respect to parameter \( \alpha \) in the situation where \( \varphi \) depends on \( \alpha \) indirectly, via the intermediate variable \( w(\alpha) \). There are number of ways of computing the gradient which can be categorized mainly into: 1. Sensitivity or Forward approach and 2. Adjoint or Backward or Reverse approach.

In the sensitivity approach, generally speaking, we compute the sensitivity of the solution (state) \( w \) of the state equation with respect to the control \( \alpha \) in some way. The gradient of the objective function \( \varphi \) is then evaluated by applying the chain rule of differentiation, using the sensitivity \( \frac{\partial w}{\partial \alpha} \) where we will ultimately have
\[
\frac{D \varphi(w, \alpha)}{D \alpha} = \frac{\partial \varphi}{\partial w} \frac{\partial w}{\partial \alpha} + \frac{\partial \varphi}{\partial \alpha}.
\]

Computing the matrix-vector product \( \frac{\partial \varphi}{\partial w} \frac{\partial w}{\partial \alpha} \) can rather be expensive since this will consist of an entire state equation for each control.
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On the other hand, using the adjoint approach, we omit the sensitivities of $w$ and instead we introduce a variable $\psi$ we call the adjoint state as shall be explained in details in Section 3.3, where ultimately we solve the equation

$$\frac{D\varphi(w, \alpha)}{D\alpha} = -\psi^T \frac{\partial Q}{\partial \alpha} + \frac{\partial \varphi}{\partial \alpha}. \tag{3.3}$$

In applying the adjoint method, the terms appearing in equation (3.3) need to be computed. Suppose we are given a system of PDE serving as the state equation, the optimal control problem constraint. However, instead of using this system of PDE in its continuous form, we can take instead a discretized representation of the system of PDEs (i.e. a set of algebraic equations and algebraic expressions as an approximation for the system of PDE) and $w$ the discrete representation of the solution of the system. This discretized representation shall function as the constraint $Q(w, \alpha) = 0$. And from this shall follow the computation of the terms of the gradient equation. We call this method the discrete adjoint method and this whole procedure is coined in [10] as "discretize then optimize".

The description "discretize then optimize" distinguishes this to another way of tackling the optimization problem. This approach is done with the continuous $Q(w, \alpha) = 0$ as a starting point. From here, the system is differentiated at the continuous level to obtain the adjoint formulation of the problem defining an adjoint solution and then the adjoint discretization follows. This approach is called the continuous adjoint method since the adjoint technique is applied on the continuous level and the whole procedure is described as "optimize then discretize."

In this work, we shall be heading towards the "discretize then optimize" track and among the possible methods for a class of gradient-based optimization approaches, we shall put our interest in the application of the discrete adjoint method for the advantage it offers in computational efficiency.

3.3 The discrete adjoint method

In the following 2 subsections, we present 2 ways of deriving the so-called adjoint equation and gradient equation we use for the discrete adjoint method.
3.3.1 The duality viewpoint approach

As a motivation (also used in [15] and [6]), let us assume a matrix \(A\) and vectors \(g\) and \(c\) are known. Suppose we want to compute
\[
g^T b \quad \text{such that} \quad Ab = c. \tag{3.4}
\]
The straightforward treatment to this problem is to solve \(b\) and then compute \(g^T b\). Alternatively, as another treatment we introduce \(s\) and compute
\[
s^T c \quad \text{such that} \quad A^T s = g. \tag{3.5}
\]
Observe that
\[
s^T c = s^T (Ab) = (A^T s)^T b = g^T b.
\]
Hence, solving \(s^T c\) is accomplishing the original aim of solving \(g^T b\). The constructed problem (3.5) is called the dual problem of (3.4). The advantage of resorting to solve the dual problem becomes apparent when we have an aggregate of vectors \(b_i\) and \(c_i\), forming matrices \(B\) and \(C\). Thus, (3.4) becomes
\[
g^T B \quad \text{such that} \quad AB = C
\]
and the dual problem reformulates to
\[
s^T C \quad \text{such that} \quad A^T s = g.
\]
Clearly, the dual is easier to solve in eventually computing the value of \(g^T B\).

Now, recall our optimal control problem (3.2). Suppose in particular, that the state equation is an evolution equation that can be written as
\[
Q_t(w_t, w_{t-1}, \alpha_{t-1}) = 0 \tag{3.6}
\]
where the subscripts denote time indexing, i.e. \(w_i, \alpha_i\) are the state and the control at time \(i\), respectively. Assuming that \(w_0\) is a given initial state, we then evolve into \(T\) subsequent states \(w_1, \ldots, w_T\). We can write (3.6) in a form of an explicit update rule
\[
w_t = Q_t(w_{t-1}, \alpha_{t-1}). \tag{3.7}
\]
Thus, (3.2) reformulates into
\[
\min_{w_t \in \mathbb{R}^m, \alpha_t \in \mathbb{R}^n} \varphi(w_t, \alpha_t) \quad \text{subject to} \quad w_t = Q_t(w_{t-1}, \alpha_{t-1}), \quad t = 1, \ldots, T. \tag{3.8}
\]
The reason for this assumption on the form of the state equation will become apparent in the following section.
Let us collect the states and control to form vectors \( W = [w_1, \ldots, w_T]^T \) and \( \alpha = [\alpha_1, \ldots, \alpha_T]^T \) and define a vector function

\[
Q(W, \alpha) = [Q_1(w_0, \alpha_0), \ldots, Q_T(w_{T-1}, \alpha_{T-1})]^T,
\]

and therefore we can write our optimization constraint (3.7) as

\[
W = Q(W, \alpha).
\] (3.9)

Now computing the gradient of \( \varphi \) with respect to control \( \alpha \),

\[
\frac{d\varphi}{d\alpha} = \frac{\partial \varphi}{\partial W} \frac{dW}{d\alpha} + \frac{\partial \varphi}{\partial \alpha}.
\] (3.10)

Computing this directly is extremely costly, as the matrix \( \frac{dW}{d\alpha} \) consists of an entire state sequence for each control. As we shall see, the adjoint method provides a way of sidestepping this computation while still arriving at exact gradient of \( \varphi \) [15]. Differentiating the constraint equation (3.9) gives us a linear constraint on the derivative matrix \( \frac{dW}{d\alpha} \). Thus, the first term of equation (3.10) calls for calculating

\[
\frac{\partial \varphi}{\partial W} \frac{dW}{d\alpha} \text{ such that } \left( I - \frac{\partial Q}{\partial W} \right) \frac{dW}{d\alpha} = \frac{\partial Q}{\partial \alpha}.
\] (3.11)

As we have seen in the motivation demonstrated above, using the dual, (3.11) can be efficiently computed as

\[
P^T \frac{\partial Q}{\partial \alpha} \text{ such that } \left( I - \frac{\partial Q}{\partial W} \right)^T P = \frac{\partial \varphi}{\partial W}^T.
\] (3.12)

To calculate \( P \), let us rewrite the constraint in equation (3.12) as

\[
P = \left( \frac{\partial Q}{\partial W} \right)^T P + \frac{\partial \varphi}{\partial W}^T.
\] (3.13)

As \( W \) is an aggregate of a sequence of forward states \( w_1, \ldots, w_T \), similarly, we may view \( P \) as an aggregate of a sequence of variables \( \psi_1, \ldots, \psi_T \) we call the adjoint states. (3.13) implies \( \psi_T = \frac{d\varphi}{dw_T}^T \) and

\[
\psi_t = \left( \frac{\partial Q_t}{\partial w_t} \right)^T \psi_{t+1} + \frac{\partial \varphi}{\partial w_t}^T, \quad t = T-1, \ldots, 1.
\] (3.14)
Finally, the gradient in (3.10) is computed by

\[ \frac{d\varphi}{d\alpha} = P^T \frac{\partial Q}{\partial \alpha} + \frac{\partial \varphi}{\partial \alpha}, \]

which is equivalent to

\[ \frac{d\varphi}{d\alpha} = \psi^T \frac{\partial Q}{\partial \alpha} + \frac{\partial \varphi}{\partial \alpha}, \quad t = 1, \ldots, T. \]  \hspace{1cm} (3.15)

(3.14) is called the \textbf{adjoint equation} and (3.15) is called the \textbf{gradient equation} and the procedure of obtaining these equations using the dual problem and introducing the adjoint variables is referred to in literature as the \textbf{duality viewpoint approach}.

3.3.2 The Lagrange viewpoint approach

The adjoint equation (3.14) and the gradient equation (3.15) can be derived in another manner often referred to in literature as the \textbf{Lagrange viewpoint approach}. Once again, let us recall the reformulated optimal control problem (3.8) and suppose the objective function \( \varphi \) has the form

\[ \varphi = \sum_{t=1}^{T} \varphi_t(w_t, \alpha_t). \]  \hspace{1cm} (3.16)

Let \( g_t \in \mathbb{R}^{n \times 1} \) be the gradient of \( \varphi_t \) with respect to control \( \alpha_t \in \mathbb{R}^{n \times 1} \).

As outlined in [10], to solve \( g_t \), let us use \( u_t = d\alpha_t \in \mathbb{R}^{n \times 1} \) and \( z_t = dw_t \in \mathbb{R}^{m \times 1} \) and differentiate the state equation \( w_t = Q_t(w_{t-1}, \alpha_{t-1}) \). We have

\[ z_t = \frac{\partial Q_t}{\partial w_{t-1}}(w_{t-1}, \alpha_{t-1}) \quad z_{t-1} + \frac{\partial Q_t}{\partial \alpha_{t-1}}(w_{t-1}, \alpha_{t-1}) \quad u_t, \quad z_0 = 0. \]  \hspace{1cm} (3.17)

Differentiating (3.16),

\[ \frac{d\varphi}{d\alpha} = \sum_{t=1}^{T} \left[ \nabla_{w_t} \varphi_t(w_t, u_t) \cdot z_t \right] + \sum_{t=1}^{T} \left[ \nabla_{\alpha_t} \varphi_t(w_t, u_t) \cdot u_t \right], \]  \hspace{1cm} (3.18)

where \( \nabla_{w_t} \varphi_t(w_t, u_t) \) is the gradient of \( \varphi_t \) with respect to the state variables and \( \nabla_{\alpha_t} \varphi_t(w_t, u_t) \) is the gradient of \( \varphi_t \) with respect to the control variables.

Setting

\[ G_t = \frac{\partial Q_t}{\partial w_{t-1}}(w_{t-1}, \alpha_{t-1}), \quad H_t = \frac{\partial Q_t}{\partial \alpha_{t-1}}(w_{t-1}, \alpha_{t-1}) \]

\[ \gamma_t = \nabla_{w_t} \varphi_t(w_t, u_t), \quad h_t = \nabla_{\alpha_t} \varphi_t(w_t, u_t), \]
(3.17) becomes
\[ z_t = G_t z_{t-1} + H_t u_t. \]  

(3.19)

Multiplying \( \psi_t \in \mathbb{R}^{m \times 1} \) to (3.19), we get
\[ \psi_t^T z_t = \psi_t^T (G_t z_{t-1} + H_t u_t), \]
and summing up through time, we get
\[ \sum_{t=1}^{T} \psi_t^T z_t = \sum_{t=1}^{T} G_t^T \psi_t \cdot z_{t-1} + \sum_{t=1}^{T} H_t^T \psi_t \cdot u_t. \]

Since \( z_0 = 0 \), we reduce to
\[ \sum_{t=1}^{T} \psi_t^T z_t = \sum_{t=2}^{T} G_t^T \psi_t \cdot z_{t-1} + \sum_{t=1}^{T-1} H_t^T \psi_t \cdot u_t. \]

(3.20)

On the other hand, (3.18) becomes
\[ d\varphi = \sum_{t=1}^{T} \gamma_t \cdot z_t + \sum_{t=1}^{T} h_t \cdot u_t \]
\[ d\varphi = \gamma_T \cdot z_T + \sum_{t=1}^{T-1} \gamma_t \cdot z_t + \sum_{t=1}^{T} h_t \cdot u_t. \]  

(3.21)

Adding (3.20) and (3.21), we obtain
\[ d\varphi = (-\psi_T + \gamma_T) \cdot z_T + \sum_{t=1}^{T-1} (-\psi_t + \gamma_t + G_{t+1}^T \psi_{t+1}) \cdot z_t + \sum_{t=1}^{T} (H_t^T \psi_t + h_t) \cdot u_t. \]  

(3.22)

In choosing \( \psi_T \) so that the term with \( z_t \) in (3.22) vanishes, we then require
\[ \psi_T = \gamma_T, \quad \psi_t = G_{t+1}^T \psi_{t+1} + \gamma_t, \quad t = T-1, \ldots, 1. \]  

(3.23)
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(3.23) is called the adjoint equation, which solves states $\psi_t$, called the adjoint states, backward in time. Fulfilling the adjoint equation, we then have

$$d\varphi = \sum_{t=1}^{T} (H_t^T \psi_t + h_t) \cdot u_t$$

$$d\varphi_t = (H_t^T \psi_t + h_t) \cdot u_t, \quad t = T - 1, \ldots, 1.$$  

Therefore, the gradient $g_t \in \mathbb{R}^n$ of $\varphi_t$ with respect to control $\alpha \in \mathbb{R}^n$ is given by the gradient equation

$$g_t = \frac{d\varphi_t}{d\alpha_t} = H_t^T \psi_t + h_t, \quad t = 1, \ldots, T. \quad (3.24)$$

In this framework, adjoint variables, i.e. the multiplied variable $\psi_t$ and chosen such that the term with $z_t$ in (3.22) vanishes, are viewed as Lagrange multipliers (see [6].) Notice that the adjoint equation (3.23) and gradient equation (3.24) are the same as (3.14) and (3.15) derived in the previous subsection using duality.

As we observe in both approaches, the adjoint method is a process of establishing the gradient via a set of introduced variables we know as the adjoint states. This is done by simulating and collecting each states forward in time through an evolutionary state equation-operator and then passing through each corresponding adjoint equation-operator in reverse order utilizing the collected states to compute the adjoint states as illustrated in Figure 3.3. This is the reason why the adjoint method is also called the backward or reverse method.

Figure 3.1: The states computed and collected forward in time and used later for computing the adjoint states backward in time. [15]
3.4 Optimal control of fluids based on LBM discretizations

Now that we are equipped with the method of determining the gradient of an objective function of an optimization problem, we shall now be placing what we gathered in the context of optimization involving fluid flows.

The optimal control problem (3.8) is recalled by

$$\min_{w_t \in \mathbb{R}^m, \alpha_t \in \mathbb{R}^n} \phi(w_t, \alpha_t) \quad \text{subject to} \quad w_t = Q_t(w_{t-1}, \alpha_{t-1}), \quad t = 1, \ldots, T,$$

the optimization problem we considered where the state equation takes the form of explicit update rule involving the states. Consider some particular 2-dimensional flow as a reference which is characterized by its macroscopic properties $\rho, u(x), u(y), p$ we regard as the reference or desires states. We create an objective function $\phi$ which essentially gives an indication of how closely a simulation mimics this reference flow. This quantity we intend to optimize is given by

$$\phi(w_t, \alpha_t) = \frac{1}{2} \int_{\Omega \times T} |w_t - w_d|^2 + \frac{\lambda}{2} \int_{\Omega \times T} |\alpha_t|^2,$$

where the state variable $w_t$ at time $t$ consists of macroscopic properties at time $t$ of the simulated flow, say $w_t = (\rho_t, u_t^{(x)}, u_t^{(y)}, p_t)^T$, the control variable $\alpha_t$ at time $t$ consists of the external volume force, say $\alpha_t = (\alpha_t^{(x)}, \alpha_t^{(y)})^T$ and $w_d$ gives the reference or desired state. The first term in the objective function measures the distance of $w_t$ and $w_d$ and the second term is a regularization term with parameter $\lambda > 0$. In practice, typically $\lambda \in [10^{-5}, 10^{-3}]$ [10].

At this point, it is clear that a fluid flow phenomena is described by the Navier-Stokes equation and is characterized by the macroscopic fluid properties. We optimize the objective function such that the states satisfies, hence, are subject to, the Navier-Stokes equation acting as the constraint. However, as we have already mentioned in Section 3.2, the direction ”discretize then optimize” we are heading to concerns a state equation that is a discretized representation of the constraint as the starting point. This is where the LBM comes into play. The LBM solver shall portray the role of $w_t = Q_t(w_{t-1}, \alpha_{t-1})$, computing the states $w_t$ forward in time functioning as the discretized representation of the Navier-Stokes equation. A schematic diagram for our optimal control problem is given in Figure 3.2.

From this idea we have established follows the application of the discrete adjoint method. We note that we aim to evaluate the derivative of objective function $\phi$ with respect to control $\alpha$, in this situation where $\phi$ depends on $\alpha$ indirectly, via the state $w$ as an intermediate variable as discussed in Section 3.2, which involves the differentiation of the
objective function leading to the gradient equation and the computation of the terms present in the gradient equation.

\[
\begin{align*}
\min \varphi(w, \alpha) & \quad \text{s. t.} \quad Q(w, \alpha) = 0, \\
\downarrow & \\
\min \varphi(w, \alpha) & \quad \text{s. t.} \quad Q_1(w, \alpha) := \frac{\partial u}{\partial t} - \nu \Delta u + u \cdot \nabla u + \nabla p - \alpha = 0, \\
& \quad Q_2(w, \alpha) := \nabla \cdot u = 0,
\end{align*}
\]

where state \( w \) are the properties appearing in the incompressible Navier-Stokes equation and \( \alpha \) is the external forcing.

\[
\begin{align*}
\min \varphi(w, \alpha) & \quad \text{s. t.} \quad Q_{c}(w, \alpha) = 0, \quad \text{collision operator}, \\
& \quad Q_{s}(w, \alpha) = 0, \quad \text{streaming operator}, \\
& \quad Q_{1,2}(w, \alpha) := u - \sum c ip_i = 0, \\
& \quad Q_{3}(w, \alpha) := p - \sum p_i = 0,
\end{align*}
\]

Figure 3.2: A schematic outline of the ”discretize then optimize” approach for optimization using the incompressible Navier-Stokes equation as the constraint

### 3.4.1 Computations of the adjoint states and gradient

We follow in our computation the derivation of the gradient equation (3.24)

\[
g_t = \frac{d\varphi_t}{d\alpha_t} = H_t^T \psi_t + h_t, \quad t = 1, \ldots, T.
\]

in Subsection 3.3.2 where \( \psi_t \) is obtained from the adjoint equation (3.23)

\[
\psi_T = \gamma_T, \quad \psi_t = G_{t+1}^T \psi_{t+1} + \gamma_t, \quad t = T - 1, \ldots, 1
\]
In our implementation, let us set the state \( w_t \) to be comprised of the macroscopic properties explicitly appearing in the incompressible Navier-Stokes equation, which are also used in the LBM model of [8] for the incompressible Navier-Stokes equation, i.e. \( w_t = (u_t(x), u_t(y), p_t)^T \) and set the control variable to be the 2-dimensional external volume force \( \alpha_t = (\alpha_t(x), \alpha_t(y))^T \).

Writing \( \varphi = \sum_{t=1}^T \varphi_t(w_t, \alpha_t) \), then from (3.25) we have

\[
\varphi(w_t, \alpha_t) = \sum_{t=1}^T \frac{1}{T-1} \left( \frac{1}{2} \int_\Omega |w_t - w_t^d|^2 + \frac{\lambda}{2} \int_\Omega |\alpha_t|^2 \right),
\]

hence,

\[
\varphi_t(w_t, \alpha_t) = \frac{1}{T-1} \left( \frac{1}{2} \int_\Omega |w_t - w_t^d|^2 + \frac{\lambda}{2} \int_\Omega |\alpha_t|^2 \right).
\]

We need the derivatives

\[
\gamma_t = \nabla_{w_t} \varphi_t(w_t, y_t), \quad h_t = \nabla_{\alpha_t} \varphi_t(w_t, y_t),
\]

where \( y_t = d\alpha_t \). This is given by

\[
\frac{\partial \varphi_t}{\partial w_t}(w_t, \alpha_t) = \frac{1}{T-1} (w_t - w_t^d) = \gamma_t \in \mathbb{R}^{3 \times 1} \]

\[
\frac{\partial \varphi_t}{\partial \alpha_t}(w_t, \alpha_t) = \frac{1}{T-1} (\lambda \alpha_t) = h_t \in \mathbb{R}^{2 \times 1}.
\]

Next we need, \( G_t = \frac{\partial Q_t}{\partial w_{t-1}}(w_{t-1}, \alpha_{t-1}) \) and \( H_t = \frac{\partial Q_t}{\partial \alpha_{t-1}}(w_{t-1}, \alpha_{t-1}) \). We follow the model of [8] for the incompressible Navier-Stokes equation thus giving us the equations for the macroscopic properties, the states \( u_t(x), u_t(y), p_t \) and time \( t \) as given by

\[
\begin{align*}
    u_t(x) &= p_1((x, y), t) - p_3((x, y), t) + p_5((x, y), t) - p_6((x, y), t) - p_7((x, y), t) + p_8((x, y), t) \\
    u_t(y) &= p_2((x, y), t) - p_4((x, y), t) + p_5((x, y), t) + p_6((x, y), t) - p_7((x, y), t) - p_8((x, y), t) \\
    p &= \sum_{i=1}^9 p_i((x, y), t).
\end{align*}
\] (3.26)
These properties in (3.26) at time $t$ are functions of the pressure distributions $p_{i,t}$ at time $t$. Now, the pressure distribution $p_{i,t}$ at time $t$ is a function of the collision term (that includes forcing) at time $t-1$, and further, the collision term at time $t-1$ is a function of the properties $u_{t-1}^{(x)}$, $u_{t-1}^{(y)}$, $p_{t-1}$ at time $t-1$. Upon tracing this chain of dependence we clearly observe the state at time $t$ is an explicit function of the state at time $t-1$. The equations involved are broken down into full details in (A.1)-(A.4) in the Appendix.

To compute $G_t$, 

$$w_t = Q_t(w_{t-1}, \alpha_{t-1})$$

can be written as

$$w_t = \begin{bmatrix} u_t^{(x)} \\ u_t^{(y)} \\ p_t \end{bmatrix} = \begin{bmatrix} Q_1^1(w_{t-1}, \alpha_{t-1}) \\ Q_1^2(w_{t-1}, \alpha_{t-1}) \\ Q_1^3(w_{t-1}, \alpha_{t-1}) \end{bmatrix},$$  \hspace{1cm} (3.27)

and thus,

$$G_t = \frac{\partial Q_t}{\partial w_{t-1}} = \begin{bmatrix} \frac{\partial Q_1^1}{\partial u_{t-1}^{(x)}} & \frac{\partial Q_1^1}{\partial u_{t-1}^{(y)}} & \frac{\partial Q_1^1}{\partial p_{t-1}} \\ \frac{\partial Q_1^2}{\partial u_{t-1}^{(x)}} & \frac{\partial Q_1^2}{\partial u_{t-1}^{(y)}} & \frac{\partial Q_1^2}{\partial p_{t-1}} \\ \frac{\partial Q_1^3}{\partial u_{t-1}^{(x)}} & \frac{\partial Q_1^3}{\partial u_{t-1}^{(y)}} & \frac{\partial Q_1^3}{\partial p_{t-1}} \end{bmatrix}. $$

Next, we compute the entries of $G_t$. Let us take for example $\frac{\partial Q_1^1}{\partial u_{t-1}^{(x)}}$, the $(1,1)^{th}$ entry of $G_t$. On the first equation of (3.26), we apply the differential operator $\frac{\partial}{\partial u_{t-1}^{(x)}}$, thus we have

$$\frac{\partial}{\partial u_{t-1}^{(x)}} u^{(x)}((x_i, y_j), t) = \frac{\partial}{\partial u_{t-1}^{(x)}} p_1((x_i, y_j), t) - \frac{\partial}{\partial u_{t-1}^{(x)}} p_3((x_i, y_j), t) + \frac{\partial}{\partial u_{t-1}^{(x)}} p_5((x_i, y_j), t) - \frac{\partial}{\partial u_{t-1}^{(x)}} p_6((x_i, y_j), t) - \frac{\partial}{\partial u_{t-1}^{(x)}} p_7((x_i, y_j), t) + \frac{\partial}{\partial u_{t-1}^{(x)}} p_8((x_i, y_j), t).$$  \hspace{1cm} (3.28)
For each terms of (3.28), we have applied the differential operator \(\frac{\partial}{\partial u_{t-1}^{(x)}}\) which means applying the chain rule tracing along the sequence of dependence that ultimately leads to \(u_{t-1}^{(x)}\). This is demonstrated in full details in (A.7)-(A.10) of the Appendix. Similarly, the same procedure is applied to obtain the rest of the entries of \(G_t\) and once all the entries of \(G_t\) are computed, we proceed to the computation of the adjoint states from the adjoint equation (3.24)

\[
\psi_T = \gamma_T, \quad \psi_t = G_t^{T+1}\psi_{t+1} + \gamma_t, \quad t = T - 1, \ldots, 1.
\]

From our computations, it is an observation worthy of emphasis that for each time \(t\), the computation of the adjoint states through the adjoint equation done in reverse time can also be viewed as some sort of LBM since the procedure keeps the collision, forcing, streaming and application of rules for boundaries which operates on derivatives of the properties \(u_t^{(x)}, u_t^{(y)}, p_t\) and of the pressure distributions (or particle distributions, due to original LBM formulation.)

To visualize, Figure 3.3 shows the adjoint states of a simulated flow. First, the figures on the left column show the evolution of the macroscopic properties \(u(x), u(y)\) and \(p\) from time \(t = 1, \ldots, 200\) for fluid of viscosity \(1\), with initial velocity \(u_0^{(x)}\) having a parabolic profile with maximum value \(u_{0,\text{max}}\) and \(u_0^{(y)} = 0\), driven by constant volume force \(\alpha = (-1, 0)\). The trend of \(u_t^{(x)}\) can be followed as the parabola marked by \(\times\) represents \(u_1^{(x)}\), the parabola marked by \(\circ\) gives \(u_{10}^{(x)}\), \(\triangleright\) gives \(u_{50}^{(x)}\), \(\ast\) gives \(u_{100}^{(x)}\), \(\cdot\) is for \(u_{180}^{(x)}\) and \(+\) is for \(u_{200}^{(x)}\). \(u_t^{(x)}\) is characterized by computational noise and \(p\) remains 1 for each node throughout time \(t = 1\). We assign the desired states to be those driven by constant force \(\alpha = (0.1, 0)\) from time \(t = 1, \ldots, 200\). Computed through the adjoint equation (3.23), we see the adjoint states \(\psi_1^{(1)}, \psi_1^{(2)}\) and \(\psi_1^{(3)}\) on the left column of Figure 3.3. It is interesting to observe the trends of \(\psi_t^{(1)}\) and \(\psi_t^{(2)}\), reverse in time, followed as the markings: \(+\) for \(t = 200\), \(\cdot\) for \(t = 180\), \(\ast\) gives \(t = 100\), \(\triangleright\) gives \(t = 50\), \(\circ\) gives \(t = 10\) and \(\times\) represents \(t = 1\). From \(t = 200\) to \(t = 1\), \(\psi_1^{(1)}\) grows and extends along the negative direction until it reaches a peak and retracts back to zero. \(\psi_1^{(2)}\) grows and extends along the negative and positive direction until it reaches a peak and retracts back to zero and \(\psi_1^{(3)}\) is characterized by numerical noise. As an interpretation, by looking at the construction of the adjoint equation, \(\psi_t^{(1)}\) can be viewed as a combination of the rate of changes of \(u(x), u(y)\) and \(p\) with respect to \(u(x)\). \(\psi_t^{(2)}\) can be regarded as a combination of the rate of changes of \(u(x), u(y)\) and \(p\) with respect to \(u(y)\), and similarly, \(\psi_t^{(3)}\), with respect to \(p\).

Similar to the computation of \(G_t\), we determine \(H_t = \frac{\partial Q_t}{\partial \alpha_{t-1}}(u_{t-1}, \alpha_{t-1})\). Following the
Figure 3.3: The evolution of the macroscopic properties $u^{(x)}, u^{(y)}$ and $p$ from time $t = 1, \ldots, 200$, and the corresponding adjoint states computed from time $t = 200, \ldots, 1$
breakdown of $Q_t$ given by (3.27), we have

$$H_t = \frac{\partial Q_t}{\partial \alpha_{t-1}} = \begin{bmatrix}
\frac{\partial Q^1_t}{\partial \alpha^{(x)}_{t-1}} & \frac{\partial Q^1_t}{\partial \alpha^{(y)}_{t-1}} \\
\frac{\partial Q^2_t}{\partial \alpha^{(x)}_{t-1}} & \frac{\partial Q^2_t}{\partial \alpha^{(y)}_{t-1}} \\
\frac{\partial Q^3_t}{\partial \alpha^{(x)}_{t-1}} & \frac{\partial Q^3_t}{\partial \alpha^{(y)}_{t-1}}
\end{bmatrix},$$

whose entries are also obtained by applying the differential operator $\frac{\partial}{\partial \alpha^{(x)}_{t-1}}$ or $\frac{\partial}{\partial \alpha^{(y)}_{t-1}}$ which means applying the chain rule along the sequence of dependence that ultimately leads to $\alpha^{(x)}_{t-1}$ or $\alpha^{(y)}_{t-1}$ demonstrated in full details in (A.13)-(A.16) of the Appendix. Finally, the gradient is computed through

$$g_t = H_t^T \psi_t + h_t, \quad t = 1, \ldots, T.$$

As a side remark, we may consider when the gradient is computed with the finite difference approximation

$$\nabla \varphi(\alpha) \cdot e_i \approx \frac{\varphi(\alpha + h e_i) - \varphi(\alpha)}{h},$$

where $e_i$ is a vector with 1 on the $i^{th}$ position and 0 elsewhere, as a simple test and compare this with the results of the discrete adjoint method we discussed above. To illustrate, assuming a constant volume force $\alpha = (\alpha^{(x)}, \alpha^{(y)})$ driving the flow acting as a control, let us set the desired states to be those driven by constant force $\alpha = (0.1, 0)$, set $h = 10^{-7}$ and compute the gradient of the objective function with respect to the control using discrete adjoint method and the finite difference approximation given above. Figure 3.4 compares $\alpha^{(x)}$-component of the gradient (i.e. the derivative of the objective with respect to $\alpha^{(x)}$) resulting from the finite difference approximation and the discrete adjoint method over samples of $\alpha \in [-0.6, 0.9] \times [-0.05, 0.05]$ as the bottom figure shows their difference that is within $10^{-6}$ order of magnitude. Figure 3.5 compares the $\alpha^{(y)}$-component of the gradient for the two methods and the bottom figure shows their difference.

Note that in our discrete adjoint method implementation, for a certain control all the components of the gradient is computed within one forward sweep and one backward sweep as described in Section 3.3. In contrast, with the finite difference approximation, we have to do one forward simulation with control $\alpha + h e_i$ to obtain the macroscopic quantities then solve for the value of the objective $\varphi(\alpha + h e_i)$, and then perform another forward sweep for $\varphi(\alpha)$. And since we compute each component of the gradient, we
Figure 3.4: Comparing the $\alpha^{(x)}$-component of the gradient using the discrete adjoint method and the finite difference approximation
Figure 3.5: Comparing the $\alpha^{(y)}$ component of the gradient using the discrete adjoint method and the finite difference approximation
repeat the procedure for all \( i \). Hence in general cases, finite difference approximation will be expensive when the control has many components (e.g. when other parameters are introduced in the control or when control varies for each node and for each point in time).
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At this point it is clear that we seek for the control $\alpha$ that minimizes the objective $\varphi$. We wish to do this in a systematic way such that we may not be forced to compute the value of $\varphi$ for every possible control $\alpha$ there is. We take note that computation of $\varphi$ amounts to some expense and we do not want compute this value whenever they are not necessary. This choice of such systematic way shall then determine whether the optimal control problem is solved quickly or slowly or the optimal control is not found at all. However, since we do not wish to compute the value of $\varphi$ for too many $\alpha$’s, we can not have a good overall picture of the shape of $\varphi$ and we hope that $\varphi$ does not take a sharp drop in some regions where we do not sample the value of $\varphi$.

4.1 Recognizing solutions

A natural question that arises is how to recognize or verify that indeed a variable $\alpha$ is a minimizer of a certain function $\varphi$. We follow for the discussion the definitions and theorems from [16].

**Definition** A point $\alpha^*$ is a **global minimizer** if $\varphi(\alpha^*) \leq \varphi(\alpha)$ for all $\alpha \in D$, where $D$ is the domain of interest.

The global minimizer is difficult to find because usually the knowledge of $\varphi$ is only local. We have the following definition:

**Definition** A point $\alpha^*$ is a **local minimizer** if there is neighborhood $\mathcal{N}$ of $\alpha^*$ such that $\varphi(\alpha^*) \leq \varphi(\alpha)$ for all $\alpha \in \mathcal{N} \subset D$. 
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Most algorithms are able to find only a local minimizer, which is the point that achieves the smallest value of $\varphi$ in its neighborhood. It is usually difficult to find the global minimizers for functions that are wavy (with many oscillations) as algorithms for finding the global minimizers get caught up and stuck at local minimizers. In contrast, when functions are smooth, there are more efficient and practical ways to identify local minima. Further, an important set of special of functions known as convex functions are functions for which every local minimizer is also a global minimizer.

To study the minimizers of smooth functions we begin with the following theorem:

**Theorem 4.1.1** *(Taylor’s Theorem)* Suppose that $\varphi : \mathbb{R}^n \to \mathbb{R}$ is continuously differentiable and that $s \in \mathbb{R}^n$. Then we have that

$$
\varphi(\alpha + s) = \varphi(\alpha) + \nabla \varphi(\alpha + \xi s)^T s
$$

for some $\xi \in (0, 1)$.

Assuming $\alpha^*$ is a local minimizer, we try to determine implications of this on $\nabla \varphi(\alpha^*)$. We shall call these the necessary conditions for optimality. We have the following theorem:

**Theorem 4.1.2** *(First-Order Necessary Conditions)* If $\alpha^*$ is a local minimizer and $\varphi$ is continuously differentiable in an open neighborhood of $\alpha^*$, then $\nabla \varphi(\alpha^*) = 0$.

**Proof** Let us prove this by contradiction. Suppose that $\nabla \varphi(\alpha^*) \neq 0$. Let us define the vector $s = -\nabla \varphi(\alpha^*)$ and note that $s^T \nabla \varphi(\alpha^*) = -||\nabla \varphi(\alpha^*)|| < 0$. Because $\nabla \varphi$ is continuous near $\alpha^*$, there is a scalar $T > 0$ such that

$$
 s^T \nabla \varphi(\alpha^* + \xi s) < 0, \quad \text{for all } \xi \in [0, T].
$$

For any $\bar{\xi} \in (0, T]$, we have by Taylor’s theorem that

$$
\varphi(\alpha^* + \bar{\xi} s) = \varphi(\alpha^*) + \bar{\xi} s^T \nabla \varphi(\alpha^* + \bar{\xi} s), \quad \text{for some } \bar{\xi} \in (0, \bar{\xi}).
$$

Therefore, $\varphi(\alpha^* + \bar{\xi} s) < \varphi(\alpha^*)$ for all $\bar{\xi} \in (0, T]$. We have found a direction leading away from $\alpha^*$ along which $\varphi$ decreases, so $\alpha^*$ is not a local minimizer. This is a contradiction. \hfill $\square$

We call $\alpha^*$ a **stationary point** if $\nabla \varphi(\alpha^*) = 0$. Hence, according to Theorem 4.1.2, any local minimizer must be a stationary point. In addition, when the objective function is convex, local and global minimizers are simple to characterize. We have the following:

**Theorem 4.1.3** When $\varphi$ is convex, any local minimizer $\alpha^*$ is a global minimizer $\varphi$. If in addition $\varphi$ is differentiable, then any stationary point $\alpha^*$ is a global minimizer of $\varphi$. 

4.2 Descent methods

The last several decades have seen the development of powerful optimization methods for optimization problems [16]. Typically, optimization methods are iterative algorithms for finding solutions of minimization problems. Here, the user supplies a starting point $\alpha_0$ and the algorithm generates a sequence of iterates $\{\alpha_k\}$ that terminates when either a minimizer has been approximated by some sufficiency criteria or when no more progress can be made. Among such methods, a general class of methods known to be globally convergent are the descent methods [10]. The idea of descent methods is to find, at the current $k^{th}$ iterate $\alpha_k$, a direction $s_k$ such that $\varphi(\alpha_k + \xi s_k)$ is decreasing at $\xi = 0$. To decide how to move from one iterate to the next, the descent method uses information about the function $\varphi$ at $\alpha_k$ and possibly also information about $\alpha_0, \ldots, \alpha_{k-1}$ and find a new iterate $\alpha_{k+1}$ giving a smaller function value than $\alpha_k$. An algorithm of a general descent method is presented in Algorithm 2.

Algorithm 2 General descent method

Choose an initial point $\alpha_0$.

for $k = 0, 1, \ldots$ do
  if $\nabla \varphi(\alpha_k) = 0$ then
    Stop.
  end if
  Choose a descent direction $s_k$.
  Choose a step size $\delta_k > 0$.
  Set $\alpha_{k+1} = \alpha_k + \delta_k s_k$.
end for

4.2.1 Choice of Search Direction

In using the descent method, one major consideration needed to be taken is the choice of the descent direction. The steepest descent direction $-\nabla \varphi(\alpha_k)$ is the most obvious choice for search direction since intuitively, among all the directions we could move from $\alpha_k$, it is the one along $\varphi$ decreases most rapidly. Further, if $s_k = -\nabla \varphi(\alpha_k) = -\nabla \varphi_k$, then

$$s_k^T \nabla \varphi_k = -||\nabla \varphi(\alpha_k)|| < 0,$$

and this property guarantees that the function $\varphi$ can be reduced along this direction along $s_k$. Hence, we have an algorithm that finds a local minimum of a function using gradient
descent where one takes steps proportional to the negative of the gradient of the function at the current point. This is called the **method of steepest descent** or **gradient descent**.

### 4.2.2 Choice of Step Length

The success of the descent method does not only depend on appropriate and effective choice of the descent direction \( s_k \). It also depends on the choice of step length \( \delta_k \) for each iteration. In the descent method, it is an important consideration to decide how far to move along the descent direction. In choosing the step length \( \delta_k \), we aim that the resulting \( \delta_k \) gives a substantial decrease of \( \varphi \) but at the same time we do not want to spend too much effort on coming up with the choice. The best choice for \( \delta_k \) is obviously is

\[
\delta_k = \arg \min_{\delta > 0} \varphi(\alpha_k + \delta s_k),
\]

but this is expensive to compute. However, a practical strategy is to perform an inexact approximate to this giving \( \varphi \) sufficient reduction where the computation is less expensive.

An inexact approximation providing an efficient way of computing an acceptable step length \( \delta_k \) that reduces the cost in some measure of sufficiency is stipulated by the Wolfe conditions. A step length \( \delta_k \) is said to satisfy the Wolfe conditions if the following two inequalities hold:

\[
\begin{align*}
\varphi(\alpha_k + \delta s_k) &\leq \varphi(\alpha_k) + c_1 \delta s_k^T \nabla \varphi(\alpha_k), \quad (4.1) \\
\n s_k^T \nabla \varphi(\alpha_k + \delta s_k) &\geq c_2 s_k^T \nabla \varphi(\alpha_k), \quad (4.2)
\end{align*}
\]

with \( 0 < c_1 < c_2 < 1 \). Inequality (4.1) is known as the **sufficient decrease** or the **Armijo condition** which ensures that \( \delta_k \) decreases \( \varphi \) sufficiently and (4.2) is the **curvature condition** which makes sure that the slope of the function \( \varphi(\alpha_k + \delta s_k) \) at \( \delta_k \) is greater than \( c_2 \) times that at \( \delta = 0 \).

However, if the algorithm chooses its candidates appropriately, we can dispense (4.2) and just use the sufficient decrease condition to terminate the search for the proper step length. This is done through the **backtracking approach** (see [16]). For clarity, from what we gathered, we present in Algorithm 3 the algorithm of the backtracking steepest descent method using the Armijo condition that we shall adapt in our implementation.
Algorithm 3 Steepest Descent for minimizing $\varphi$

Set iteration counter $k = 0$ and initial guess for the control $\alpha_0 = (\alpha_0^{(x)}, \alpha_0^{(y)})$.

\begin{algorithm}
\textbf{while} $||\nabla \varphi(\alpha_k)|| > \text{tol},$ \textbf{do}

Compute the descent direction $s_k$, we take $s_k = -\nabla \varphi(\alpha_k)$.

Select a step length $\delta_k$ to somehow minimize $\varphi(\alpha_k + \delta s_k)$ over $\delta \in \mathbb{R}$. We do this by employing the Backtracking Line Search Method which uses the Sufficient Decrease/Armijo’s condition. Set iteration counter $j = 0$, initial step length guess $\delta^0 > 0$ and choose $\omega \in (0, 1)$ and $\kappa \in (0, 1)$.

\begin{algorithm}
\textbf{while} $\varphi(\alpha_k + \delta^j s_k) > \varphi(\alpha_k) + \kappa \delta^j s_k^T \nabla \varphi(\alpha_k)$ $(= \varphi(\alpha_k) + \kappa \delta^j (-||\nabla \varphi(\alpha_k)||^2))$, \textbf{do}

$\delta^{j+1} = \omega \delta^j$.

$j = j + 1$.

\textbf{end while}$

Set $\delta_k = \delta^j$.

Update $\alpha_{k+1} = \alpha_k + \delta_k s_k$.

$k = k + 1$.

\textbf{end while}$
\end{algorithm}

\end{algorithm}
4.3 Implementation, Results and Discussions

In this section we implement our algorithm and present and analyze the obtained results. We adapt notations as they were in Subsection 3.4.1. For our implementation, we apply the following numerical integration rule for the evaluation of the objective function and the gradient norm. For the objective function $\varphi$, we have

$$
\varphi(w_t, \alpha_t) = \frac{1}{2} \int_{\Omega \times T} |w_t - w^d_t|^2 + \frac{\lambda}{2} \int_{\Omega \times T} |\alpha|^2 \\
= \frac{1}{2} \int_{\Omega \times T} \left( (u_t(x) - u^d_t(x))^2 + (u_t(y) - u^d_t(y))^2 + (p_t - p^d_t)^2 \\
+ \frac{\lambda}{2} \int_{\Omega \times T} \alpha_t^2 + \alpha_t^2 \right)
$$

where $w_t \equiv w((x_i, y_j), t)$ and $\alpha_t \equiv \alpha((x_i, y_j), t)$. Further, the norm of the gradient is given by

$$
\|g_t\|_{L^2(\Omega \times T)} = \left( \int_{\Omega \times T} |g_t|^2 \right)^{\frac{1}{2}} \\
= \left( \int_{\Omega \times T} \left[ g_t^{(x)2} + g_t^{(y)2} \right] \right)^{\frac{1}{2}} \\
= \left( \frac{1}{T - 1} \frac{1}{m - 1} \frac{1}{n - 1} \sum_{t=1}^{T} \sum_{i=1}^{m} \sum_{j=1}^{n} \left[ g_t^{(x)2} + g_t^{(y)2} \right] \right)^{\frac{1}{2}}
$$

where $g_t \equiv g((x_i, y_j), t)$.

We first identify a desired state whose behavior is what we aim our simulated flow to achieve. As required by the algorithm to supplied by the user, we start with an initial guess for the forcing. We use the LBM as the (forward) solver of the states as we presented in Chapter 2. We then proceed with computing the adjoint states through the adjoint method (backward) solver allowing us to compute the gradient of the objective function, as presented in Chapter 3, giving us the descent direction enabling us to update the forcing iterate leading us to a new forcing, new control yielding a smaller value of the objective. This results to a new forcing which then requires another forward simulation of the states
and backward computation of the adjoint states leading to a new gradient. The process continues until we detect a stationary point.

### 4.3.1 Flow on an infinite channel

First, we test our implementation of the algorithm for control of fluid flows on an infinite channel. We simulate flows on a $50 \times 40$ lattice mesh. In this simulation, the periodic boundary conditions are used on the inlet and outlet of our constructed lattice and the bounce-back boundary conditions are used for the no-slip boundary conditions on the channel walls. Assuming a fluid on an infinite channel with kinematic viscosity of 1 throughout time $t = 1, \ldots, 100$ where the fluid has a zero initial velocity, we consider the states of a flow driven by a constant volume force of $\alpha = (0.1, 0)$. Let us refer to the generated states as the desired states for the optimal control problem.

An interesting inquiry for the optimal control problem to test the algorithm would be: on a fluid of a kinematic viscosity of 1, what driving force, constant throughout all the nodes of the domain and throughout each time $t = 1, \ldots, 100$, should one employ so as to influence the behavior of the states of the simulation for it to be "close" as possible to those of the desired states. In other words, this problem tests whether the algorithm finds the solution that we already know which is obviously $\alpha = (0.1, 0)$. We use a stopping criteria demand the program to terminate when $||\nabla \varphi|| \leq 10^{-7}$, machine precision, is assigned.

Favorable results are obtained and are presented in Table 4.1. An arbitrary starting point of $\alpha_0 = (-0.09, -0.0015)$ for the iteration procedure of steepest descent was chosen. It is apparent from this table that there is a clear trend of decreasing for the values of $\varphi$ and $||\nabla \varphi||$ towards zero. This is expected since we want to minimize $\varphi$ and due to the first-order necessary condition, if we are approaching the minimum, then $||\nabla \varphi|| \to 0$. The number of Armijo sub-iterations are also given on the table. For each main iteration of the steepest descent method, we set an initial guess $\delta = 10$ for the step length and the Armijo condition determines which step length gives a sufficient decrease for the objective function by reducing it a reduction rate of $\omega$ assigned to be 0.1 until the appropriate step length is determined and identified as $\delta_k$. Observe that for the selected $k^{th}$ iterates shown in the table, 2 Armijo sub-iterations were performed. This means $\delta_k = 0.1$ for these values of $k$ provided in the table. The program terminates when a stationary point is sufficiently approximated at $k = 58$ as imposed by the stopping criteria. Affirmative results shown clearly tells that the iterates $\{\alpha_k\}$ for the control converges to $\alpha = (0.1, 0)$. Figure 4.1 visualizes the generated $u_t^{(z)}$ for certain obtained iterates of the steepest descent method with respect to the desired $u_t^{(z)}$. We visualize and observe the behavioral trend of the velocities $u_t^{(z)}$ as the effect of the control for $k = 1, 5, 10$ and 58.
Table 4.1: Sequence of iterates generated by the steepest descent method for optimal control on an infinite channel assuming a starting control point \( \alpha_0 = (0.09, -0.0015) \) where the solution is \( \alpha = (0.1, 0) \)
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Figure 4.1: An illustration of the velocities $u^{(x)}_k$ as the effect of the obtained control for selected iterates of the steepest descent method $k = 1, 5, 10$ and $58$
Figure 4.2 illustrates the contour map of the objective function over the subdomain $[0.04,0.14] \times [0.015,-0.015]$. It is clear in the map that the objective attains its minimum at $(0.1,0)$. The orange line traces the path of the control iterates obtained from steepest descent method with the points marked by * are the control generated by the algorithm starting from the initial guess $\alpha = (-0.09,-0.0015)$ as it approach $(0.1,0)$. Therefore, we see that method of steepest descent leads us to $(0.1,0)$, i.e., to the point where the value of the function $\varphi$ is minimal. It is important to note however that producing this map is extremely expensive since this requires evaluation of $\varphi$ for a good number of control points to get an accurate shape of $\varphi$. As we have explained in the beginning of the chapter, we do not want to do such. This is being remedied by the steepest descent as it computes only necessary evaluations to reach the optimal control.

![Contour Map](image)

Figure 4.2: The contour map of the objective function for optimal control on an infinite channel where the solution is $\alpha = (0.1,0)$

For the same desired case, we also test different initial guesses such as $\alpha_0 = (0.15,0.0005)$, $\alpha_0 = (0,0)$, etc. but are omitted here since they yield similar favorable results. For $\alpha_0 = (0.15,0.0005)$, stationary point is approximated after 53 iterations, and for $\alpha_0 = (0,0)$, after 56.

Now, we test the algorithm when the desired states are those generated when a zero forcing is applied. This suggests that we verify whether the algorithm finds the solution that is known to be $\alpha = (0,0)$. An arbitrary starting point of $\alpha_0 = (0.2,-0.004)$ for the iteration procedure was chosen. Table 4.2 affirms that the iterates $\{\alpha_k\}$ for the control converges
Table 4.2: Sequence of iterates generated by the steepest descent method for optimal control on an infinite channel assuming a starting control point $\alpha_0 = (0.2, -0.004)$ where the solution is $\alpha = (0, 0)$

| $\varphi$     | $||\nabla \varphi||$ | $\alpha^{(x)}$ | $\alpha^{(y)}$ | $k$ | armijo steps |
|---------------|----------------------|-----------------|-----------------|----|-------------|
| 156.83        | 0.53916              | 0.2             | -0.004          | 1  |             |
| 99.794        | 0.41817              | 0.15949         | -0.0038791      | 2  | 2           |
| 63.491        | 0.32738              | 0.12715         | -0.0037145      | 3  | 2           |
| 40.38         | 0.25794              | 0.10135         | -0.0035279      | 4  | 2           |
| 25.672        | 0.20407              | 0.080757        | -0.0033335      | 5  | 2           |
| 2.66          | 0.064683             | 0.025839        | -0.002436       | 10 | 2           |
| 0.28337       | 0.020653             | 0.0082287       | -0.0017581      | 15 | 2           |
| 0.048343      | 0.0086509            | -0.0034518      | -0.00049388     | 20 | 2           |
| 0.0053951     | 0.0027595            | -0.0010936      | -0.00035558     | 25 | 2           |
| 0.00088621    | 0.0011539            | 0.00045943      | -9.9497e-005    | 30 | 2           |
| 0.0001513     | 0.00048386           | -0.00019306     | -2.7835e-005    | 35 | 2           |
| 1.6903e-005   | 0.00015432           | -6.1148e-005    | -2.0039e-005    | 40 | 2           |
| 2.7745e-006   | 6.4539e-005          | 2.5695e-005     | -5.6061e-006    | 45 | 2           |
| 4.7347e-007   | 2.7063e-005          | -1.0797e-005    | -1.5683e-006    | 50 | 2           |
| 5.2973e-008   | 8.6322e-006          | -3.4199e-006    | -1.1291e-006    | 55 | 2           |
| 8.6864e-009   | 3.6998e-006          | 1.4371e-006     | -3.1586e-007    | 60 | 2           |
| 1.4816e-009   | 1.5136e-006          | -6.0388e-007    | -8.8365e-008    | 65 | 2           |
| 9.4564e-010   | 1.2035e-006          | -4.7984e-007    | -8.2744e-008    | 66 | 2           |
| 6.0599e-010   | 9.5716e-007          | -3.8127e-007    | -7.748e-008     | 67 | 2           |

4.3.2 Flow in a Cavity

We test our implementation of the algorithm for fluid flows in a cavity. We simulate flows on a $50 \times 40$ lattice mesh. Here, the bounce-back boundary conditions are used to stipulate the no-slip boundary conditions on all the 4 walls of the cavity. We assume that the fluid has a kinematic viscosity of 2.5. The desired states are those states from $T = 1, \ldots, 100$ generated when the fluid has a zero initial velocity and there is zero forcing applied.

We assign an initial guess $\alpha_0 = (0.0027, -0.0027)$ as the constant volume forcing throughout time as a starting point for the control. From this, the algorithm shall search for the control that will minimize the objective function. Clearly, the solution is $\alpha = (0, 0)$. Hence, we expect the algorithm to generate a sequence of iterates $\{\alpha_k\}$ for the control that converges to $\alpha = (0, 0)$. A stopping criteria commands the program to terminate when $||\nabla \varphi|| \leq 10^{-16}$, machine double precision, is assigned.
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Table 4.3: Sequence of iterates generated by the steepest descent method for optimal control on fluid in a cavity assuming a starting control point $\alpha_0 = (0.0027, -0.0027)$ where the solution is $\alpha = (0, 0)$

| $\varphi$  | $||\nabla \varphi||$ | $\alpha^{(c)}$ | $\alpha^{(g)}$ | $k$ | armijo steps |
|-----------|-----------------|--------------|---------------|----|--------------|
| 0.047676  | 0.0049905       | 0.0027       | -0.0027       | 1  |              |
| 0.0053097 | 0.0010622       | -0.00079628  | -0.0014286    | 2  | 1            |
| 0.0022448 | 0.00069076      | -0.00057793  | -0.0008992    | 3  | 1            |
| 0.00096238| 0.00045234      | -0.00041946  | -0.00056657   | 4  | 1            |
| 0.00041934| 0.00029863      | -0.00030444  | -0.00035648   | 5  | 1            |
| 8.7731e-006| 4.3216e-005     | -6.1322e-005| -3.4718e-005  | 10 | 1            |
| 2.7615e-007| 7.6687e-006     | -1.2354e-005| -3.2575e-006  | 15 | 1            |
| 1.0474e-008| 1.4936e-006     | -2.489e-006  | -2.7987e-007  | 20 | 1            |
| 4.1931e-010| 2.9882e-007     | -5.015e-007  | -1.8471e-008  | 25 | 1            |
| 1.6995e-011| 6.0159e-008     | -1.0105e-007| 9.7796e-011   | 30 | 1            |
| 6.9036e-013| 1.2125e-008     | -2.0361e-008| 4.0442e-010   | 35 | 1            |
| 2.8046e-014| 2.4438e-009     | -4.1027e-009| 1.2024e-010   | 40 | 1            |
| 1.1391e-015| 4.9251e-010     | -8.267e-010  | 2.8131e-011   | 45 | 1            |
| 4.6261e-017| 9.925e-011      | -1.6658e-010| 6.061e-012    | 50 | 1            |
| 1.8785e-018| 2e-011          | -3.3565e-011| 1.261e-012    | 55 | 1            |
| 7.6275e-020| 4.0301e-012     | -6.7634e-012| 2.5807e-013   | 60 | 1            |
| 3.097e-021 | 8.1207e-013     | -1.3628e-012| 5.2403e-014   | 65 | 1            |
| 1.2575e-022| 1.6363e-013     | -2.7461e-013| 1.0597e-014   | 70 | 1            |
| 5.1051e-024| 3.2971e-014     | -5.5331e-014| 2.1404e-015   | 75 | 1            |
| 2.0746e-025| 6.6468e-015     | -1.115e-014  | 4.3337e-016   | 80 | 1            |
| 8.4545e-027| 1.3421e-015     | -2.2501e-015| 8.9191e-017   | 85 | 1            |
| 4.4348e-027| 9.72e-016       | -1.6329e-015| 6.5446e-017   | 90 | 1            |
Table 4.3 shows the sequence of iterates for $\varphi, ||\nabla \varphi||$ and $\alpha$ generated by the steepest descent method for optimal control on fluid in a cavity where $k$ is the iterate number. The number of Armijo sub-iterations are also given on the table. For each main iteration of the steepest descent method, we assign an initial guess $\delta = 10$ for the step length and the Armijo condition determines which step length gives a sufficient decrease for the objective function by reducing it a reduction rate of $\omega$ assigned to be 0.1 until the appropriate step length is determined and identified as $\delta_k$. Table 4.3 provides us with the values of $\varphi$ and it is apparent they decrease to zero as expected due to the Armijo condition guaranteeing the decrease in the objective value for each iteration. Observe that for the selected $k^{th}$ iterate, 1 Armijo sub-iteration were performed. This means $\delta_k = 1$ for these values of $k$ provided in the table. We also expect due to the first order necessary condition that $||\nabla \varphi||$ should approach zero. The program terminates when a stationary point is sufficiently approximated at $k = 86$.

Figure 4.3 illustrates the contour map of the objective function over the subdomain $[-0.003, 0.003]^2$. Evidently, we see that the objective attains its minimum at (0,0). The orange line traces path of the control iterates obtained from steepest descent method with the points marked by * are the control generated by the algorithm starting from the initial guess $\alpha = (0.0027, -0.0027)$ as it approach (0,0). Therefore, we see that method of steepest descent leads us to (0,0), i.e., to the point where the value of the function $\varphi$ is minimal. We note once again that this is expensive map is produced only for the reason that it may be interesting to demonstrate the trend of the iterates produced by the steepest descent method.
Figure 4.3: The contour map of the objective function for optimal control on fluid in a cavity where the solution is $\alpha = (0, 0)$
Chapter 5

Conclusion

A number of accomplishments have been achieved in this work. We have studied the Lattice Boltzmann method and examined its treatment that sets it apart from the typically-used schemes of simulating fluid flow and solving the incompressible Navier-Stokes equation. We have seen that the LBM uses molecular particle populations called distribution functions to model the space and time-averaged microscopic movements of fluid particles, and is governed by streaming and collision processes where the collision rule is set so that the incompressible Navier-Stokes equations are satisfied. We have considered 2-dimensional fluid flows driven by an external force and introduced a simple forcing term to the LBM evolution equation. We have used the D2Q9 LBM model, a 2-dimensional LBM model that makes use of 9-velocity directions, and fluid have been simulated for cases on flow on an infinite channel and flow on a cavity, differing in the boundary conditions applied.

We have defined an optimal control problem on fluids composed of the state (the macroscopic properties of fluid), the control (the external forcing), the objective function, which indicates a measure of the deviation of the behavior of a simulated flow with respect to a desired flow behavior, and the constraint (the incompressible Navier-Stokes equation). We have also introduced the treatment we want to employ in solving the optimal control problem which is to ”discretize then optimize.” This suggests that we minimize an objective function such that the LBM solver serves as the discretized representation of the optimization constraint. The work has also given an account of and the reasons for the use of the discrete adjoint method. We have seen that the discrete adjoint method allows efficient evaluation of the derivative (the gradient) of the objective function that depends on the solution of a discretized PDE where the derivative is computed inexpensively by introducing a set of variables called the adjoint states that is computed through a backward solver derived from the LBM forward-solver.
Chapter 5: Conclusion

The negative of the computed gradient has then been used as the choice of the direction of descent in the descent method for finding the optimal control - the local minimizer of the objective function. An algorithm has been proposed and implemented. As a test case, we have performed the optimization to find the optimal control, constant throughout all the nodes of the lattice and throughout time that yields the simulated flow that best behaves like the desired states. We have investigated and assessed the application of the method of steepest descent for flows on an infinite channel and flows in a cavity.

Above all, this explorative study has developed insights and understanding to the "discretize then optimize" attack on an optimal control problem employing the LBM to compute states forward time and an LBM-type solver to compute adjoint states backward in time. Competencies, in comparison to other techniques, and limitations of this numerical scheme shall lead to a better understanding of its implications on various applications and lead the way to further research for the improvement and extension of such scheme.

5.1 Limitations and recommendations for further work

However, a number of limitations restrains the results of this work and opens up to extensions for further work and investigation. First, we have only surveyed flows in 2-dimensions with the use of D2Q9 model. Note that other models are also available in 2D and 3D. Many authors proposed modifications for the bounce-back boundary condition, (e.g. in [24] and [11]) for better accuracy, hence they may also be considered since we have only used a simple reflection rule in our implementation. We have also made an assumption of a convenient and simplified form of the forcing term which we use as the control in the optimization problem. Different representation of the forcing term have also been proposed (e.g. in [7] or [23]), thus, investigations may be needed to examine the effect of such forcing term in accuracy and stability of the LBM with regards to satisfying the incompressible Navier-Stokes equation. Further work needs to be done to establish the most suitable forcing term depending on the dictates of the application. Moreover, we have to note that modifying the forcing term will change the adjoint equation. Also, for the optimal control problem, the study was limited by a control that is constant throughout space and time. Other objective functions can also be considered. Furthermore, the steepest descent method has also been criticized for taking too long to converge to a local minimum. Note that several works have proposed techniques to accelerate the steepest descent (e.g. [1] and [17]) and other methods apart from the steepest descent method can also be performed (see [16]). Finally, it will also be interesting to compare our findings to the results of the "optimize then discretize" track, and possibly, to the results of the other Navier-Stokes equations solvers apart from the LBM.
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Appendix

A.1 Full details of the computations of the adjoint states and gradient

Following the proposed model of [8] for the incompressible Navier Stokes equation, we have here the LBM model of the flow on an infinite channel full detailed in the following anatomization:

The macroscopic properties are given by

\[
\begin{align*}
  u^{(x)}((x_i, y_j), t) &= p_1((x_i, y_j), t) - p_3((x_i, y_j), t) + p_5((x_i, y_j), t) - p_6((x_i, y_j), t) - p_7((x_i, y_j), t) + p_8((x_i, y_j), t) \\
  u^{(y)}((x_i, y_j), t) &= p_2((x_i, y_j), t) - p_4((x_i, y_j), t) + p_5((x_i, y_j), t) + p_6((x_i, y_j), t) - p_7((x_i, y_j), t) - p_8((x_i, y_j), t) \\
  p((x_i, y_j), t) &= \sum_{i=1}^{8} p_i((x_i, y_j), t). 
\end{align*}
\] (A.1)
The streaming process after collision and forcing is depicted by

\[
\begin{align*}
p_1((x, y), t) &= (1 - \frac{1}{2}) p_1((x_{i-1}, y_j), t-1) + \frac{1}{2} p^\text{eq}_1((x_{i-1}, y_j), t-1) + \frac{1}{4} \alpha((x_{i-1}, y_j), t-1) & i = 2, \ldots, n, & j = 1, \ldots, m, \\
p_2((x, y), t) &= (1 - \frac{1}{2}) p_2((x_i, y_{j-1}), t-1) + \frac{1}{2} p^\text{eq}_2((x_i, y_{j-1}), t-1) + \frac{1}{4} \alpha((x_i, y_{j-1}), t-1) & i = 1, \ldots, n, & j = 2, \ldots, m, \\
p_3((x, y), t) &= (1 - \frac{1}{2}) p_3((x_{i+1}, y_j), t-1) + \frac{1}{2} p^\text{eq}_3((x_{i+1}, y_j), t-1) - \frac{1}{4} \alpha((x_{i+1}, y_j), t-1) & i = 1, \ldots, n-1, & j = 1, \ldots, m, \\
p_4((x, y), t) &= (1 - \frac{1}{2}) p_4((x_i, y_{j+1}), t-1) + \frac{1}{2} p^\text{eq}_4((x_i, y_{j+1}), t-1) - \frac{1}{4} \alpha((x_i, y_{j+1}), t-1) & i = 1, \ldots, n, & j = 1, \ldots, m-1, \\
p_5((x, y), t) &= (1 - \frac{1}{2}) p_5((x_{i-1}, y_{j-1}), t-1) + \frac{1}{2} p^\text{eq}_5((x_{i-1}, y_{j-1}), t-1) + \frac{1}{4} (\alpha((x_{i-1}, y_{j-1}), t-1) + \alpha((x_{i-1}, y_{j-1}), t-1)) & i = 2, \ldots, n, & j = 2, \ldots, m, \\
p_6((x, y), t) &= (1 - \frac{1}{2}) p_6((x_{i+1}, y_{j-1}), t-1) + \frac{1}{2} p^\text{eq}_6((x_{i+1}, y_{j-1}), t-1) + \frac{1}{4} (\alpha((x_{i+1}, y_{j-1}), t-1) + \alpha((x_{i+1}, y_{j-1}), t-1)) & i = 1, \ldots, n-1, & j = 2, \ldots, m, \\
p_7((x, y), t) &= (1 - \frac{1}{2}) p_7((x_{i+1}, y_{j+1}), t-1) + \frac{1}{2} p^\text{eq}_7((x_{i+1}, y_{j+1}), t-1) + \frac{1}{4} (\alpha((x_{i+1}, y_{j+1}), t-1) - \alpha((x_{i+1}, y_{j+1}), t-1)) & i = 1, \ldots, n-1, & j = 1, \ldots, m-1, \\
p_8((x, y), t) &= (1 - \frac{1}{2}) p_8((x_{i-1}, y_{j+1}), t-1) + \frac{1}{2} p^\text{eq}_8((x_{i-1}, y_{j+1}), t-1) + \frac{1}{4} (\alpha((x_{i-1}, y_{j+1}), t-1) - \alpha((x_{i-1}, y_{j+1}), t-1)) & i = 2, \ldots, n, & j = 1, \ldots, m-1, \\
p_9((x, y), t) &= (1 - \frac{1}{2}) p_9((x, y), t-1) + \frac{1}{2} p^\text{eq}_9((x, y), t-1) & i = 1, \ldots, n, & j = 1, \ldots, m. 
\end{align*}
\]
The periodic and the bounce back boundary conditions are taken care of

\begin{align*}
p_1((x_1, y_j), t) &= \left(1 - \frac{1}{2}\right) p_1((x_n, y_j), t - 1) + \frac{1}{2} p_1^{eq}((x_n, y_j), t - 1) + \frac{1}{4} \alpha(x)((x_n, y_j), t - 1) & j = 1, \ldots, m, \\
p_4((x_i, y_m), t) &= \left(1 - \frac{1}{2}\right) p_2((x_i, y_m), t - 1) + \frac{1}{2} p_2^{eq}((x_i, y_m), t - 1) + \frac{1}{4} \alpha(y)((x_i, y_m), t - 1) & i = 1, \ldots, n, \\
p_3((x_n, y_j), t) &= \left(1 - \frac{1}{2}\right) p_3((x_1, y_j), t - 1) + \frac{1}{2} p_3^{eq}((x_1, y_j), t - 1) - \frac{1}{4} \alpha(x)((x_1, y_j), t - 1) & j = 1, \ldots, m, \\
p_2((x_i, y_1), t) &= \left(1 - \frac{1}{2}\right) p_4((x_i, y_1), t - 1) + \frac{1}{2} p_4^{eq}((x_i, y_1), t - 1) - \frac{1}{4} \alpha(y)((x_i, y_1), t - 1) & i = 1, \ldots, n, \\
p_7((x_i, y_m), t) &= \left(1 - \frac{1}{2}\right) p_5((x_i, y_m), t - 1) + \frac{1}{2} p_5^{eq}((x_i, y_m), t - 1) + \frac{1}{4} \alpha(x)((x_i, y_m), t - 1) + \alpha(y)((x_i, y_m), t - 1) & i = 1, \ldots, n, \\
p_5((x_1, y_j), t) &= \left(1 - \frac{1}{2}\right) p_6((x_1, y_{j-1}), t - 1) + \frac{1}{2} p_6^{eq}((x_1, y_{j-1}), t - 1) + \frac{1}{4} \alpha(x)((x_1, y_{j-1}), t - 1) + \alpha(y)((x_1, y_{j-1}), t - 1) & j = 2, \ldots, m, \\
p_8((x_i, y_m), t) &= \left(1 - \frac{1}{2}\right) p_7((x_i, y_m), t - 1) + \frac{1}{2} p_7^{eq}((x_i, y_m), t - 1) + \frac{1}{4} \alpha(x)((x_i, y_m), t - 1) + \alpha(y)((x_i, y_m), t - 1) & i = 1, \ldots, n, \\
p_6((x_1, y_j), t) &= \left(1 - \frac{1}{2}\right) p_8((x_1, y_{j-1}), t - 1) + \frac{1}{2} p_8^{eq}((x_1, y_{j-1}), t - 1) + \frac{1}{4} (-\alpha(x)((x_1, y_{j-1}), t - 1) + \alpha(y)((x_1, y_{j-1}), t - 1)) & j = 2, \ldots, m, \\
p_5((x_i, y_1), t) &= \left(1 - \frac{1}{2}\right) p_9((x_i, y_1), t - 1) + \frac{1}{2} p_9^{eq}((x_i, y_1), t - 1) + \frac{1}{4} \alpha(x)((x_i, y_1), t - 1) + \alpha(y)((x_i, y_1), t - 1) & i = 1, \ldots, n, \\
p_7((x_n, y_j), t) &= \left(1 - \frac{1}{2}\right) p_{10}((x_1, y_{j+1}), t - 1) + \frac{1}{2} p_{10}^{eq}((x_1, y_{j+1}), t - 1) - \frac{1}{4} (-\alpha(x)((x_1, y_{j+1}), t - 1) - \alpha(y)((x_1, y_{j+1}), t - 1)) & j = 1, \ldots, m - 1, \\
p_6((x_i, y_1), t) &= \left(1 - \frac{1}{2}\right) p_{11}((x_i, y_1), t - 1) + \frac{1}{2} p_{11}^{eq}((x_i, y_1), t - 1) + \frac{1}{4} \alpha(x)((x_i, y_1), t - 1) - \alpha(y)((x_i, y_1), t - 1) & i = 1, \ldots, n, \\
p_8((x_1, y_j), t) &= \left(1 - \frac{1}{2}\right) p_{12}((x_1, y_{j+1}), t - 1) + \frac{1}{2} p_{12}^{eq}((x_1, y_{j+1}), t - 1) + \frac{1}{4} (-\alpha(x)((x_1, y_{j+1}), t - 1) + \alpha(y)((x_1, y_{j+1}), t - 1)) & j = 1, \ldots, m - 1.
\end{align*}

(A.3)
The equilibrium distributions for the 9 velocity directions are given by

\[
p_1 \equiv (x, y), t-1) = \frac{1}{\pi} \left[ \rho((x, y), t-1) + 3u_x((x, y), t-1) + \frac{9}{2}u_y((x, y), t-1) - \frac{3}{2}(u_x^2((x, y), t-1) + u_y^2((x, y), t-1)) \right]
\]

\[
p_9 \equiv (x, y), t-1) = \frac{1}{\pi} \left[ \rho((x, y), t-1) + 3u_y((x, y), t-1) + \frac{9}{2}u_x((x, y), t-1) - \frac{3}{2}(u_x^2((x, y), t-1) + u_y^2((x, y), t-1)) \right]
\]

\[
p_3 \equiv (x, y), t-1) = \frac{1}{\pi} \left[ \rho((x, y), t-1) - 3u_x((x, y), t-1) + \frac{9}{2}u_y((x, y), t-1) - \frac{3}{2}(u_x^2((x, y), t-1) + u_y^2((x, y), t-1)) \right]
\]

\[
p_7 \equiv (x, y), t-1) = \frac{1}{\pi} \left[ \rho((x, y), t-1) - 3u_y((x, y), t-1) + \frac{9}{2}u_x((x, y), t-1) - \frac{3}{2}(u_x^2((x, y), t-1) + u_y^2((x, y), t-1)) \right]
\]

\[
p_10 \equiv (x, y), t-1) = \frac{1}{\pi} \left[ \rho((x, y), t-1) + 3(-u_x((x, y), t-1) + u_y((x, y), t-1)) + \frac{9}{2}(-u_y((x, y), t-1) + u_x((x, y), t-1))^2 - \frac{3}{2}(u_x^2((x, y), t-1) + u_y^2((x, y), t-1)) \right]
\]

\[
p_13 \equiv (x, y), t-1) = \frac{1}{\pi} \left[ \rho((x, y), t-1) + 3(-u_y((x, y), t-1) - u_x((x, y), t-1)) + \frac{9}{2}(-u_x((x, y), t-1) - u_y((x, y), t-1))^2 - \frac{3}{2}(u_x^2((x, y), t-1) + u_y^2((x, y), t-1)) \right]
\]

\[
p_5 \equiv (x, y), t-1) = \frac{1}{\pi} \left[ \rho((x, y), t-1) + 3u_x((x, y), t-1) - u_y((x, y), t-1)) + \frac{9}{2}(u_x((x, y), t-1) - u_y((x, y), t-1))^2 - \frac{3}{2}(u_x^2((x, y), t-1) + u_y^2((x, y), t-1)) \right]
\]

\[
p_9 \equiv (x, y), t-1) = \frac{1}{\pi} \left[ \rho((x, y), t-1) + 3(-u_y((x, y), t-1) - u_x((x, y), t-1)) + \frac{9}{2}(-u_x((x, y), t-1) - u_y((x, y), t-1))^2 - \frac{3}{2}(u_x^2((x, y), t-1) + u_y^2((x, y), t-1)) \right]
\]

\[
p_8 \equiv (x, y), t-1) = \frac{1}{\pi} \left[ \rho((x, y), t-1) + 3u_x((x, y), t-1) - u_y((x, y), t-1)) + \frac{9}{2}(u_x((x, y), t-1) - u_y((x, y), t-1))^2 - \frac{3}{2}(u_x^2((x, y), t-1) + u_y^2((x, y), t-1)) \right].
\]

(A.4)

We need, \(G_t = \frac{\partial Q_t}{\partial w_{t-1}}(w_{t-1}, \alpha_{t-1})\). Recall we have

\(w_t = Q_t(w_{t-1}, \alpha_{t-1})\).

We can write this as

\[
w_t = \begin{bmatrix} u_t^{(x)} \\ u_t^{(y)} \\ p_t \end{bmatrix} = \begin{bmatrix} Q_t^1(w_{t-1}, \alpha_{t-1}) \\ Q_t^2(w_{t-1}, \alpha_{t-1}) \\ Q_t^3(w_{t-1}, \alpha_{t-1}) \end{bmatrix},
\]

(A.5)
and thus,

\[
G_t = \frac{\partial Q_t}{\partial w_{t-1}} = \begin{bmatrix}
\frac{\partial Q^1_t}{\partial u_{t-1}^{(x)}} & \frac{\partial Q^1_t}{\partial u_{t-1}^{(y)}} & \frac{\partial Q^1_t}{\partial p_{t-1}} \\
\frac{\partial Q^2_t}{\partial u_{t-1}^{(x)}} & \frac{\partial Q^2_t}{\partial u_{t-1}^{(y)}} & \frac{\partial Q^2_t}{\partial p_{t-1}} \\
\frac{\partial Q^3_t}{\partial u_{t-1}^{(x)}} & \frac{\partial Q^3_t}{\partial u_{t-1}^{(y)}} & \frac{\partial Q^3_t}{\partial p_{t-1}} 
\end{bmatrix}.
\]

(A.6)

Now let us compute the entries of \(G_t\). For example, suppose we want to differentiate the system \(Q_t\) with respect to \(u_{t-1}^{(x)}\), dealing with the chain of functions that can be traced along (A.1) to (A.4) we have for the macroscopic properties

\[
\frac{\partial}{\partial u_{t-1}^{(x)}} u^{(x)}(x_i, y_j, t) = \frac{\partial}{\partial u_{t-1}^{(x)}} p_1((x_i, y_j), t) - \frac{\partial}{\partial u_{t-1}^{(y)}} p_2((x_i, y_j), t) + \frac{\partial}{\partial u_{t-1}^{(x)}} p_3((x_i, y_j), t) - \frac{\partial}{\partial u_{t-1}^{(y)}} p_4((x_i, y_j), t) + \frac{\partial}{\partial u_{t-1}^{(x)}} p_5((x_i, y_j), t) - \frac{\partial}{\partial u_{t-1}^{(y)}} p_6((x_i, y_j), t) + \frac{\partial}{\partial u_{t-1}^{(x)}} p_7((x_i, y_j), t) - \frac{\partial}{\partial u_{t-1}^{(y)}} p_8((x_i, y_j), t)
\]

\[
\frac{\partial}{\partial u_{t-1}^{(y)}} u^{(y)}(x_i, y_j, t) = \frac{\partial}{\partial u_{t-1}^{(x)}} p_2((x_i, y_j), t) - \frac{\partial}{\partial u_{t-1}^{(y)}} p_3((x_i, y_j), t) + \frac{\partial}{\partial u_{t-1}^{(x)}} p_4((x_i, y_j), t) + \frac{\partial}{\partial u_{t-1}^{(y)}} p_5((x_i, y_j), t) - \frac{\partial}{\partial u_{t-1}^{(x)}} p_6((x_i, y_j), t) - \frac{\partial}{\partial u_{t-1}^{(y)}} p_7((x_i, y_j), t) + \frac{\partial}{\partial u_{t-1}^{(x)}} p_8((x_i, y_j), t)
\]

\[
\frac{\partial}{\partial u_{t-1}^{(x)}} p(x_i, y_j, t) = \sum_{i=1}^{9} \frac{\partial}{\partial u_{t-1}^{(x)}} p_i((x_i, y_j), t),
\]

(A.7)
for the distribution functions

\[
\begin{align*}
\frac{\partial}{\partial u_{i-1}^{(x)}} p_1((x, y), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_1^{eq}((x_{i-1}, y_j), t-1) & i = 2, \ldots, n, & j = 1, \ldots, m, \\
\frac{\partial}{\partial u_{i-1}^{(x)}} p_2((x, y), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_2^{eq}((x, y_{j-1}), t-1) & i = 1, \ldots, n, & j = 2, \ldots, m, \\
\frac{\partial}{\partial u_{i-1}^{(x)}} p_3((x, y), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_3^{eq}((x_{i+1}, y_j), t-1) & i = 1, \ldots, n-1, & j = 1, \ldots, m, \\
\frac{\partial}{\partial u_{i-1}^{(x)}} p_4((x, y), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_4^{eq}((x, y_{j+1}), t-1) & i = 1, \ldots, n, & j = 1, \ldots, m-1, \\
\frac{\partial}{\partial u_{i-1}^{(x)}} p_5((x, y), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_5^{eq}((x_{i-1}, y_{j-1}), t-1) & i = 2, \ldots, n, & j = 2, \ldots, m, \\
\frac{\partial}{\partial u_{i-1}^{(x)}} p_6((x, y), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_6^{eq}((x_{i+1}, y_{j-1}), t-1) & i = 1, \ldots, n-1, & j = 2, \ldots, m, \\
\frac{\partial}{\partial u_{i-1}^{(x)}} p_7((x, y), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_7^{eq}((x_{i+1}, y_{j+1}), t-1) & i = 1, \ldots, n-1, & j = 1, \ldots, m-1, \\
\frac{\partial}{\partial u_{i-1}^{(x)}} p_8((x, y), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_8^{eq}((x_{i-1}, y_{j+1}), t-1) & i = 2, \ldots, n, & j = 1, \ldots, m-1, \\
\frac{\partial}{\partial u_{i-1}^{(x)}} p_9((x, y), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_9^{eq}((x, y_{j+1}), t-1) & i = 1, \ldots, n, & j = 1, \ldots, m, \quad (A.8)
\end{align*}
\]
for the periodic and the bounce back boundary conditions,

\[
\begin{align*}
\frac{\partial}{\partial u_{i-1}^{(x)}} p_1((x_1, y_i), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_1^{(n)}((x_n, y_i), t - 1) & j = 1, \ldots, m, \\
\frac{\partial}{\partial u_{i-1}^{(x)}} p_4((x_i, y_m), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_4^{(n)}((x_i, y_m), t - 1) & i = 1, \ldots, n, \\
\frac{\partial}{\partial u_{i-1}^{(x)}} p_3((x_n, y_i), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_3^{(n)}((x_1, y_i), t - 1) & j = 1, \ldots, m, \\
\frac{\partial}{\partial u_{i-1}^{(x)}} p_2((x_i, y_1), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_2^{(n)}((x_i, y_1), t - 1) & i = 1, \ldots, n, \\
\frac{\partial}{\partial u_{i-1}^{(x)}} p_{r}((x_i, y_m), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_{r}^{(n)}((x_i, y_m), t - 1) & i = 1, \ldots, n, \\
\frac{\partial}{\partial u_{i-1}^{(x)}} p_{s}((x_1, y_i), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_{s}^{(n)}((x_n, y_{j-1}), t - 1) & j = 2, \ldots, m, \\
\frac{\partial}{\partial u_{i-1}^{(x)}} p_{s}((x_i, y_m), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_{s}^{(n)}((x_i, y_m), t - 1) & i = 1, \ldots, n, & (A.9) \\
\frac{\partial}{\partial u_{i-1}^{(x)}} p_{s}((x_n, y_i), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_{s}^{(n)}((x_1, y_{j-1}), t - 1) & j = 2, \ldots, m, \\
\frac{\partial}{\partial u_{i-1}^{(x)}} p_{r}((x_i, y_1), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_{r}^{(n)}((x_i, y_1), t - 1) & i = 1, \ldots, n, \\
\frac{\partial}{\partial u_{i-1}^{(x)}} p_{r}((x_i, y_j), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_{r}^{(n)}((x_i, y_{j+1}), t - 1) & j = 1, \ldots, m - 1, \\
\frac{\partial}{\partial u_{i-1}^{(x)}} p_{r}((x_i, y_1), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_{r}^{(n)}((x_i, y_1), t - 1) & i = 1, \ldots, n, \\
\frac{\partial}{\partial u_{i-1}^{(x)}} p_{s}((x_1, y_j), t) &= \frac{1}{\tau} \frac{\partial}{\partial u_{i-1}^{(x)}} p_{s}^{(n)}((x_n, y_{j+1}), t - 1) & j = 1, \ldots, m - 1,
\end{align*}
\]
and for the equilibrium distributions for the 9 velocity directions, with respect to $u_{i-1}$,

\[
\frac{\partial}{\partial u_{i-1}} p_{1i}^{\text{eq}}((x_i, y_j), t-1) = \frac{1}{9} [3 + 9u(x)((x_i, y_j), t-1) - 3u(x)((x_i, y_j), t-1)]
\]

\[
\frac{\partial}{\partial u_{i-1}} p_{2i}^{\text{eq}}((x_i, y_j), t-1) = \frac{1}{9} [-3u(x)((x_i, y_j), t-1)]
\]

\[
\frac{\partial}{\partial u_{i-1}} p_{3i}^{\text{eq}}((x_i, y_j), t-1) = \frac{1}{9} [-3 + 9u(x)((x_i, y_j), t-1) - 3u(x)((x_i, y_j), t-1)]
\]

\[
\frac{\partial}{\partial u_{i-1}} p_{4i}^{\text{eq}}((x_i, y_j), t-1) = \frac{1}{9} [-3u(x)((x_i, y_j), t-1)]
\]

\[
\frac{\partial}{\partial u_{i-1}} p_{5i}^{\text{eq}}((x_i, y_j), t-1) = \frac{1}{9} [3 + 9(u(x) + u(y))((x_i, y_j), t-1) - 3u(x)((x_i, y_j), t-1)]
\]

\[
\frac{\partial}{\partial u_{i-1}} p_{6i}^{\text{eq}}((x_i, y_j), t-1) = \frac{1}{9} [-3 - 9(-u(x)((x_i, y_j), t-1) + u(y)((x_i, y_j), t-1)) - 3u(x)((x_i, y_j), t-1)]
\]

\[
\frac{\partial}{\partial u_{i-1}} p_{7i}^{\text{eq}}((x_i, y_j), t-1) = \frac{1}{9} [-3 - 9(-u(x)((x_i, y_j), t-1) - u(y)((x_i, y_j), t-1)) - 3u(x)((x_i, y_j), t-1)]
\]

\[
\frac{\partial}{\partial u_{i-1}} p_{8i}^{\text{eq}}((x_i, y_j), t-1) = \frac{1}{9} [3 + 9(u(x) + u(y))((x_i, y_j), t-1) - 3u(x)((x_i, y_j), t-1)]
\]

\[
\frac{\partial}{\partial u_{i-1}} p_{9i}^{\text{eq}}((x_i, y_j), t-1) = \frac{4}{9} [-3u(x)((x_i, y_j), t-1)].
\]
To sum up what has been done, from \( w_t = Q_t(w_{t-1}, \alpha_{t-1}) \), differentiating (A.1) to (A.4) with respect to \( u_{t-1}^{(x)} \), (A.7) gives us the expressions for the entries in the second row of \( G_t \) illustrated in (A.6) and the terms found in the said expressions can be traced along (A.7) to (A.10). The rest of the columns of \( G_t \) can be computed similarly by differentiating (A.1) to (A.4) with respect to \( u_{t-1}^{(y)} \) and \( p_{t-1} \), respectively. Ultimately, follows the adjoint equation given by

\[
\frac{p_t}{\in \mathbb{R}^{3 \times 1}} = \frac{G_t}{\in \mathbb{R}^{3 \times 3}} \frac{p_{t+1}}{\in \mathbb{R}^{3 \times 1}} + \frac{\gamma_{t}}{\in \mathbb{R}^{3 \times 1}} \quad t = T - 1, \ldots, 1. 
\]

(A.11)

Further, we take note that the adjoint states \( p_t \) are solved backward in time and \( p_T = \gamma_T = w_T^{(x)} - w_T^{(y)} \).
We also need $H_t = \frac{\partial Q_t}{\partial \alpha_{t-1}}(w_{t-1}, \alpha_{t-1})$. Following the breakdown of $Q_t$ given by (A.5), we have

$$H_t = \frac{\partial Q_t}{\partial \alpha_{t-1}} = \begin{bmatrix} \frac{\partial Q^1_t}{\partial \alpha_{t-1}^{(x)}} & \frac{\partial Q^1_t}{\partial \alpha_{t-1}^{(y)}} \\ \frac{\partial Q^2_t}{\partial \alpha_{t-1}^{(x)}} & \frac{\partial Q^2_t}{\partial \alpha_{t-1}^{(y)}} \\ \frac{\partial Q^3_t}{\partial \alpha_{t-1}^{(x)}} & \frac{\partial Q^3_t}{\partial \alpha_{t-1}^{(y)}} \end{bmatrix}.$$  (A.12)

Differentiating the system (A.1) to (A.4) with respect to $\alpha_{t-1} = (\alpha_{t-1}^{(x)}, \alpha_{t-1}^{(y)})$ (i.e. to each component of $\alpha_{t-1}$), we obtain $H_t \in \mathbb{R}^{3 \times 2}$. Let us take for example $\alpha_{t-1}^{(x)}$, the control force term along the $x$-direction. We differentiate $w_t = Q_t(w_{t-1}, \alpha_t)$ with respect to $\alpha_{t-1}^{(x)}$. We have for the macroscopic properties

$$\frac{\partial}{\partial \alpha_{t-1}^{(x)}} u^{(i)}((x_i, y_j), t) = \frac{\partial}{\partial \alpha_{t-1}^{(x)}} p_1((x_i, y_j), t) - \frac{\partial}{\partial \alpha_{t-1}^{(x)}} p_3((x_i, y_j), t) + \frac{\partial}{\partial \alpha_{t-1}^{(x)}} p_5((x_i, y_j), t) - \frac{\partial}{\partial \alpha_{t-1}^{(x)}} p_7((x_i, y_j), t) + \frac{\partial}{\partial \alpha_{t-1}^{(x)}} p_8((x_i, y_j), t),$$

$$\frac{\partial}{\partial \alpha_{t-1}^{(x)}} u^{(y)}((x_i, y_j), t) = \frac{\partial}{\partial \alpha_{t-1}^{(x)}} p_2((x_i, y_j), t) - \frac{\partial}{\partial \alpha_{t-1}^{(x)}} p_4((x_i, y_j), t) + \frac{\partial}{\partial \alpha_{t-1}^{(x)}} p_6((x_i, y_j), t) - \frac{\partial}{\partial \alpha_{t-1}^{(x)}} p_7((x_i, y_j), t) + \frac{\partial}{\partial \alpha_{t-1}^{(x)}} p_8((x_i, y_j), t)$$

$$\frac{\partial}{\partial \alpha_{t-1}^{(x)}} p((x_i, y_j), t) = \sum_{i=1}^{8} \frac{\partial}{\partial \alpha_{t-1}^{(x)}} p_i((x_i, y_j), t),$$

(A.13)
for the distribution functions

\[
\frac{\partial}{\partial \alpha_{i-1}} f_1((x_i, y_j), t) = \frac{1}{3} \quad i = 2, \ldots, n, \quad j = 1, \ldots, m,
\]

\[
\frac{\partial}{\partial \alpha_{i-1}} f_2((x_i, y_j), t) = 0 \quad i = 1, \ldots, n, \quad j = 2, \ldots, m,
\]

\[
\frac{\partial}{\partial \alpha_{i-1}} f_3((x_i, y_j), t) = -\frac{1}{3} \quad i = 1, \ldots, n - 1, \quad j = 1, \ldots, m,
\]

\[
\frac{\partial}{\partial \alpha_{i-1}} f_4((x_i, y_j), t) = 0 \quad i = 1, \ldots, n, \quad j = 1, \ldots, m - 1,
\]

\[
\frac{\partial}{\partial \alpha_{i-1}} f_5((x_i, y_j), t) = \frac{1}{3} \quad i = 2, \ldots, n, \quad j = 2, \ldots, m,
\]

\[
\frac{\partial}{\partial \alpha_{i-1}} f_6((x_i, y_j), t) = -\frac{1}{3} \quad i = 1, \ldots, n - 1, \quad j = 2, \ldots, m,
\]

\[
\frac{\partial}{\partial \alpha_{i-1}} f_7((x_i, y_j), t) = -\frac{1}{3} \quad i = 1, \ldots, n - 1, \quad j = 1, \ldots, m - 1,
\]

\[
\frac{\partial}{\partial \alpha_{i-1}} f_8((x_i, y_j), t) = \frac{1}{3} \quad i = 2, \ldots, n, \quad j = 1, \ldots, m - 1,
\]

\[
\frac{\partial}{\partial \alpha_{i-1}} f_9((x_i, y_j), t) = 0 \quad i = 1, \ldots, n, \quad j = 1, \ldots, m,
\]

(A.14)
for the periodic and the bounce back boundary conditions we have

\[
\frac{\partial}{\partial \alpha_{i-1}} f_1((x_1, y_j), t) = \frac{1}{3} \quad j = 1, \ldots, m, \\
\frac{\partial}{\partial \alpha_{i-1}} f_4((x_i, y_m), t) = 0 \quad i = 1, \ldots, n, \\
\frac{\partial}{\partial \alpha_{i-1}} f_3((x_n, y_j), t) = \frac{1}{3} \quad j = 1, \ldots, m, \\
\frac{\partial}{\partial \alpha_{i-1}} f_2((x_i, y_1), t) = 0 \quad i = 1, \ldots, n, \\
\frac{\partial}{\partial \alpha_{i-1}} f_7((x_i, y_m), t) = \frac{1}{3} \quad i = 1, \ldots, n, \\
\frac{\partial}{\partial \alpha_{i-1}} f_5((x_1, y_j), t) = \frac{1}{3} \quad j = 2, \ldots, m, \\
\frac{\partial}{\partial \alpha_{i-1}} f_6((x_i, y_1), t) = -\frac{1}{3} \quad i = 1, \ldots, n, \\
\frac{\partial}{\partial \alpha_{i-1}} f_8((x_1, y_j), t) = \frac{1}{3} \quad j = 1, \ldots, m-1, \\
\frac{\partial}{\partial \alpha_{i-1}} f_9((x_n, y_j), t) = \frac{1}{3} \quad j = 1, \ldots, m-1, \\
\frac{\partial}{\partial \alpha_{i-1}} f_6((x_1, y_1), t) = -\frac{1}{3} \quad i = 1, \ldots, n, \\
\frac{\partial}{\partial \alpha_{i-1}} f_8((x_i, y_1), t) = -\frac{1}{3} \quad i = 1, \ldots, n, \\
\frac{\partial}{\partial \alpha_{i-1}} f_5((x_i, y_m), t) = \frac{1}{3} \quad i = 1, \ldots, n, \\
\frac{\partial}{\partial \alpha_{i-1}} f_7((x_n, y_j), t) = -\frac{1}{3} \quad j = 1, \ldots, m-1.
\]
for the equilibrium distributions for the 9 velocity directions,

\[
\frac{\partial}{\partial \alpha_{t-1}} f_{1}^{\text{eq}}((x_i, y_j), t) = \frac{\partial}{\partial \alpha_{t-1}} f_{2}^{\text{eq}}((x_i, y_j), t) = \frac{\partial}{\partial \alpha_{t-1}} f_{3}^{\text{eq}}((x_i, y_j), t) = \frac{\partial}{\partial \alpha_{t-1}} f_{4}^{\text{eq}}((x_i, y_j), t) = \frac{\partial}{\partial \alpha_{t-1}} f_{5}^{\text{eq}}((x_i, y_j), t) = \frac{\partial}{\partial \alpha_{t-1}} f_{6}^{\text{eq}}((x_i, y_j), t) = \frac{\partial}{\partial \alpha_{t-1}} f_{7}^{\text{eq}}((x_i, y_j), t) = \frac{\partial}{\partial \alpha_{t-1}} f_{8}^{\text{eq}}((x_i, y_j), t) = \frac{\partial}{\partial \alpha_{t-1}} f_{9}^{\text{eq}}((x_i, y_j), t) = 0.
\]

(A.16)

Thus, (A.13) gives us the expressions for the entries in the first row of \( H_t \) illustrated in (A.12) and the terms appearing on the said expressions can be traced along (A.13) to (A.16). The second column of \( H_t \) can be computed similarly by differentiating (A.1) to (A.4) with respect to \( \alpha \).

Finally, the gradient \( g_t \in \mathbb{R}^2 \) of \( \varphi_t \) with respect to control \( \alpha_t \in \mathbb{R}^2 \) is given by the gradient equation

\[
\begin{align*}
\begin{array}{c}
g_t \\
\in \mathbb{R}^{2 \times 1}
\end{array} = \frac{d\varphi_t}{d\alpha_t} = \begin{array}{c}
H_t^T \\
\in \mathbb{R}^{2 \times 3}
\end{array} + \begin{array}{c}
p_t \\
\in \mathbb{R}^{1 \times 1}
\end{array} + \begin{array}{c}
h_t \\
\in \mathbb{R}^{2 \times 1}
\end{array}, \quad t = T - 1, \ldots, 1.
\end{align*}
\]

(A.17)
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