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Chapter 1

Introduction

Lie algebras arise naturally in various areas of mathematics and physics. Examples are: representation theory of Lie groups ([20]) and of algebraic groups ([30]) and the theory of Lie point symmetries of a differential equation ([9], [39]). The topic of the present work is the algorithmic treatment of finite dimensional Lie algebras. These Lie algebras live in an obscure world where they are only known by their multiplication table, that is by a faint shadow. Here we present algorithms for obtaining information about a Lie algebra. These allow us to shed rays of light in this world that make a Lie algebra cast more distinct shadows. In some cases, particularly when the Lie algebra is semisimple and of characteristic 0, this enables us to recognize it. In other cases we have to content ourselves with only partial information.

The work described here is implemented in a package called ELIAS (for Eindhoven Lie Algebra System), that will be a part of GAP4.

In this chapter we will first introduce some basic mathematical concepts. Then in Section 1.2 we will deal with the first step of the process of the algorithmic identification of a Lie algebra: representing it on a computer. In the next section we briefly discuss some complexity issues. Finally in Section 1.4, we will present a survey of algorithms known in the literature.

The chapters 2 to 5 each deal with a particular algorithmic problem. In Chapter 2, this is the calculation of the nilradical. In Chapter 3 we describe how a Cartan subalgebra can be found. This is used in Chapter 4, where algorithms for decomposing a semisimple Lie algebra are given. In Chapter 5 the problem of determining the isomorphism type of a semisimple Lie algebra is discussed. An effective version of Ado’s theorem is given in Chapter 6. In Chapter 7, the system ELIAS is applied in two practical problems. Finally in Appendix A there is a manual of ELIAS.

In the chapters 2 to 7 running times of calculations are presented. All computations were performed on a SUN SPARC classic workstation.
1.1 Notation, definitions, and basic theory

In this section we describe the basic theoretical tools that we use. For the proofs we refer to the standard monographs ([29],[32]).

**Definition 1.1** A Lie algebra is a vector space over a field $F$ equipped with a bilinear map (multiplication)

$$[\cdot, \cdot] : L \times L \longrightarrow L$$

satisfying

$(L_1)$ $[x, x] = 0$ for all $x \in L$,

$(L_2)$ $[[x, y], z] + [[y, z], x] + [[z, x], y] = 0$ for all $x, y, z \in L$.

The second condition ($L_2$) is called the **Jacobi identity**. By applying ($L_2$) to the element $x + y$ we see that the first condition implies $[x, y] = -[y, x]$. If the characteristic of the field is not 2, then this in turn implies ($L_1$).

**Example 1.2** Let $L$ be a 3-dimensional vector space over $\mathbb{Q}$ with basis $\{x, y, h\}$ and Lie product described by

$$[x, y] = h, \quad [h, x] = 2x, \quad [h, y] = -2y.$$ 

By using bilinearity and anticommutativity this defines the Lie product for all elements of $L$.

**Example 1.3** Let $L$ be the 3-dimensional subspace of $M_3(\mathbb{Q})$ spanned by

$$A_1 = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad A_2 = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad A_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$ 

For two elements $A, B \in L$, we set $[A, B] = A \cdot B - B \cdot A$ (where the $\cdot$ stands for ordinary matrix multiplication). It is seen that the space $L$ is closed under this operation. Furthermore the $[\cdot, \cdot]$ defined in this way satisfies the two requirements for being a Lie multiplication. It follows that $L$ is a Lie algebra.

**Definition 1.4** Let $L$ be a Lie algebra over $F$ and $V$ a vector space over $F$. A representation of $L$ on $V$ is a linear map

$$\rho : L \longrightarrow \text{End}(V)$$

such that $\rho([x, y]) = \rho(x)\rho(y) - \rho(y)\rho(x)$.
Example 1.5 Let $L$ be the Lie algebra of Example 1.2 and let $A_1$, $A_2$, $A_3$ be as in Example 1.3. Let $\rho$ be the linear map from $L$ into the space spanned by the $A_i$ given by

$$\rho(x) = A_1, \rho(y) = A_2, \rho(h) = A_3.$$ 

Then it is seen that $\rho$ is a representation of $L$. Furthermore we have that the kernel of $\rho$ is 0, so that $L$ is isomorphic to its image. Representations with this property are called faithful.

Example 1.6 Let $L$ be a Lie algebra. Define a map

$$\text{ad} : L \rightarrow \text{End}(L)$$

by $\text{ad}(x)(y) = [x, y]$. The fact that this is a Lie algebra representation is equivalent to the Jacobi identity. The map ad is called the adjoint representation.

To a representation $\rho$ of $L$ we associate a bilinear form $f_\rho$ defined by $f_\rho(x, y) = \text{Tr}(\rho(x)\rho(y))$. In the case of the adjoint representation this form is called the Killing form and is denoted by $\kappa$.

Definition 1.7 Let $L$ be a Lie algebra. A subspace $K$ of $L$ is called a subalgebra if $[x, y] \in K$ for all $x, y \in K$.

Definition 1.8 Let $L$ be a Lie algebra. A subspace $I$ of $L$ is called an ideal if $[x, y] \in I$ for all $x \in L$, $y \in I$.

Let $L$ be a Lie algebra and let $I$ be an ideal of $L$ such that there is a subalgebra $K$ of $L$ with the property that $L = K \oplus I$ (direct sum of vector spaces). Then $L$ is called the semidirect product of $K$ and $I$. It is denoted by $L = K \ltimes I$. A special case is the situation where $K$ is also an ideal of $L$. Then $L$ is called the direct sum of $K$ and $I$. In this case we write $L = K \oplus I$.

Definition 1.9 Let $L$ be a Lie algebra. Then the subspace

$$Z(L) = \{x \in L \mid [x, y] = 0 \text{ for all } y \in L\}$$

is called the centre of $L$.

As is easily seen, the centre of a Lie algebra $L$ is an ideal in $L$. If $L$ is equal to its centre, then $L$ is called Abelian or commutative.

Definition 1.10 Let $L$ be a Lie algebra and $K$ a subspace of $L$. Then

$$Z_L(K) = \{x \in L \mid [x, y] = 0 \text{ for all } y \in K\}$$

is called the centraliser of $K$ in $L$. 

If $K$ is an ideal of $L$, then also $Z_L(K)$ will be an ideal of $L$. This follows from the Jacobi identity.

**Definition 1.11** Let $K$ be a subspace of the Lie algebra $L$. Then

$$N_L(K) = \{ z \in L \mid [z, y] \in K \text{ for all } y \in K \}$$

is called the normaliser of $K$ in $L$.

If $K_1$ and $K_2$ are subspaces of $L$, then $[K_1, K_2]$ will denote the subspace spanned by all $[x_1, x_2]$ for $x_1 \in K_1$ and $x_2 \in K_2$.

**Definition 1.12** Let $L$ be a finite-dimensional Lie algebra. Set $L_1 = L$ and recursively $L_{i+1} = [L_i, L_i]$. Let $s$ be the smallest integer such that $L_s = L_{s+1}$. The series

$$L_1 \supset L_2 \supset \cdots \supset L_s$$

is called the derived series of $L$.

A Lie algebra is called solvable if the final term of its derived series is $0$. If $I$ and $J$ are solvable ideals of $L$, then it can be proved that $I + J$ is also a solvable ideal of $L$. It follows that if $L$ is a finite-dimensional Lie algebra, then it has a maximal solvable ideal. This ideal is called the solvable radical of $L$. It is denoted by $\text{R}(L)$.

**Definition 1.13** Let $L$ be a finite-dimensional Lie algebra. Set $L^1 = L$ and $L^{i+1} = [L^i, L^i]$. Let $t$ be the smallest integer such that $L^t = L^{t+1}$. The series

$$L^1 \supset L^2 \supset \cdots \supset L^t$$

is called the lower central series of $L$.

A finite-dimensional Lie algebra $L$ is called nilpotent if $L^t = 0$. If $I$ and $J$ are nilpotent ideals of $L$, then it can be proved that so is $I + J$. It follows that a finite-dimensional Lie algebra $L$ has a largest nilpotent ideal. It is called the nilradical and it is denoted by $\text{NR}(L)$.

**Definition 1.14** Let $L$ be a finite-dimensional Lie algebra. Set $Z_1 = Z(L)$ and define $Z_{i+1}$ recursively by the relation $Z_{i+1}/Z_i = Z(L/Z_i)$. Let $u$ be the smallest number such that $Z_u = Z_{u+1}$. Then the series

$$Z_1 \subset Z_2 \subset \cdots \subset Z_u$$

is called the upper central series of $L$.

The final term of the upper central series of $L$ is called the hypercentre of $L$. It is denoted by $Z_n(L)$. It can be proved that $L$ is nilpotent if and only if $L = Z_n(L)$.
Definition 1.15 Let $L$ be a Lie algebra defined over a field of characteristic $p > 0$. Then $L$ is called restricted if the set ad $L$ is closed under the operation of taking $p$th powers.

Restricted Lie algebras admit a richer structure than Lie algebras that do not possess this property. We refer to [32] and [50] for the details.

Definition 1.16 A Lie algebra $L$ is called semisimple if $R(L) = 0$.

The next lemma gives a useful criterion for a Lie algebra to be semisimple.

Lemma 1.17 Let $L$ be a Lie algebra with basis $\{x_1, \ldots, x_n\}$ and let $d$ be the determinant of the matrix $(x(x_i, x_j))$. If $d \neq 0$, then $L$ is semisimple. If $L$ is defined over a field of characteristic 0, then this in turn implies $d \neq 0$.

Definition 1.18 A Lie algebra $L$ is called simple if $\dim L > 1$ and it has no ideals except 0 and $L$.

Let $L$ be a simple Lie algebra. Then $R(L)$ can only be 0 or $L$. Suppose $R(L) = L$. Then $L$ is solvable and hence $[L, L]$ is an ideal of $L$ not equal to $L$. It follows that $[L, L] = 0$ so that $L$ is Abelian. But then every subspace of $L$ is an ideal contradicting the fact that $L$ is simple. The conclusion is that $R(L) = 0$ and $L$ is semisimple.

Semisimple Lie algebras play an important role in the structure theory of non-semisimple Lie algebras. This is due to the following theorem.

Theorem 1.19 (Levi) Let $L$ be a Lie algebra over a field of characteristic 0. If $L$ is not solvable then there exists a (necessarily semisimple) subalgebra $S$ of $L$ such that $L$ is the semidirect product of $S$ and $R(L)$.

The semisimple subalgebra $S$ of the theorem is called a Levi subalgebra or Levi factor of $L$.

Now we define a class of subalgebras that is vital for the structure theory of semisimple Lie algebras.

Definition 1.20 A subalgebra $H$ of $L$ is called a Cartan subalgebra if $H$ is nilpotent and $N_L(H) = H$.

If the size of the field over which $L$ is defined is larger than its dimension, then $L$ has a Cartan subalgebra ([29], Theorem 15.3).

Example 1.21 Let $L$ be the Lie algebra of Example 1.2. Then the subalgebra spanned by the element $a$ is a Cartan subalgebra.
Let $L$ be a semisimple Lie algebra. Then it turns out to be a fruitful idea to analyse the adjoint action of a Cartan subalgebra on $L$. The next two results constitute a first step in that direction.

**Lemma 1.22 (Fitting)** Let $A$ be a linear transformation of a finite dimensional vector space $V$. Then $V$ decomposes as

$$V = V_0(A) \oplus V_1(A),$$

where $V_0(A) = \{v \in V \mid A^m v = 0 \text{ for some } m > 0\}$ and $V_1(A) = \bigcap \omega_A \times V$.

The decomposition in the lemma is called the *Fitting decomposition* of $V$ with respect to $A$. The spaces $V_0(A)$ and $V_1(A)$ are called, respectively, the Fitting null and one component of $V$ relative to $A$.

A similar decomposition exists with respect to a nilpotent Lie algebra of linear transformations. The next proposition is a transcription of Theorem II.4 of [32].

**Proposition 1.23** Let $L$ be a nilpotent Lie algebra of linear transformations in a finite dimensional vector space $V$. Then $V$ decomposes as a direct sum of $L$-invariant subspaces

$$V = V_0(L) \oplus V_1(L),$$

where $V_0 = \bigcap_{l \in L} V_0(\lambda l)$ and $V_1 = \bigcap_{l \in L} (L^*)^\lambda V$ (where $L^*$ is the associative subalgebra of $\text{End}(V)$ generated by $L$).

Let $L$ be a semisimple Lie algebra over an algebraically closed field $F$ of characteristic 0. Let $H$ be a Cartan subalgebra of $L$. Then via the adjoint representation $H$ acts as a nilpotent Lie algebra of linear transformations on $L$. Let $L = L_0(H) \oplus L_1(H)$ be the Fitting decomposition of $L$ with respect to $H$. Now we have $L_0(H) = H$ (Proposition III.1 of [32]). Furthermore $L_1(H)$ decomposes as a direct sum of * simultaneous eigenspaces relative to the action of $H$. This means that there are functionals $\omega_i : H \to F$ such that

$$L = L_{\omega_1} \oplus \cdots \oplus L_{\omega_n} \oplus H \quad (1.1)$$

where $L_{\omega_i} = \{x \in L \mid [h, x] = \omega_i(h)x \text{ for all } h \in H\}$. The decomposition (1.1) is called the *Cartan decomposition* of $L$ with respect to $H$.

It can be proved that the spaces $L_{\omega_i}$ are all 1-dimensional. They are called root spaces and the $\omega_i$ are called roots. Let $R$ be the set of all roots. Then $R$ is a root system (see Chapter 3 of [29]) in the dual space $H^*$ of $H$. To a root system corresponds a Cartan matrix. Now all Cartan matrices have been classified. It follows that there is also a classification of all semisimple Lie algebras over algebraically closed fields of characteristic 0.

**Example 1.24** Let $L$ be the Lie algebra of Example 1.2. Then $H = \{h\}$ is a Cartan subalgebra of $L$. It is seen that $ad h$ has all its eigenvalues in $\mathbb{Q}$ so that $L$ already has a Cartan decomposition over this field. This decomposition is

$$L = L_4 \oplus L_{-2} \oplus H.$$
There are two roots, \( \alpha_1 = 2 \) and \( \alpha_2 = -2 \) in the 1-dimensional space \( H^* \). Furthermore, 
\( L_2 = \langle x \rangle \) and \( L_{-2} = \langle y \rangle \).

1.2 Presentations of Lie algebras

In this section we turn our attention to the problem of representing a Lie algebra on a computer. We refer to [10] for a more elaborate discussion of this topic.

In Examples 1.2 and 1.3 we already encountered two ways of handling the problem. First of all we can present the Lie algebra by a set of matrices that form a vector space basis of the Lie algebra. If \( A \) and \( B \) are two elements of this space, then their Lie product is defined as \( [A, B] = A \cdot B - B \cdot A \).

The second approach is used in Example 1.2. Now the Lie algebra is viewed as a (abstract) vector space with basis \( \{ x_1, \ldots, x_n \} \). The multiplication is described by a table of \( n^3 \) structure constants \( c^k_{ij} \) such that

\[
[x_i, x_j] = \sum_{k=1}^{n} c^k_{ij} x_k \quad \text{for} \quad 1 \leq i, j \leq n.
\]

By bilinearity this defines the product for any two elements of \( L \). In order that this be a Lie bracket, the structure constants have to satisfy the following relations:

\[
c^k_{ii} = c^k_{ij} + c^k_{ji} = 0,
\]

\[
\sum_{k=1}^{n} c^k_{ij} c^m_{ik} + c^k_{ik} c^m_{ji} + c^k_{ji} c^m_{ik} = 0,
\]

for \( 1 \leq i, j, k, m \leq n \).

The third way to present a Lie algebra on a computer is by generators and relations. Let \( A \) be a finite alphabet. Then \( L(A) \) will denote the free Lie algebra on the alphabet \( A \) (see [42]). Let \( R \) be a finite subset of \( L(A) \) generating an ideal \( I \). Then \( L = \langle A \mid R \rangle \) is the Lie algebra with generators \( A \) and relations \( R \). It is defined as the quotient \( L(A)/I \).

Example 1.25 Set \( A = \{ x, y \} \) and \( R = \{ [[x, y], x] - 2x, [[x, y], y] + 2y \} \). Then it is seen that the Lie algebra \( L = \langle A \mid R \rangle \) is isomorphic to the Lie algebra of Example 1.2.

We can also represent subalgebras and ideals. In the first two cases this is done by specifying a basis of the subalgebra or ideal. In the case of generators and relations we can give a subset of \( L(A) \) that generates the subalgebra or ideal.

We consider the possible transitions between the various representations. If \( L \) is given by matrices, then it is an easy task of linear algebra to calculate the structure constants and
obtain a presentation by means of a table. It is also not difficult to go from a table to a presentation by generators and relations. If \( \{ x_1, \ldots, x_n \} \) is a basis of \( L \), then the alphabet \( A \) will consist of the symbols \( x_1, \ldots, x_n \). The set \( R \) will simply consist of all relations

\[
[x_i, x_j] - \sum_{k=1}^{n} c_{ij}^{k} x_k \quad \text{for } 1 \leq i < j \leq n.
\]

The other transitions are more difficult. It is only possible to obtain a multiplication table from a presentation by generators and relations if the resulting quotient Lie algebra is finite-dimensional. In that case there are Todd-Coxeter techniques that find a basis and the multiplication table (see [35]). Also it is possible to use a kind of Gröbner basis to solve the problem. This direction was pursued in [21]. The remaining transition (from multiplication table to matrix presentation) is considered in Chapter 6.

Concerning the input to our algorithms, we shall always assume that the Lie algebras are given by a table of structure constants. The reason for this is that many algorithms have to know the structure constants anyway (see e.g., Section 1.4). So it is better to input them than to calculate them every time anew. Subalgebras and ideals will always be represented by a basis (that is by a set of coefficient vectors) of the corresponding subspace of the parent Lie algebra.

1.3 Complexity

Here we discuss some theoretical notions regarding the efficiency of algorithms. For a more thorough treatment and an extensive bibliography regarding this subject we refer to [49].

Polynomiality is a widely accepted theoretical model for efficiency. An algorithm is said to run in polynomial time if the number of basic steps taken by the algorithm (on any input) is bounded above by a polynomial in the size of the input. The size of the input is the length of the string needed to represent the input. So the size of a natural number is its number of digits. In general the size of composite objects (vectors, polynomials etc.) is the sum of the sizes of the components.

For the basic arithmetical operations (multiplying and adding numbers or elements of a finite field) there are polynomial time algorithms. Also we can solve systems of linear equations in polynomial time (Gaussian elimination).

We also consider randomisation. A randomised algorithm is an algorithm that uses random choices at certain points (i.e., it can flip a coin and the outcome determines the path taken in the rest of the algorithm). An important class of randomised algorithms are the so-called Las Vegas algorithms that never output a wrong result. An algorithm for computing a function \( f(x) \) is called Las Vegas if on input \( a \) it either computes \( f(a) \) correctly with probability \( p > 0 \), or stops without producing output. It is also required that calls to a Las Vegas algorithm produce independent results. Hence if a Las Vegas algorithm is repeated then it always produces a correct answer. The expected number of repetitions is \( 1/p \).
An important problem is the one of factoring polynomials. For a detailed exposé we refer to [36]. Let $f$ be an element of $\mathbb{F}[X]$ of degree $n$. First we suppose that $\mathbb{F} = \mathbb{F}_q$ where $q = p^s$ for some $s > 0$ and a prime $p$. A deterministic method for factoring $f$ was given by Berlekamp ([3]). However, the complexity of this method is a polynomial in $p$, $s$ and $n$, whereas the input length is $O(n \log q)$ so that this is not a polynomial time algorithm. A polynomial time Las Vegas method was proposed in [7]. Via Hensel lifting the factorisation methods over finite fields can be used for polynomials over $\mathbb{Q}$ as well. A polynomial time solution to the problem of factoring polynomials over $\mathbb{Q}$ was given in [37].

So for factoring polynomials, more than one algorithm is available. For this reason an algorithm using an oracle to factor polynomials will be called an \textit{f-algorithm} (following [41]). The cost of a call to the factoring oracle is the length of the input. The complexity of such \textit{f}-algorithms then depends on the complexity of the particular oracle used.

1.4 Earlier work

In this section we give a survey of the algorithms for determining the structure of a Lie algebra that are known from the literature. We only describe those algorithms that will not be discussed in one of the other chapters. The main references are [2] and [41]. Throughout $L$ will be a Lie algebra over the field $F$ with basis $\{x_1, \ldots, x_n\}$ and structure constants $(c^i_{jk})$.

1.4.1 Product spaces

Let $K_1$ be a subspace of $L$ spanned by $\{y_1, \ldots, y_n\}$ and let $K_2$ be a subspace spanned by $\{z_1, \ldots, z_n\}$. Now the product space will be spanned by the elements $[y_i, z_i]$. So in order to find a basis of $[K_1, K_2]$ we have to calculate a maximally linearly independent subset of the set of all $[y_i, z_j]$. This can be done by a Gaussian elimination procedure. Note that this also gives an algorithm for calculating the derived series and the lower central series of $L$.

1.4.2 The centre

Let

$$x = \sum_{i=1}^{n} a_i x_i$$

be an element of $L$. Then $x$ is an element of $Z(L)$ if and only if

$$\sum_{i=1}^{n} c^i_{jk} a_i = 0 \text{ for all } 1 \leq j, k \leq n.$$
So we have \( n^2 \) equations for the \( n \) unknowns \( \alpha_1, \ldots, \alpha_n \), which can be solved by Gaussian elimination. This also provides an algorithm for calculating the upper central series of \( L \).

1.4.3 The centraliser

Let \( \{y_1, \ldots, y_s\} \) be a basis of a subspace \( K \) of \( L \), where

\[
y_i = \sum_{j=1}^{n} \lambda_{ij} x_j.
\]

Then \( x = \sum \alpha_i x_i \) lies in \( Z_L(K) \) if and only if

\[
\sum_{i=1}^{n} \left( \sum_{j=1}^{n} \lambda_{ij} c_i^j \right) \alpha_i = 0 \quad \text{for} \quad 1 \leq k \leq n \quad \text{and} \quad 1 \leq l \leq s.
\]

It follows that we have \( ns \) equations for the \( n \) unknown \( \alpha_1, \ldots, \alpha_n \).

1.4.4 The normaliser

Let \( K \) and \( y_1, \ldots, y_s \) be the same as in the previous section. Then \( x = \sum \alpha_i x_i \) is an element of \( N_L(K) \) if and only if there are \( \beta_m \) for \( 1 \leq l, m \leq s \) such that

\[
[x, y_i] = \beta_{1i} y_1 + \cdots + \beta_{si} y_s \quad \text{for} \quad 1 \leq i \leq s.
\]

This amounts to the following linear equations in the variables \( \alpha_i \) and \( \beta_m \):

\[
\sum_{i=1}^{n} \left( \sum_{j=1}^{n} \lambda_{ij} c_i^j \right) \alpha_i - \sum_{m=1}^{s} \lambda_{im} \beta_m \quad \text{for} \quad 1 \leq k \leq n \quad \text{and} \quad 1 \leq l \leq s.
\]

1.4.5 The solvable radical

Suppose \( L \) is defined over a field of characteristic 0. Then there is a simple algorithm for finding \( R(L) \). It relies on the following lemma:

**Lemma 1.26** \( R(L) = \{ x \in L \mid \langle x, y \rangle = 0 \text{ for all } y \in [L, L] \} \).

This is Theorem III.5 of [32]. If \( \{y_1, \ldots, y_s\} \) is a basis of \([L, L]\) then \( x = \sum \alpha_i x_i \) is an element of \( R(L) \) if and only if

\[
\sum_{i=1}^{n} \text{Tr}(\text{ad} x_i \cdot \text{ad} y_j) \alpha_i = 0 \quad \text{for} \quad 1 \leq j \leq s.
\]
In the case where $L$ is defined over a field of characteristic $p > 0$ the situation is much more difficult. In [44], L. Röyai gives an algorithm for calculating the nilradical of a Lie algebra over a field of characteristic $p > 0$ (see also Chapter 2). Now we define a series $R_n$ by

$$R_1 = NR(L), \quad R_{n+1}/R_n = NR(L/R_n).$$

Let $u$ be the integer such that $R_u = R_{u+1}$. Then $R_u = NR(L)$.

### 1.4.6 The direct sum decomposition

A Lie algebra $L$ may be the direct sum of two ideals $I_1$ and $I_2$. In this section we consider the problem of deciding whether such a decomposition exists and if so, to find the change of basis that realises the decomposition. The following is a reformulation of Section 2 of [41]. For the proofs that we omit we refer to that paper.

Suppose that $L = I_1 \oplus I_2$ and $I_1$ is contained in the centre of $L$. Then $I_1$ is called a central component of $L$. First we give a method for finding such a central component if it exists.

Let $J_1$ be a complementary subspace in $Z(L)$ to $Z(L) \cap [I_1, I_2]$. Then $J_1$ is an ideal of $L$. Let $J_2$ be the complementary subspace in $L$ to $J_1$ containing $[I_1, I_2]$. Then

$$[L, J_2] \subseteq [I_1, I_2] \subseteq J_2$$

so that $J_2$ is an ideal of $L$. Furthermore $L = J_1 \oplus J_2$ and $J_1$ is central and $J_2$ does not contain a central component. The conclusion is that $J_1$ is a maximal central component.

Now we suppose that $Z(L) \subseteq [I_1, I_2]$ and we try to decompose $L$ as a direct sum of ideals.

By $R_n$ we will denote the associative matrix algebra $M_n(F)$ where $n$ is the dimension of $L$. An element $E \in R_n$ is called an idempotent if $E^2 = E$. Two idempotents $E_1$ and $E_2$ are called orthogonal if $E_1E_2 = 0$. An idempotent is called primitive if it is not the sum of two other idempotents. Furthermore, if $E$ is not equal to the zero or the identity matrix, then $E$ is called a nontrivial idempotent.

**Proposition 1.27** The Lie algebra $L$ is the direct sum of two ideals $I_1$ and $I_2$ if and only if the centraliser $Z_{R_n}(ad L)$ contains two nontrivial orthogonal idempotents $E_1, E_2$ such that $E_1 + E_2$ is the identity on $L$ and $I_k = E_k I_k$ for $k = 1, 2$.

If $A$ is an associative algebra then its radical is defined as the set of all elements $x$ such that $xy$ is nilpotent for all $y \in A$. It is denoted by $\text{Rad}(A)$. In characteristic 0 it is easy to calculate the radical because in that case we have that the radical of an associative algebra $A$ is given by

$$\text{Rad}(A) = \{ x \in A \mid \text{Tr}(xy) = 0 \text{ for all } y \in A \}.$$

(see [13]). In the sequel $A$ will denote the centraliser $Z_{R_n}(ad L)$ and $Q = A/\text{Rad}(A)$.
Theorem 1.28 Suppose that $\mathcal{Z}(L) \subseteq [L, L]$. Then $Q$ is Abelian.

By the following propositions it is sufficient to find idempotents in the factor algebra $Q$.

Proposition 1.29 Every direct summand of $L$ corresponds exactly to an idempotent of $Q$.

Lemma 1.30 Let $e$ be an idempotent in $Q$. Then we can construct an idempotent $h \in A$ such that $E = e \pmod{\text{Rad}(A)}$.

Proof. (cf. Satz 1 of [51].) Let $E_0 \in A$ be such that $E_0 \equiv e \pmod{\text{Rad}(A)}$. Then $E_2 \equiv E_0 \pmod{\text{Rad}(A)}$ so that $N_0 = E_0^2 - E_0 \in \text{Rad}(A)$ and consequently it is nilpotent. Hence there is an integer $q$ such that $N_0^q = 0$. Now recursively set

$$E_{i+1} = E_i + N_i - 2E_iN_i,$$

$$N_{i+1} = E_{i+1}E_{i+1} - E_{i+1}.$$

By induction on $i$ it follows that $N_i \equiv 0$ and $E_{i+1} \equiv E_i$ modulo the module generated by the elements

$$N_0^q, N_0^{2q}, \ldots, E_0N_0^q, E_0N_0^{2q}, \ldots.$$

We conclude that $N_q = 0$ and $E_1E_q = E_q$ and the statement follows. $\square$

Proposition 1.31 Let $e_1, \ldots, e_s$ be primitive orthogonal idempotents in $Q$. Then we can construct primitive orthogonal idempotents $E_1, \ldots, E_s$ in $A$ such that

$$E_i \equiv e_i \pmod{\text{Rad}(A)} \text{ for } 1 \leq i \leq s.$$

Proof. (cf. Satz 1 of [51].) For brevity we set $R = \text{Rad}(A)$. The proof is by induction on $s$. The case where $s = 1$ is covered by Lemma 1.30. Suppose that $s > 1$ and that we have constructed primitive orthogonal idempotents $E_1, \ldots, E_{s-1}$ in $A$ satisfying the equivalences $E_i \equiv e_i \pmod{R}$ for $1 \leq i \leq s - 1$. We describe how to construct $E_s$. Set

$$E = E_1 + \cdots + E_{s-1},$$

and

$$c = e_s - Ee_s - e_sE + Ee_sE.$$

Then $Ee_s \equiv e_sE \equiv 0 \pmod{R}$ and hence $c \equiv e_s \pmod{R}$ and $c^2 \equiv e \pmod{R}$. Now let $E_s$ be the idempotent in $A$ provided by the procedure in the proof of Lemma 1.30 (where we start with $E_0 = c$). So $E_s \equiv e_s \pmod{R}$. Since $E_0^2 = E$ we have that $Ee_s = Ee_s = 0$, and because $E_s$ is a polynomial in $c$ it follows that $EE_s = E_sE = 0$. By the induction
hypothesis we have $E_iE = EE_i = E_i$ for $1 \leq i \leq s - 1$. Hence $E_iE_i = E_iEE_i = 0$ and similarly $E_iE_s = 0$. □

We assume here that $L$ does not have a central component which means that $Z(L) \subseteq [L, L]$. Hence by Theorem 1.28, we have that the factor algebra $Q = A/\text{Rad}(A)$ is commutative. So we can use algorithms described in [16] to find a set of primitive orthogonal idempotents in $Q$. Using the procedure in the proof of Proposition 1.31 we lift these idempotents to $A$. The direct summands of $L$ are then obtained as in Proposition 1.27.

Remark. A practical evaluation of this algorithm is given in Section 4.4. It turns out that the calculation of the centraliser $Z_{Br}(\text{ad} L)$ makes this procedure computationally difficult.

1.4.7 The Levi decomposition

Here we consider the problem of finding a Levi subalgebra of $L$. We follow [24]. In the sequel $R$ will denote the solvable radical of $L$ and by $R'$ we denote the ideal

$$R' = [R, [R, \cdots, [R, R], \cdots]] \text{ (in factors } R).$$

By the following lemma we can reduce the problem of calculating a Levi subalgebra to the case where the solvable radical is nilpotent.

**Lemma 1.32** Let $S_1$ be the inverse image in $L$ of a Levi subalgebra of $L/R^2$. Let $S$ be a Levi subalgebra of $S_1$, then $S$ is a Levi subalgebra of $L$.

**Proof.** (cf. [32] Section III.9) It is clear that $S$ is a semisimple subalgebra of $L$. Furthermore $R^2$ is the solvable radical of $S_1$. Hence

$$L = R + S_1 = R + R^2 + S = R + S.$$  

It follows that $S$ is a subalgebra as required. □

Since the radical of $S_1$ (which is $R^2$) and the radical of $L/R^2$ (which is Abelian) are nilpotent, we can reduce to the case where the solvable radical is nilpotent (the calculation of inverse images poses no problems). Now suppose that the solvable radical $R$ of $L$ is nilpotent. Let

$$R = R^1 \supset R^2 \supset \cdots \supset R^n = 0$$

be the lower central series of $R$.

Let $\{v_1, \ldots, v_s\}$ be a maximal linearly independent set in the complement of $R$. Let $(\gamma^i_j)$ be the structure constants of the quotient $L/R$, i.e., $[u_i, u_j] = \sum \gamma^i_j \delta_k$, where $\delta_k$ is the
image of \( u_i \) in \( L/R \) for \( 1 \leq i \leq s \). Then we have that:

\[
[u_i, u_j] = \sum_{k=1}^{s} \gamma_k^0 u_k \mod R = R^1,
\]

i.e., the \( u_i \) span a Levi subalgebra modulo \( R^1 \). We are looking for elements \( y_1, \ldots, y_s \) of \( L \) that span a Levi subalgebra modulo \( R^m \), which is 0. To this end we construct a series \( y_i^k \) for \( 1 \leq i \leq s \) and \( 1 \leq k \leq m \) such that \( \{y_1^1, \ldots, y_s^1\} \) spans a Levi subalgebra modulo \( R^1 \), i.e.,

\[
[y_i^1, y_j^1] = \sum_{k=1}^{s} \gamma_k^0 y_k^1 \mod R.
\]

For the initialisation we set \( y_i^1 = u_i \) for \( 1 \leq i \leq s \). We now describe the iteration step. We fix a vector space \( V_i \) satisfying \( R^1 = R^{i+1} \oplus V_i \). We set \( y_i^{i+1} = y_i^1 + v_i \) where \( v_i \in V_i \) for \( 1 \leq i \leq s \) and require that

\[
[y_i^{i+1}, y_j^{i+1}] = \sum_{k=1}^{s} \gamma_k^0 y_k^{i+1} \mod R^{i+1}.
\]

This is equivalent to

\[
[y_i^1, y_j^1] + [v_i, y_j^1] + [v_i, y_j^1] = \sum_{k=1}^{s} \gamma_k^0 y_k^1 + \sum_{k=1}^{s} \gamma_k^0 v_k^1 - [y_i^1, y_j^1] \mod R^{i+1}.
\]

Since \( [v_i, y_j^1] \in R^{i+1} \) and \( [y_i^1, y_j^1] = [u_i, v_j] \) mod \( R^{i+1} \) we have that this is equivalent to

\[
[u_i, v_j] + [v_i, u_j] - \sum_{k=1}^{s} \gamma_k^0 v_k^1 = \sum_{k=1}^{s} \gamma_k^0 y_k^1 - [y_i^1, y_j^1] \mod R^{i+1}.
\]

This is a system of equations for the \( v_i \). Since the equations are modulo \( R^{i+1} \), the left hand side as well as the right hand side can be viewed as elements of \( V_i \). By Levi's theorem applied to the Lie algebra \( L/R^{i+1} \) this system has a solution. The conclusion is that after \( m-1 \) iteration steps we have found a Levi subalgebra of \( L \).

**Remark.** The method described here runs in polynomial time. This fact is proved in [24].

### 1.4.8 Zeros of polynomials

We finish this chapter with some observations about zeros of polynomials that will be useful later on.

For the proof of the following lemma we refer to [45].
Lemma 1.33 Let $f \in F[x_1, \ldots, x_n]$ be a polynomial of degree $d$. Let $\Omega$ be a subset of $F$ of size $N$. Then the number of elements $v = (v_1, \ldots, v_n)$ of $\Omega^n$ such that $f(v) = 0$ is at most $dN^{n-1}$.

Corollary 1.34 Let $f$ and $\Omega$ be the same as in the preceding lemma. Let $v$ be an element from $\Omega^n$ chosen randomly and uniformly. Then the probability that $f(v) = 0$ is at most $d/N$.

Lemma 1.35 Let $f \in F[x_1, \ldots, x_n]$ be a polynomial of degree $d$. Let $\Omega$ be a subset of $F$ of size at least $d + 1$. Suppose that we are given a vector $v = (\alpha_1, \ldots, \alpha_n) \in F^n$ such that $f(v) \neq 0$. Then we can find a vector $w = (\xi_1, \ldots, \xi_n) \in \Omega^n$ such that $f(w) \neq 0$ at the expense of at most $n(d + 1)$ tests whether $f(u)$ is zero for vectors $u \in (\Omega \cup \{\alpha_1, \ldots, \alpha_n\})^n$.

Proof. We construct a sequence $w_0, w_1, \ldots, w_n$ of vectors such that $f(w_0) \neq 0$ and $w_i = (\xi_1, \ldots, \xi_i, \alpha_{i+1}, \ldots, \alpha_n)$. For the initialisation we set $w_0 = v$. In the following way we obtain $w_i$ from $w_{i-1}$. Consider the polynomial $g_i(x) = f(\xi_1, \ldots, \xi_{i-1}, x, \alpha_{i+1}, \ldots, \alpha_n)$. This polynomial is not identically zero, because $g_i(\alpha_i) = f(v_{i-1}) \neq 0$. Since $|\Omega| > d \geq \deg g_i$, we have that $\Omega$ contains an element $\xi_i$ such that $g_i(\xi_i) \neq 0$. We can find such a $\xi_i$ by trying at most $d + 1$ values. Since the procedure takes $n$ steps the statement follows. □
Chapter 2

The nilradical

The nilradical of a Lie algebra $L$ reveals some of the properties of $L$. If the nilradical is 0 then so is the solvable radical and hence $L$ is semisimple. On the other hand, if the solvable radical is not 0, then it contains the nilradical as an important invariant.

Throughout this chapter $L$ will be a finite-dimensional Lie algebra of characteristic 0. However, we will also comment on the situation in characteristic $p > 0$.

In Section 2.1 we describe three previously published algorithms. Then in Section 2.2 we give a different algorithm. Finally in Section 2.3 the methods are put to some practical tests.

2.1 Known algorithms

In the past decades a few algorithms for calculating the nilradical have been given. Here we present a survey of these methods.

To the best of our knowledge, the first solution to the problem was described in [2]. It consists of the following steps:

1. Calculate the solvable radical $R$ of the Lie algebra $L$.

2. Construct a series $0 = R_0 \subset R_1 \subset \cdots \subset R_m = R$ of ideals of $R$ such that $\dim R_i = i$.

3. The nilradical is the set of all $x \in R$ such that $[x, R_i] \subset R_{i-1}$ for $1 \leq i \leq m$.

The main disadvantage of this algorithm lies in the fact that in general it requires the calculation of algebraic numbers that may not lie in the base field. (The series constructed in step 2 may not exist over the base field.)
In their paper [41], Rand, Winternitz, and Zassenhaus describe an algorithm that finds the nilradical by approximating it from below by smaller nilpotent ideals. Therefore we call it the upward method. Here we give a slightly simplified version of that algorithm. It relies on a series of lemmata. For the proof of the first four of them we refer to [41].

**Lemma 2.1** Let \( I \) be an ideal of \( L \) and let \( M \) be the ideal of \( L \) containing \( I \) and satisfying \( NR(L/I) = M/I \). Then \( NR(L) = NR(M) \).

**Lemma 2.2** Set \( I = [[L, L], [L, L]] \). Then
\[
NR(L)/I = NR(L/I).
\]

**Lemma 2.3** We have
\[
NR(L)/Z(L) = NR(L/Z(L)).
\]

**Lemma 2.4** Suppose \([L, L], [L, L] = 0 \) and \( Z(L) = 0 \). Then
\[
Z_L([L, L]) = [L, L].
\]

**Lemma 2.5** Suppose \([L, L], [L, L] = 0 \) and \( Z(L) = 0 \). Then \([L, [L, L]] = [L, L] \).

**Proof.** Let \( y_1, \ldots, y_s \) be a basis of a complement of \([L, L] \) in \( L \). Set \( V = [L, L] \) and let \( U \) be the subspace of End\((V)\) spanned by \( ad\ y_i \) for \( 1 \leq i \leq s \). Let \( v \in V \); then by the Jacobi identity we have
\[
\text{ad} \ y_i \text{ad} \ y_j (v) = [y_i, [y_j, v]] = -[[y_j, v], y_i] - [v, [y_i, y_j]]
\]
\[
= [y_j, [y_i, v]].
\]
\[
= \text{ad} \ y_j \text{ad} \ y_i (v).
\]

It follows that \( U \) is a commutative Lie algebra of linear transformations in \( V \). Now let \( V = V_0(U) \oplus V_1(U) \) be the Fitting decomposition of \( V \) with respect to \( U \) (Proposition 1.23). Suppose \( V_0(U) \neq 0 \), then by Theorem 3.3 in [29], p. 12, there is a nonzero \( v \in V_0(U) \) killed by \( U \). Since \([L, L] \) is commutative it follows that \( v \in Z(L) \). Hence \( V_0(U) = 0 \) and \( V = V_1(U) \). We recall that \( U^* \) is the associative algebra generated by \( U \) (inside End\((V)\)) and that \( V_1(U) = \cap_{ \alpha \geq 1 } \alpha(U^*)/V \). So \( U : V_1 = V_1 \), i.e., \([L, [L, L]] = [L, L] \). \( \square \)

Now the algorithm reads as follows:

**Input:** a finite-dimensional Lie algebra \( L \) of characteristic 0.

**Output:** \( NR(L) \).

**Step 1** Compute the solvable radical \( R = R(L) \). If \( R = 0 \) then return \( R \), otherwise continue with \( R \) in place of \( L \).
Step 2 Compute the ideal \( I = ([L, L], [L, L]) \). If \( I \neq 0 \) then compute (by a recursive call) the nilradical \( N \) of \( L/I \) and return the inverse image of \( N \) in \( L \). Otherwise proceed to Step 3.

Step 3 Compute the hypercentre \( Z_\infty(L) \) of \( L \) and proceed as in Step 2 where \( Z_\infty(L) \) plays the role of \( I \).

Step 4 Compute a basis of \( L \) of the form \( \{x_1, \ldots, x_s, y_1, \ldots, y_t\} \) where \( [L, L] \) is spanned by \( \{x_1, \ldots, x_s\} \). Set \( i := 1 \).

Step 5 Let \( A \) be the matrix of the adjoint action of \( y_i \) on \( [L, L] \). If \( \text{rk}(A) < s \), then compute the ideal \( J = A \cdot [L, L] \). Compute recursively the nilradical of \( L/J \) and let \( M \) be the ideal of \( L \) containing \( J \) such that \( \text{NR}(L/J) = M/J \). Compute (by a recursive call) \( \text{NR}(M) \) and return this ideal.

Step 6 Let \( f \) be the minimum polynomial of \( A \). If \( f \) is not squarefree then set \( g = f / \gcd(f, f') \). Compute the ideal \( I = g(A) \cdot [L, L] \) and proceed as in Step 5. If \( f \) is squarefree proceed to Step 7.

Step 7 If \( i < t \) then set \( i \) equal to \( i + 1 \) and go to Step 5. Otherwise, \( \text{NR}(L) = [L, L] \).

Comments:

Step 1 Since \( \text{NR}(R) = \text{NR}(L) \), (see [6], Corollaire 7, p. 67) we may replace \( L \) by \( R \).

Step 2 This step is justified by Lemma 2.2.

Step 3 This step is justified by Lemma 2.3.

Step 5 The rank of \( A \) is not 0 by Lemma 2.4 (the conditions of this lemma are fulfilled by Steps 2 and 3). If it is less than \( s \), then \( J = A \cdot [L, L] \) will be an ideal of \( L \) properly contained in \( [L, L] \). Hence Lemma 2.5 (ensuring that \( L/J \) is not nilpotent, and hence \( M \neq L \)) and Lemma 2.1 justify the recursive calls.

Step 6 For \( z, a, b \in L \) we have
\[
[z, (\text{ad } a)^m([a, b])] = (\text{ad } a)^m([z, [a, b]])
\]
which is proved by induction on \( m \). From this the fact that \( h(A) \cdot [L, L] \) is an ideal of \( L \) for every polynomial \( h \). In particular \( g(A) \cdot [L, L] \) is an ideal of \( L \) and it is properly contained in \( [L, L] \) because \( g(A) \) is nilpotent.

Step 7 If \( i = t \) then all elements \( y_i \) act by a semisimple matrix on \( [L, L] \). Furthermore these matrices commute. So any nilpotent element of \( L \) is contained in the span of \( x_1, \ldots, x_s \). It follows that \( \text{NR}(L) \) is contained in \( [L, L] \). By Step 1 we have that \( L \) is solvable so that \( \text{NR}(L) = [L, L] \).
Remark. In [41], the following statement is used in place of Lemma 2.5.

Let \( L \) be a finite-dimensional Lie algebra with a solvable ideal \( A \) and an ideal \( B \) contained in \([A,A]\). Then \( L \) is nilpotent if and only if \( L/B \) is nilpotent.

Unfortunately this statement is false. Take the following counterexample. Let \( L \) be an \( n + 2 \) dimensional Lie algebra with basis \( \{x_1, \ldots, x_{n+2}\} \) and with commutation relations 
\[ [x_1, x_2] = x_{n+2}, \quad [x_1, x_i] = x_i \text{ for } 3 \leq i \leq n + 1 \] 
(the other brackets of basis elements are zero). Set \( A = L \) and let \( B \) be the ideal of \( L \) spanned by \( \{x_3, \ldots, x_{n+1}\} \). Then \( B \) is properly contained in \([A,A]\) and \( L/B \) is nilpotent, but \( L \) is not.

Finally, L. Rényi ([44]) proposed an algorithm that uses the radical of an associative algebra. As was remarked in Section 1.4.6, the radical of a finite dimensional associative algebra over a field of characteristic 0 is easily calculated. By the following theorem this leads to an algorithm for determining the nilradical.

**Theorem 2.6** Let \( L \) be a finite-dimensional Lie algebra and let \((\text{ad } L)^*\) be the associative algebra generated by \(\text{ad } L \) inside \(\text{End}(L)\). Then an element \( z \in L \) lies in \(\text{NR}(L) \) if and only if \( \text{ad } z \) is contained in \(\text{Rad}((\text{ad } L)^*)\).

For the proof we refer to [32], p. 36.

A major disadvantage of the last algorithm is the fact that the dimension of the associative algebra \(\text{ad } L \) may be substantially bigger than the dimension of \( L \). In the next section we will present an algorithm that does not suffer from this problem. The algorithm does not require the calculation of algebraic numbers. It also does not use recursion.

### 2.2 The Downward Method

Here we describe an algorithm that approximates the nilradical from above by other ideals. Therefore we call it the Downward Method. In the sequel there will appear many ideals. If we speak of a map \(\text{ad } z\), we always mean the map \(\text{ad } z : L \to L\).

Set \( I_0 = \{ x \in L \mid \text{Tr}(\text{ad } x) = 0 \} \). Now for \( k \geq 0 \) we define subspaces \( I_k \) of \( L \) in the following way:

\[ I_k = \{ x \in I_{k-1} \mid \text{Tr}(\text{ad } y_1 \cdots \text{ad } y_k \cdot \text{ad } x) = 0 \text{ for all } y_1, \ldots, y_k \in L \}. \]

Then \( L \supseteq I_0 \supseteq I_1 \supseteq \cdots \). The next theorem states some useful properties of this series of subspaces.

**Theorem 2.7** For the sequence \( I_0, I_1, \ldots \) defined above we have the following:

1. \( I_k \) is an ideal of \( L \) for \( k \geq 0 \).
2. NR(L) is contained in \( I_k \) for \( k \geq 0 \).

3. If \( n = \dim L \) then \( I_{n-2} = NR(L) \).

Proof.

1. Choose \( z \in I_k \) and \( y \in L \). We have to prove that \([x, y] \in I_k \).

   First we derive a useful relation. For \( y_1, \ldots, y_k \) in \( L \) and \( 1 \leq t \leq k \) we have that

   \[
   \text{Tr}(\text{ad} y_1 \cdots \text{ad} y_{t-1} \text{ad} y \text{ad} y_t \cdots \text{ad} y_k \text{ad} z) = \frac{\text{Tr}(\text{ad} y_1 \cdots \text{ad} y_t \cdots \text{ad} y_k \text{ad} z)}{\text{Tr}(\text{ad} y_1 \cdots \text{ad} y_k \text{ad} z)} \tag{2.1}
   \]

   This identity holds because the difference of these two traces equals

   \[
   \text{Tr}(\text{ad} y_1 \cdots \text{ad} y_{t-1} (\text{ad} y \text{ad} y_t \cdots \text{ad} y_k \text{ad} x) = \frac{\text{Tr}(\text{ad} y_1 \cdots \text{ad} y_{t-1} (\text{ad} y_1 \cdots \text{ad} y_t \cdots \text{ad} y_k \text{ad} z)}{\text{Tr}(\text{ad} y_1 \cdots \text{ad} y_k \text{ad} z)},
   \]

   and the latter equals 0 as \( z \in I_k \). Now we have

   \[
   \text{Tr}(\text{ad} y_1 \cdots \text{ad} y_k \text{ad} z \text{ad} y) = \text{Tr}(\text{ad} y \text{ad} y_1 \cdots \text{ad} y_k \text{ad} x) = \text{Tr}(\text{ad} y_1 \text{ad} y \text{ad} y_2 \cdots \text{ad} y_k \text{ad} x) = \cdots = \text{Tr}(\text{ad} y_1 \cdots \text{ad} y_k \text{ad} y \text{ad} x).
   \]

   The first equality follows from \( \text{Tr}(AB) = \text{Tr}(BA) \). The other equalities follow from (2.1). Subtracting the right hand side from the left hand side, we get

   \[
   \text{Tr}(\text{ad} y_1 \cdots \text{ad} y_k \text{ad}[x, y]) = 0
   \]

   for all \( y_1, \ldots, y_k \) in \( L \), i.e., \([x, y] \in I_k \).

2. Let \((\text{ad} L)^*\) be the subalgebra of the associative algebra \( M_n(F)\) generated by \( \text{ad} L \).

   Let \( x \) be an element of \( NR(L) \). Then by Theorem 2.6 it follows that \( \text{ad} x \) lies in \( \text{Rad}((\text{ad} L)^*) \). Hence, by definition of the radical of an associative algebra we have that \( \text{ad} x \cdot a \) is nilpotent for all \( a \) in \( (\text{ad} L)^* \). So \( \text{Tr}(a \cdot \text{ad} x) = \text{Tr}(\text{ad} x \cdot a) = 0 \) for all \( a \in (\text{ad} L)^* \). The conclusion is that \( x \) lies in \( I_k \) for all \( k \geq 0 \).

3. Because \( NR(L) \) is contained in \( I_{n-2} \), we only have to prove that \( I_{n-2} \) is nilpotent.

   By Engel's theorem ([22], p. 36), \( I_{n-2} \) is nilpotent if and only if \( \text{ad} I_{n-2} \) is nilpotent for all \( x \in I_{n-2} \).

   Let \( x \) be an element of \( I_k \) (\( k \geq 1 \)) and suppose that the eigenvalues of \( \text{ad} x \) are \( 0, \lambda_1, \ldots, \lambda_{n-1} \). From the fact that

   \[
   \text{Tr}(\text{ad} x^l) = 0 \text{ for } l = 1, \ldots, k + 1
   \]
it follows that
\[ s_l = \sum_{t=1}^{n-1} \lambda'_t = 0 \quad \text{for} \quad l = 1, \ldots, k + 1. \]

Let \( f \) be the polynomial \( \prod (X - \lambda_t) \) and write
\[ f = X^{n-1} + a_1 X^{n-2} + \cdots + a_{n-1}. \]

Now we recall Newton’s identities (see [33], p. 257):
\[
\begin{align*}
s_1 + a_1 &= 0 \\
s_2 + a_1 s_1 + 2a_2 &= 0 \\
\vdots \\
s_{n-1} + a_1 s_{n-2} + \cdots + a_{n-2} s_1 + (n-1)a_{n-1} &= 0.
\end{align*}
\]

If \( k = n - 2 \), then \( s_1 = s_2 = \cdots = s_{n-1} = 0 \). From this it easily follows that all \( \lambda_t \) must be \( 0 \) so that \( \text{ad} x \) is nilpotent. From this it follows that also \( \text{ad} I_{n-1} x \) is nilpotent and we are done.

\[ \square \]

On the basis of Theorem 2.7 we can formulate an algorithm. Theorem 2.7, implies that it is correct and that it terminates after at most \( n - 2 \) steps.

**Algorithm NilRadical**

*Input:* A Lie algebra \( L \) of characteristic 0.

*Output:* \( \text{Nil}(L) \).

**Step 1** \( k := 0; I := I_0; \)

**Step 2** If \( I \) is nilpotent then return \( I; \) \( \text{nil} \);

**Step 3** \( k := k + 1; I := I_k; \) go to Step 2;

We consider the calculation of a basis of \( I_k \). First it is easily seen that a basis of \( I_0 \) can be computed by solving a system of linear equations. Let \( k \geq 1 \) and let \( x \in I_{k-1} \). Then we have the following
\[
\begin{align*}
\text{Tr(ad} y_1 \cdots \text{ad} y_i \text{ad} y_{i+1} \cdots \text{ad} y_k \text{ad} x) &= \\
\text{Tr(ad} y_1 \cdots \text{ad} y_i \text{ad} y_{i+1} \text{ad} y_k \text{ad} x) + \text{Tr(ad} y_1 \cdots \text{ad}[y_i, y_{i+1}] \cdots \text{ad} y_k \text{ad} x) &= \\
\text{Tr(ad} y_1 \cdots \text{ad} y_i \text{ad} y_{i+1} \text{ad} y_k \text{ad} x).
\end{align*}
\]
Hence, by linearity of the trace, we have that

\[ I_k = \{ x \in I_{k-1} \mid \text{Tr}(\text{ad} x_1 \cdots \text{ad} x_k \text{ ad} x) = 0 \text{ for } 1 \leq i_1 \leq i_2 \leq \cdots \leq i_k \leq n \}, \]

where \( \{x_1, \ldots, x_n\} \) is a basis of \( L \). Let \( \{x_1, \ldots, x_n\} \) be a basis of \( I_{k-1} \). If \( x \in I_{k-1} \), then \( x = \sum \lambda_j x_j \). If \( x \) is also an element of \( I_k \), then for every \( k \)-tuple \( (x_{i_1}, \ldots, x_{i_k}) \) where \( i_1 \leq i_2 \leq \cdots \leq i_k \), we must have that \( \text{Tr}(\text{ad} x_{i_1} \cdots \text{ad} x_{i_k} \text{ ad} x) = 0 \). This last condition amounts to the following linear equation in the variables \( \lambda_j \)

\[ \sum_{j=1}^n \text{Tr}(\text{ad} x_{i_1} \cdots \text{ad} x_{i_k} \text{ ad} x_j) \lambda_j = 0. \]

It follows that a basis of \( I_k \) can be computed by solving a system of linear equations.

In the equation system for \( I_k \), the number of “words” \( \text{ad} x_{i_1} \cdots \text{ad} x_{i_k} \) that have to be taken into consideration is bounded by \((\dim L)^k\), because the dimension of \((\text{ad} L)^*\) is bounded by that number. So the number of steps taken by the algorithm is polynomial in the input size. Concerning the sizes of the intermediate results and of the output we use the following formula:

\[ I_k = \{ x \in L \mid \text{Tr}(\text{ad} x_{i_1} \cdots \text{ad} x_{i_m} \text{ ad} x) = 0 \text{ for } 0 \leq m \leq k \}, \]

where \( x_1, \ldots, x_n \) is a basis of \( L \). For every basis element \( x_i \), the entries of the matrix \( \text{ad} x_i \) are elements from the multiplication table. So in each step we have to solve a homogeneous system of linear equations where the entries of the matrix of the equation system are polynomials in the constants from the multiplication table. Hence the sizes of the intermediate results and of the output are polynomial in the input size.

We would like to stress that in most cases the nilradical will be equal to \( I_k \) with \( k \leq n - 2 \). First we may suppose that the Lie algebra \( L \) is solvable, because \( \text{NR}(L) \) is equal to the nilradical of the solvable radical of \( L \) and this solvable radical is easily calculated (see Section 1.4.5). Now, if \( L \) is a solvable Lie algebra over an algebraically closed field, then by Lie’s theorem (see [32], p. 50) there exists a basis of \( L \) such that the matrices of \( \text{ad} x \) for all \( x \in L \) are in upper triangular form. If such a basis already exists over the rational numbers, then by the next proposition, we have that the nilradical of \( L \) will be equal to \( I_1 \).

**Proposition 2.8** Let \( L \) be a solvable Lie algebra over the field \( \mathbb{Q} \) of rational numbers. Suppose that \( L \) “splits” over \( \mathbb{Q} \), i.e., there is a basis of \( L \) such that the matrices of \( \text{ad} x \) for all \( x \in L \) are in upper triangular form. Then \( \text{NR}(L) = I_1 \).

**Proof.** If \( x \) is an element of \( I_1 \), then \( \text{Tr}(\text{ad} x^2) = 0 \). But this number is the sum of the squares of the eigenvalues of \( \text{ad} x \). So it can only be 0 if all eigenvalues of \( \text{ad} x \) are 0. The conclusion is that \( I_1 \) is a nilpotent ideal. \( \Box \)
However, there are Lie algebras for which this does not hold, as the next example shows.

**Example 2.9** Set $\zeta = e^{2\pi i/q}$ and let $L$ be the Lie algebra with basis $\{x_0, \ldots, x_q\}$ and commutation relations
\[
[x_0, x_i] = \zeta^{i-1}x_i \quad \text{for } 1 \leq i \leq q, \\
x_i, x_j = 0 \quad \text{for } 1 \leq i, j \leq q.
\]
Then it is easily seen that $\text{NR}(L) = \{x_1, \ldots, x_q\}$, but $x_0 \in I_k$ for $0 \leq k < q - 1$. (Note that $\dim L = q + 1$.)

The next proposition expresses the fact that this is more or less the only example where we have to calculate the $I_k$ up to $k = n - 2$.

**Proposition 2.10** Let $L$ be a finite-dimensional solvable Lie algebra over an algebraically closed field of characteristic $0$. Suppose $\dim L = n + 1$ and $\text{NR}(L) = I_{n+1}$ but $\text{NR}(L) \neq I_{n+2}$. Then we have that $\dim \text{NR}(L) = n$ and there is an element $y$ of the complement such that the characteristic polynomial of the restriction of $\text{ad} y$ to $\text{NR}(L)$ is $X^n - 1$. Moreover, if $6$ does not divide $n$, then this determines $L$ up to isomorphism.

**Proof.** Let $x$ be a nonzero element of the complement of $\text{NR}(L)$ such that $x \in I_k$ for $0 \leq k \leq n - 2$. Let $A$ be the restriction of $\text{ad} x$ to $\text{NR}(L)$. Suppose $\dim \text{NR}(L) = m$ and let $\lambda_1, \ldots, \lambda_m$ be the eigenvalues of $A$. Then since $\text{ad} x$ maps $L$ into $\text{NR}(L)$ (see [32], p. 51, Theorem 13), we have that, except for some extra occurrences of $0$, these are also the eigenvalues of $\text{ad} x$. Hence
\[
s_i = \sum_{l=1}^m \lambda_i^l = 0 \quad \text{for } i = 1, \ldots, n - 1.
\]
If $f = X^m + a_1 X^{m-1} + \cdots + a_m$ is the characteristic polynomial of $A$, then by Newton's identities we have that $a_1 = a_2 = \cdots = a_{n-1} = 0$. Suppose that $n - 1 \geq m$, then $\lambda_1 = \cdots = \lambda_m = 0$. From this it follows that $\text{ad} x$ is nilpotent and $x \in \text{NR}(L)$ ([32], p. 45, Corollary 2). But this is a contradiction and hence $m + 1 > n$, so that the only possibility for $m$ is $m = n$ (as $L$ is not nilpotent). Now it is also clear that $a_m$ is the only nonzero coefficient of $f$. Hence if we set
\[
y = \sqrt[n]{1 - x}
\]
then the characteristic polynomial of $\text{ad} y$ restricted to $\text{NR}(L)$ will be $X^n - 1$.

Now the eigenvalues of $\text{ad} y$ on $\text{NR}(L)$ are $\zeta^i$ for $0 \leq i \leq n - 1$, where $\zeta = e^{2\pi i/n}$. Hence there is a basis $\{x_1, \ldots, x_n\}$ of $\text{NR}(L)$ such that $x_i$ is an eigenvector of $\text{ad} y$ with the eigenvalue $\zeta^{i-1}$, i.e., $[y, x_i] = \zeta^{i-1} x_i$. By the Jacobi identity we have that $[x_i, x_j]$ is an eigenvector of $\text{ad} y$ with eigenvalue $\zeta^{i-1} + \zeta^{j-1}$. But if $n$ is not divisible by 6, then a sum of roots of unity is not a root of unity so that $[x_i, x_j] = 0$. It follows that $L$ is the Lie
algebra of Example 2.9. □

The conclusion is that the case where we have to calculate the ideals \( I_a \) up to \( a = \dim L - 2 \) is quite exceptional.

Remark. If \( L \) is defined over a field of characteristic \( p > 0 \), then the proof of Theorem 2.7 only fails because the use of Newton's identities may not lead to the desired conclusion. However, if \( p \geq \dim L \), then this problem does not occur. So the algorithm also works in that case.

To the best of our knowledge the only algorithm that also works over all finite fields was described in [44]. There the author describes a polynomial time method to find the radical of an associative algebra over \( \mathbb{F}_q \) (see also [11]). By Theorem 2.6 this also leads to an algorithm for calculating the nilradical.

2.3 Evaluation

Here we compare the algorithm described in Section 2.2 with the other methods mentioned in Section 2.1. We did not implement the method described in [2], because it requires the computation of algebraic numbers. An example of a Lie algebra where this is necessary is provided by the Lie algebra \( L_n \) below. Hence we are left with three algorithms:

1. The Downward Method described in Section 2.2.
2. The Upward Method described in Section 2.1.
3. The method proposed in [44] that calculates the radical of \( (\text{ad} L)^n \). We call it the Radical Method.

We used two examples of solvable Lie algebras to put the algorithms to a practical test. If \( n \geq 2 \) is an integer, then \( K_n \) is the subalgebra of the full matrix algebra \( M_n(\mathbb{Q}) \) generated by all upper triangular matrices. It is a solvable Lie algebra of dimension \( (n + 1)n/2 \). The second example \( L_n \) is an \( n + 1 \) dimensional Lie algebra with basis \( \{ x_0, \ldots, x_n \} \) and commutation relations

\[
[x_0, x_i] = x_n \\
[x_0, x_i] = x_{i-1} \text{ for } i > 1 \\
[x_i, x_j] = 0 \text{ for } i, j > 0.
\]

Notice that this Lie algebra is isomorphic (over an extension of \( \mathbb{Q} \)) to the Lie algebra in Example 2.9.
We let the methods calculate the nilradicals of $K_n$ and $L_n$ for some values of $n$. The results are displayed in Tables 2.1 and 2.2, respectively. The values in the last two columns are part of the output of the Downward Method and the Radical Method respectively.

<table>
<thead>
<tr>
<th>$n$</th>
<th>Downward</th>
<th>Upward</th>
<th>Radical</th>
<th>$\dim K_n$</th>
<th>$k$</th>
<th>$\dim(\text{ad } K_n)^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1</td>
<td>11</td>
<td>6</td>
<td>10</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>21</td>
<td>38</td>
<td>15</td>
<td>1</td>
<td>55</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>36</td>
<td>233</td>
<td>21</td>
<td>1</td>
<td>105</td>
</tr>
<tr>
<td>7</td>
<td>24</td>
<td>63</td>
<td>1334</td>
<td>28</td>
<td>1</td>
<td>182</td>
</tr>
</tbody>
</table>

Table 2.1: Computation times (in seconds) of the calculation of the nilradicals of $K_n$ (the 6th column contains the number $k$ such that $I_k = \text{NR}(L)$).

<table>
<thead>
<tr>
<th>$n$</th>
<th>Downward</th>
<th>Upward</th>
<th>Radical</th>
<th>$\dim L_n$</th>
<th>$k$</th>
<th>$\dim(\text{ad } L_n)^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>17</td>
<td>13</td>
<td>11</td>
<td>14</td>
<td>12</td>
<td>25</td>
</tr>
<tr>
<td>14</td>
<td>21</td>
<td>17</td>
<td>13</td>
<td>15</td>
<td>13</td>
<td>28</td>
</tr>
<tr>
<td>15</td>
<td>27</td>
<td>19</td>
<td>16</td>
<td>16</td>
<td>14</td>
<td>32</td>
</tr>
<tr>
<td>16</td>
<td>35</td>
<td>20</td>
<td>19</td>
<td>17</td>
<td>15</td>
<td>32</td>
</tr>
</tbody>
</table>

Table 2.2: Computation times (in seconds) of the calculation of the nilradicals of $L_n$ (the 6th column contains the number $k$ such that $I_k = \text{NR}(L)$).

From this we see that the Radical Method becomes very slow if the dimension of $(\text{ad } L)^*$ gets big. Furthermore, the order of the Upward Method appears to be less than the order of the Downward Method, although we have no bounds on the running time of the first method. On the Lie algebras $K_n$, the Downward Method will not have a very good performance because it is the "worst case" Lie algebra for this method (see Proposition 2.10), whereas the Upward Method is particularly well suited for this Lie algebra. Also the Radical Method has a good performance in this case, mainly because the dimension of the associative algebra is not growing rapidly.
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Chapter 3

Cartan subalgebras

Cartan subalgebras are the talebearers of the semisimple Lie algebras in characteristic 0; the adjoint action of a Cartan subalgebra reveals the isomorphism type of such a Lie algebra. This will be exploited in Chapters 4 and 5 where algorithms for calculating the structure of semisimple Lie algebras will be given.

In Section 3.1 we briefly describe two previously published algorithms. In Sections 3.2, 3.3, and 3.4 a third algorithm is described. It finds a locally regular element in the space ad $L$. The eigenspace corresponding to the eigenvalue 0 of such element is a Cartan subalgebra. The algorithm needs a subroutine that finds a non-nilpotent element in a Lie algebra. This is described in Section 3.3. A slightly different algorithm for calculating a Cartan subalgebra is given for the case where the Lie algebra is of characteristic $p > 0$ and restricted (Section 3.4). Finally in Section 3.5 we give a practical evaluation of the algorithms.

3.1 Known algorithms

In [2] an algorithm for the construction of a Cartan subalgebra in a Lie algebra $L$ of characteristic 0 is described. It uses a reduction based on the following lemma.

**Lemma 3.1** Let $I$ be an ideal of $L$ and let $K$ be a subalgebra of $L$ containing $I$ such that $K/I$ is a Cartan subalgebra of $L/I$. Let $H$ be a Cartan subalgebra of $K$. Then $H$ is a Cartan subalgebra of $L$.

For the proof we refer to [1], Lemma 4.

Now let $R$ be the solvable radical of $L$. Then the algorithm first finds a Cartan subalgebra of the semisimple Lie algebra $L/R$. Let $K$ be a subalgebra of $L$ containing $R$ such that $K/R$ is a Cartan subalgebra of $L/R$. Then $K$ is solvable and the procedure finds a Cartan subalgebra in $K$. By Lemma 3.1 this is also a Cartan subalgebra of $L$. It follows that the
task of finding a Cartan subalgebra in an arbitrary Lie algebra is reduced to the cases where L is semisimple or solvable. In the semisimple case a maximal torus is constructed, starting with the semisimple part of a non-nilpotent element. Subsequently more semisimple parts of elements of the centraliser of this torus are added. In the solvable case the Lie algebra is divided by well-chosen ideals, again using Lemma 3.1.

In [52], H. Zassenhaus described an algorithm for finding a Cartan subalgebra in a Lie algebra of characteristic zero. It is based on the following lemma. For the proof we refer to [50], Theorem 4.4.4.8.

**Lemma 3.2** Let L be an n-dimensional Lie algebra and assume that L is restricted if L is of characteristic p. Let N be a nilpotent subalgebra of L. Set

\[ L_0(N) = \{ x \in L \mid (ad y)^n x = 0 \text{ for all } y \in N \} \]

Then \( L_0(N) \) is a subalgebra of \( L \) and every Cartan subalgebra of \( L_0(N) \) is also a Cartan subalgebra of \( L \).

The strategy of the algorithm consists of trying to find a nilpotent subalgebra \( K \) of \( L \) such that \( L_0(K) \) is a proper subalgebra of \( L \). When such a subalgebra is found, recursion is applied to find a Cartan subalgebra \( H \) of \( L_0(K) \) and by Lemma 3.2, \( H \) is also a Cartan subalgebra of \( L \). The algorithm starts with an arbitrary nilpotent subalgebra \( K \). If \( L_0(K) \) happens to be equal to \( L \), then two strategies for replacing \( K \) are possible. First of all, if the centraliser of \( K \) in \( L \) is bigger than \( K \) we can add an element of the complement to \( K \) in the centraliser and produce a bigger nilpotent subalgebra. We can do the same with the normaliser. However in this case, in order to get a nilpotent subalgebra, we must make sure that the element \( x \) of the complement acts nilpotently on \( K \). If this happens not to be the case then \( x \) is a non-nilpotent element and hence the nilpotent subalgebra \( K \) spanned by \( x \) will have the property that \( L_0(K) \neq L \).

### 3.2 Locally regular elements

Throughout this section \( V \) will be an \( n \)-dimensional vector space over the field \( F \).

**Definition 3.3** Let \( M \) be a linear subspace of \( \text{End}(V) \). Let \( A \in M \) and let \( V_0(A) \) be the Fitting nilpotent component of \( V \) relative to \( A \) (see Lemma 1.22). Then \( A \in M \) is called locally regular on \( M \) if every \( B \in M \) that stabilises \( V_0(A) \) acts nilpotently on \( V_0(A) \).

Our objective is to give an algorithm for finding a locally regular element in a given subspace \( M \) of \( \text{End}(V) \). The algorithm starts with an element \( A \in M \). If this element is not locally regular, then an element \( B \in M \) is constructed such that \( V_0(B) \) is properly contained in \( V_0(A) \). We first derive a useful statement about the dimension of \( V_0(B) \).
Let \( M \subset \text{End}(V) \) be given by a basis \( \{ A_1, \ldots, A_s \} \) and let \( x_1, \ldots, x_s \) be \( s \) indeterminates. Consider a generic element \( A = x_1 A_1 + \cdots + x_s A_s \), which lives in \( \text{End}(V) \otimes_F F(x_1, \ldots, x_s) \). Let \( f(T) \in F[x_1, \ldots, x_s][T] \) be the characteristic polynomial of \( A \). Then
\[
f(T) = \det(T I_n - A) = T^n + f_1 T^{n-1} + \cdots + f_{n-1} T + f_n,
\]
where \( f_i \in F[x_1, \ldots, x_s] \) and \( \deg f_i = i \) if \( f_i \neq 0 \). Furthermore, the characteristic polynomial of an element \( B = \beta_1 A_1 + \cdots + \beta_s A_s \) is obtained by substituting \( x_i = \beta_i \) in \( f \).

**Lemma 3.4.** Let \( B = \beta_1 A_1 + \cdots + \beta_s A_s \) be an element from \( M \). Then the following are equivalent:

1. \( \dim V_\beta(B) = d \),
2. \( f_{n-d}(\beta_1, \ldots, \beta_s) \neq 0 \) and \( f_j(\beta_1, \ldots, \beta_s) = 0 \) for \( n - d < j \leq n \),
3. \( d = n - \text{rank}(B^n) \).

**Proof.** Since \( V_\beta(B) \) is the generalised eigenspace of \( B \) corresponding to the eigenvalue \( \beta \), we have that the dimension of this space is equal to the multiplicity of \( \beta \) as a root of the characteristic polynomial of \( B \). Hence 1. and 2. are equivalent. The equivalence of 1. and 3. follows from \( V_\beta(B) = \{ v \in V \mid B^n v = 0 \} \). □

The next proposition allows us to control the coefficients of the elements \( \sum \alpha_i A_i \) that we construct.

**Proposition 3.5.** Let \( \Omega \) be a subset of \( F \) of size \( n + 1 \). If \( F \) is of characteristic \( 0 \) then we take \( \Omega = \{ 1, 2, \ldots, n + 1 \} \). Let \( M \) be a subspace of \( \text{End}(V) \) with basis \( \{ A_1, \ldots, A_s \} \). Let \( A = \alpha_1 A_1 + \cdots + \alpha_s A_s \) be an element of \( M \). Then we can find an element \( B = \beta_1 A_1 + \cdots + \beta_s A_s \in M \) such that \( \dim V_\beta(B) \leq \dim V_\beta(A) \) and \( \beta_i \in \Omega \) for \( 1 \leq i \leq s \) in determinant polynomial time.

**Proof.** Let \( d \) be the dimension of \( V_\beta(A) \). Then by Lemma 3.4 we have that \( f_{n-d}(\alpha_1, \ldots, \alpha_s) \) is nonzero. Also, by the same lemma, we must look for elements \( \beta_1, \ldots, \beta_s \) in \( \Omega \) such that \( f_{n-d}(\beta_1, \ldots, \beta_s) \neq 0 \). By Lemma 1.3.5 this can be done at the expense of at most \( s(n-d+1) \) tests whether \( f_{n-d}(\alpha) = 0 \) on vectors \( \alpha \in (\Omega \setminus \{ \alpha_1, \ldots, \alpha_s \})^s \). By Lemma 3.4 this can be done by inspecting the rank of \( B^n \) (where \( B = \beta_1 A_1 + \cdots + \beta_s A_s \)). Hence these tests can be performed in time polynomial in the sizes of the matrices \( A_i \) and the numbers \( \alpha_i \). □

In the sequel we let \( M \) be a linear subspace of \( \text{End}(V) \) with basis \( \{ A_1, \ldots, A_s \} \). If \( A \in M \), then \( N_M(V_\beta(A)) \) will denote the set of all elements of \( M \) that stabilise \( V_\beta(A) \) (in linear matrix action). We also fix a subset \( \Omega \) of \( F \) of size \( n + 1 \). If \( F \) is of characteristic zero, then we take \( \Omega = \{ 1, 2, \ldots, n + 1 \} \). The key to the algorithm will be the following proposition.
Proposition 3.6 Let $A$ be an element of $M$. Suppose $B \in N_M(V_0(A))$ does not act nilpotently on $V_0(A)$. Then there is an element $\omega_0$ from $\Omega$ such that $V_0(A + \omega_0(B - A))$ is properly contained in $V_0(A)$.

Proof. (c.f., the proof of Lemma 15.2 A in [29]) Set $W = V_0(A)$ and $D_c = A + c(B - A)$ for $c \in F$. As $A, B \in N_M(V_0(A))$, we have that for all $c \in F$ the map $D_c$ leaves $W$ invariant. Hence $D_c$ induces a transformation of $V/W$. It follows that the characteristic polynomial of $D_c$ is the product of the characteristic polynomials of $D_c$ on $W$ and on $V/W$. Let $d = \dim W$ and let $f_W$ be the characteristic polynomial of $D_c$ on $W$ and similarly for $f_{V/W}$. Then

$$f_W(T, c) = T^d + f_1(c)T^{d-1} + \cdots + f_d(c)$$

and

$$f_{V/W}(T, c) = T^n + g_1(c)T^{n-1} + \cdots + g_n(c),$$

where the $f_i$ and $g_i$ are polynomials in $c$ of degree less than or equal to $i$.

By construction all eigenvectors of $A$ belonging to the eigenvalue $0$ lie in $W$. Hence $g_n(0) \neq 0$ so that $g_n$ is not the zero polynomial. Furthermore, because $B$ does not act nilpotently on $W$, there is an $f_i$ such that $f_i(1) \neq 0$. In particular this $f_i$ is not the zero polynomial. The degree of $f_i g_{n-i}$ is less than or equal to $n$, hence there is a $\omega_0 \in \Omega$ such that $f_i(\omega_0) g_{n-i}(\omega_0) \neq 0$. From $g_{n-i}(\omega_0) \neq 0$ it follows that $V_0(A + \omega_0(B - A))$ is contained in $W$. And $f_i(\omega_0) \neq 0$ implies that $V_0(A + \omega_0(B - A))$ is properly contained in $W$. $\square$

Remark. We can find an appropriate $\omega_0 \in \Omega$ by "trial and error": after at most $n + 1$ computations of the dimension of a space of the form $V_0(A + \omega_0(B - A))$ we are done.

Now we are ready to formulate the algorithm for finding a locally regular element. We need an auxiliary procedure NonNilpotentElement($M, A$) which returns an element $B \in M$ that does not act nilpotently on $V_0(A)$. If no such element exists (in particular when $V_0(A) = 0$) then it will return the zero element of $M$. Here we assume that such a procedure exists. In the next section we will construct such a procedure in the case where $M = \text{ad} L$, for a Lie algebra $L$.

Algorithm LocallyRegularElement
Input: A basis $\{A_1, \ldots, A_r\}$ of a subspace $M$ of End($V$).
Output: A locally regular element $A = \sum \alpha_i A_i$ of $M$ such that $\alpha_i \in \Omega$.

Step 1 $A := 0$;
Step 2 $B := \text{NonNilpotentElement}(M, A)$;
Step 3 if $B = 0$ then return $A$; it;
Step 4 Select an element $\omega_0 \in \Omega$ such that $V_0(A + \omega_0(B - A))$ is properly contained in $V_0(A)$;
Step 5 \( A := A + c_0 (B - A) \);

Step 6 Replace \( A \) by an element \( B = \sum \alpha_i A_i \) such that \( \alpha_i \in \Omega \) and \( \dim V_0 (B) \leq \dim V_0 (A) \);

Return to Step 2.

The computability of Steps 4 and 6 is ensured by the Propositions 3.6 and 3.5, respectively. Since the dimension of \( V_0 (A) \) decreases every round of the iteration, the procedure will finish. Furthermore, it is clear that upon termination \( A \) will be a locally regular element.

We now consider the complexity of the algorithm. The body of the loop will be executed at most \( n = \dim V \) times. Step 4 requires the calculation of the Fitting nil component of at most \( n + 1 \) linear transformations. Furthermore, Step 6 needs a polynomial number of operations by Proposition 3.5. Also in this step the size of the coefficients is kept under control. So the polynomiality of the method depends on the auxiliary procedure \texttt{NonNilpotentElement}. If this procedure runs in polynomial time, then the algorithm \texttt{LocallyRegularElement} will also run in polynomial time.

\textbf{Proposition 3.7} Suppose that \( M \) belongs to a class of subspaces of \( \text{End} V \) for which the routine \texttt{NonNilpotentElement} runs in polynomial time. Then we can find a locally regular element of \( M \) in polynomial time.

There is also a very efficient randomised algorithm available. It is of Las Vegas type provided that we have an efficient method for testing whether a given element is locally regular. It is based on the following proposition.

\textbf{Proposition 3.8} Let \( \Delta \) be a subset of \( F \) of size at least \( n/\epsilon \) for some \( \epsilon > 0 \). Let \( \alpha_1, \ldots, \alpha_n \) be elements chosen randomly and uniformly from \( \Delta \). Then the probability that the element \( A = \alpha_1 A_1 + \cdots + \alpha_n A_n \) is locally regular is at least \( 1 - \epsilon \).

\textbf{Proof}. From Lemma 3.4 it follows that \( A \) is locally regular if and only if \( g(\alpha_1, \ldots, \alpha_n) \neq 0 \) where \( g \) is a polynomial of degree at most \( n \). By Corollary 1.34 we have that the probability that \( g(\alpha_1, \ldots, \alpha_n) = 0 \) is at most \( n/|\Delta| \leq n/(n/\epsilon) = \epsilon \). \( \Box \)

3.3 Finding a non-nilpotent element in a Lie algebra

Throughout this section \( L \) will be a finite-dimensional Lie algebra over the field \( F \). Here we realise the procedure \texttt{NonNilpotentElement}(\( M, A \)) where \( M = \text{ad} L \). By the following lemma this task is reduced to the task of finding non-nilpotent elements in \( L \) algebra.

\textbf{Lemma 3.9} Set \( M = \text{ad} L \) and let \( A \in M \). Set \( K = L_0 (A) \). Then \( K \) is a subalgebra of \( L \) and \( N_2 (K) = K \). We have that \( B \in N_3 (K) \) does not act nilpotently on \( K \) if and only if there is an element \( x \in K \) such that \( ad_K x \) is not a nilpotent map and \( B = \text{ad} x \).
Proof. The first two statements are Lemma 15.1 and Lemma 15.2B from [29]. Since \( N_L(K) = K \) we have that \( N_M(K) = \text{ad}_L(K) \). So if \( B \) is an element from \( N_M(K) \) not acting nilpotently on \( K \), then \( B = \text{ad}_L x \) for some \( x \in K \) such that \( \text{ad}_K x \) is not nilpotent. \( \square \)

By Engel's theorem ([32], p. 36) there exist elements \( x \) in \( L \) such that \( \text{ad} x \) is not nilpotent if and only if \( L \) is not a nilpotent Lie algebra. Now we consider the problem of finding such an element.

If \( L \) is defined over a field of characteristic 0, then there is a particularly simple method available.

Proposition 3.10 Let \( L \) be a non-nilpotent Lie algebra over a field of characteristic 0 with basis \( \{ x_1, \ldots, x_n \} \), then the set

\[
\{ x_1, \ldots, x_n \} \cup \{ x_i + x_j \mid 1 \leq i < j \leq n \}
\]

contains a non-nilpotent element.

Proof. If \( L \) is solvable but not nilpotent then by Corollary 2 on p. 45 of [32], we have that the nilradical of \( L \) is the set of all nilpotent elements of \( L \). Hence there must be a basis element \( x_i \) such that \( x_i \) is not nilpotent. On the other hand, if \( L \) is not solvable, then Theorem 5 on p. 73 of [32] implies that the Killing form of \( L \) is not identically zero. It follows that there exist basis elements \( x_i \) and \( x_j \) for \( 1 \leq i \leq j \leq n \) such that \( \text{Tr}(\text{ad} x_i \cdot \text{ad} x_j) \neq 0 \). From

\[
\text{Tr}((\text{ad} x_i + \text{ad} x_j)^2) = \text{Tr}(\text{ad} x_i + \text{ad} x_j) = 2 \text{Tr}(\text{ad} x_i \cdot \text{ad} x_j) \neq 0
\]

we infer that the elements \( x_i, x_j \) and \( x_i + x_j \) cannot be all nilpotent. \( \square \)

If \( L \) is of characteristic \( p > 0 \), then we have to follow another course.

Proposition 3.11 Suppose \( K \) is a proper subalgebra of \( L \) of dimension \( m \) such that \( K \) acts nilpotently on \( L \). Suppose that \( x \) is an element of \( N_L(K) \setminus K \). Then either \( \text{ad} x \) is not nilpotent or \( K \) together with \( x \) generate a subalgebra of \( L \) of dimension \( m + 1 \), acting nilpotently on \( L \).

Proof. Let \( K \) denote the subalgebra generated by \( K \) and \( x \). The fact that \( K \) is of dimension \( m + 1 \) is trivial. Suppose that \( \text{ad} x \) is nilpotent and set \( U = \text{ad}_L(\{ x \} \cup K) \). Then \( U \) is closed under the bracket operation because \( x \in N_L(K) \). Furthermore all elements of \( U \) are
nilpotent maps. Now by Theorem 1 on p. 33 of [32] the associative algebra $A$ generated by $U$ is nilpotent. The conclusion is that $\text{ad}_L K \subset A$ is also nilpotent. \Box

If we start with $K = 0$ and repeatedly apply Proposition 3.11 then we either find a non-nilpotent element, or after $n$ steps we have that $K = L$ whence $L$ is nilpotent. An element $x \in N_L(K) \setminus K$ can be found by calculating $N_L(K)$. Alternatively, we can construct a sequence of elements in the following way. First we fix a basis of $K$. Let $x$ be an element of $L$ not lying in $K$. If for some basis element $y$ of $K$ we have that $[x, y] \not\in K$, then replace $x$ by $[x, y]$. Since $K$ acts nilpotently on $L$ we need no more than $\dim L - 1$ such replacement operations to obtain an element lying in $N_L(K) \setminus K$.

Now the procedure NonNilpotentElement can be implemented using the method for finding a non-nilpotent element. It clearly yields a polynomial time method if $F$ is of characteristic 0, or if $F$ is a finite field. In the other cases (i.e., when $F$ is an infinite field of prime characteristic) we do not have a bound on the size of the element produced by Proposition 3.11.

It is also possible to use a randomised Las Vegas type method that finds its justification in the following proposition. The proof is similar to the proof of Proposition 3.8; therefore we do not formulate it.

**Proposition 3.12** Let $L$ be a non-nilpotent Lie algebra with basis $z_1, \ldots, z_n$. Let $\Delta$ be a subset of $F$ of size at least $n/\varepsilon$. Let $\alpha_1, \ldots, \alpha_n$ be elements chosen randomly and uniformly from $\Delta$. Then the probability that $\alpha_1 z_1 + \cdots + \alpha_n z_n$ is not nilpotent is at least $1 - \varepsilon$.

**Remark.** In [2] also an algorithm is described for finding a non-nilpotent element in a Lie algebra of characteristic zero. It is quite complicated so we do not reproduce it here.

### 3.4 Cartan subalgebras

Let $L$ be a Lie algebra over the field $F$, where $F$ is of characteristic zero, or a finite field. By the results of the preceding sections we can find a locally regular element in the space $M = \text{ad} L$ in polynomial time. By the next proposition this also yields a polynomial time algorithm for finding a Cartan subalgebra in $L$.

**Proposition 3.13** Let $L$ be a finite-dimensional Lie algebra. Let $A \in \text{ad} L$ and set $H = L_0(A)$. Then $H$ is a Cartan subalgebra of $L$ if and only if $A$ is locally regular in $\text{ad} L$.

**Proof.** Suppose that $A$ is locally regular. By Lemma 15.1 and Lemma 15.2B of [29] we know that $H$ is a subalgebra of $L$ and $N_L(H) = H$. Let $x$ be an element of $H$. Then $\text{ad}_L x \in N_{\text{ad} L}(H)$ and hence $\text{ad}_L x$ acts nilpotently on $H$. By Engel's theorem ([32], p.
36), it now follows that \( H \) is nilpotent and hence it is a Cartan subalgebra. For the other direction let \( x \in L \) be such that \( ad_x H \) stabilises \( H \). Then \( x \in N_L(H) = H \) so that \( ad_x H \) acts nilpotently on \( H \). The conclusion is that \( A \) is locally regular in \( ad L \). □

The algorithm for finding a locally regular element is only guaranteed to work if the field of definition is of size at least \( dim L + 1 \). However, for restricted Lie algebras over finite fields there a slightly different approach is possible.

**Algorithm RestrictedCartan**

**Input:** A restricted Lie algebra \( L \).

**Output:** A basis of a Cartan subalgebra of \( L \).

1. Set \( A := \emptyset \);
2. Set \( a := \text{NonNilpotentElement}(L_0(A), 0) \);
3. If \( a = 0 \) (i.e., \( L_0(A) \) is nilpotent) then return \( L_0(A) \); fi;
4. Set \( A := A \cup \{a\} \); Go to Step 2;

Clearly every step is computable. Furthermore, the quantity \( dim L_0(A) \) decreases at each iteration, so that the algorithm finishes after at most \( n \) rounds. The correctness of the algorithm follows from Lemma 3.2. If \( L \) is nilpotent, then \( L \) is its own Cartan subalgebra. Otherwise, \( L \) contains a non-nilpotent element \( a \). The subalgebra \( K = L_0(\{a\}) \) is properly contained in \( L \). By Lemma 3.2 every Cartan subalgebra of \( K \) will be a Cartan subalgebra of \( L \). Furthermore, the Lie algebra \( K \) will be restricted (see the proof of Corollary 4.4.4.9 of [50]). The conclusion is that we may continue with \( K \) in place of \( L \).

By the results of Section 3.3 we can find non-nilpotent elements in Lie algebras over finite fields in polynomial time. Hence the algorithm RestrictedCartan is polynomial for restricted Lie algebras over finite fields.

**Remark.** By Lemma 3.2, it also follows that the algorithm RestrictedCartan will work for Lie algebras of characteristic zero. In that case however, we do not have satisfactory bounds on the sizes of the elements of the set \( A \).

### 3.5 Evaluation

If \( L \) is a Lie algebra of characteristic 0, then we have the following algorithms for finding a Cartan subalgebra:
LRE The algorithm that calculates a locally regular element in \( \text{ad} \, L \).

NSA The algorithm that recursively finds a Cartan subalgebra in \( L_0(K) \) where \( K \) is a nilpotent subalgebra of \( L \) (see Section 3.1).

SeSo The method that reduces the task of finding a Cartan subalgebra of \( L \) to the cases where \( L \) is either semisimple or solvable (see Section 3.1).

We tried these methods on the Lie algebras \( \mathfrak{sl}_n(\mathbb{Q}) \) for \( n = 4, 5, 6, 7, 8 \). The structure constants of these Lie algebras were taken relative to the standard basis of \( \mathfrak{sl}_n(\mathbb{Q}) \). By \( e_n \) we denote the \( n \times n \) matrix with a 1 on position \((i, j)\) and zeros elsewhere. Then the standard basis of \( \mathfrak{sl}_n(\mathbb{Q}) \) is given by

\[
\{e_n \mid 1 \leq i, j \leq n \text{ and } i \neq j\} \cup \{e_n - e_{i+1,i+1} \mid 1 \leq i < n\}.
\]

The results are shown in Table 3.1 and graphically in Figure 3.1.
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Figure 3.1: Running times (in seconds) of the methods LRE, NSA, and SeSo on the input \( \mathfrak{sl}_n(\mathbb{Q}) \) for \( n = 4, 5, 6, 7, 8 \).

There are also two deterministic methods for restricted Lie algebras over a field \( F \) such that \( |F| > \dim L \), namely LRE, and RestrictedCartan. We also tried these methods on \( \mathfrak{sl}_n(F_{255}) \). The results are collected in Table 3.2.

If \( L \) is defined over a big field (e.g., of size at least \( 2 \dim L \)), then Propositions 3.8 and 3.13 give a straightforward randomised method to find a Cartan subalgebra in \( L \). We also tested these methods. The results are displayed in Table 3.3.

On Figure 3.1 and Table 3.1, 3.2 and 3.3 we make the following comments:
Table 3.1: Running times (in seconds) of the methods LRE, NSA, and SeSo on the input $\mathfrak{sl}_n(\mathbb{Q})$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>dim $\mathfrak{sl}_n$</th>
<th>LRE</th>
<th>NSA</th>
<th>SeSo</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>15</td>
<td>2</td>
<td>19</td>
<td>55</td>
</tr>
<tr>
<td>5</td>
<td>24</td>
<td>4</td>
<td>108</td>
<td>124</td>
</tr>
<tr>
<td>6</td>
<td>35</td>
<td>14</td>
<td>494</td>
<td>252</td>
</tr>
<tr>
<td>7</td>
<td>48</td>
<td>42</td>
<td>1835</td>
<td>480</td>
</tr>
<tr>
<td>8</td>
<td>63</td>
<td>119</td>
<td>6330</td>
<td>1030</td>
</tr>
</tbody>
</table>

Table 3.2: Running times (in seconds) of the LRE method and RestrictedCartan on the input $\mathfrak{sl}_n(\mathbb{F}_{25})$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>Restricted Cartan</th>
<th>LRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>32</td>
<td>34</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
<td>136</td>
</tr>
</tbody>
</table>

- Of the three deterministic methods in characteristic zero, the LRE method is by far the fastest. The SeSo method suffers from the fact that it has to compute the Jordan decomposition of a matrix. For the NSA method the path towards a suitable nilpotent subalgebra is fairly long.

- The scale of Figure 3.1 is logarithmic so that the points should lie on a straight line with slope equal to the order of the method. It turns out that LRE has an order of approximately 2.86, NSA an order of 4.06 and SeSo an order of 2.05. Since the order of the SeSo method is smaller than the order of the LRE method, the first method will eventually be faster. However, the numbers in Table 3.1 indicate that the dimension of the Lie algebra for which this happens will be so high that this is of minor practical value.

Table 3.3: Running times (in seconds) of the deterministic and the randomised methods for $\mathfrak{sl}_n(\mathbb{Q})$ and $\mathfrak{sl}_n(\mathbb{F}_{25})$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>LRE ($\mathfrak{sl}_n(\mathbb{Q})$)</th>
<th>Random ($\mathfrak{sl}_n(\mathbb{Q})$)</th>
<th>Res. Cart. ($\mathfrak{sl}<em>n(\mathbb{F}</em>{25})$)</th>
<th>Random ($\mathfrak{sl}<em>n(\mathbb{F}</em>{25})$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2</td>
<td>25</td>
<td>2</td>
<td>0.3</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>985</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>14</td>
<td>16676</td>
<td>32</td>
<td>3</td>
</tr>
</tbody>
</table>
• It is seen that the algorithm RestrictedCartan is somewhat faster than the LRE method. Also the first algorithm can be applied more generally. So for restricted Lie algebras this method is to be preferred.

• The randomised method for $\mathfrak{sl}_n(\mathbb{Q})$ explodes. This is caused by the following: in $\mathfrak{sl}_n(\mathbb{Q})$ the algorithm for the computation of a non-nilpotent element will return a basis element or the sum of two basis elements, whereas a random element will be a sum of all basis elements, most of them with nonzero coefficient. In the computation of the Fitting null component, the first case will lead to a set of sparse equations, whereas in the second case we will have a non-sparse set of equations, for which the Gaussian elimination is much more difficult.

• The randomised method for $\mathfrak{sl}_n(\mathbb{R}_{25})$ has a very good performance. This can be explained by the fact that in this case the Gaussian elimination is fast even for non-sparse equations (there is no coefficient growth as in the characteristic zero case). Furthermore, usually after one or two steps a locally regular element is found.

Remark. We have used the LRE method without the replacement step (Step 6 of the algorithm LocallyRegularElement), because this step slows things down considerably. Furthermore, it is more of theoretical than of practical value (in practice after two or three steps a Cartan subalgebra is found).
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Chapter 4

The decomposition of a semisimple Lie algebra

Let \( L \) be a semisimple Lie algebra over a field \( F \) of characteristic 0. Then \( L \) is a direct sum of simple ideals (see [32], p. 71). In this chapter we present methods to obtain this direct sum decomposition. The Cartan decomposition of \( L \) relative to a Cartan subalgebra gives the key to understanding its structure. Here we use a somewhat weaker instrument, called the generalised Cartan decomposition. In Section 4.1 it is shown how to obtain the direct sum decomposition from a generalised Cartan decomposition. Then in Section 4.2 algorithms are given for obtaining a generalised Cartan decomposition.

4.1 The generalised Cartan decomposition

First we transcribe two results from [32] on nilpotent Lie algebras of linear transformations. We recall that \( V_0(A) \) is the Fitting null component of the vector space \( V \) relative to the linear transformation \( A \) (see Lemma 1.22).

**Lemma 4.1** Let \( A, B \) be linear transformations in a finite-dimensional vector space satisfying

\[
[A, [A, \ldots [A, B] \ldots]] = 0 \quad (n \text{ factors } A)
\]

for some \( n \). Let \( p \) be a polynomial, then \( V_0(p(A)) \) is invariant under \( B \).

**Proof.** See [32], p. 40. ☐

**Theorem 4.2** Let \( N \) be a nilpotent Lie algebra of linear transformations acting on a finite-dimensional vector space \( V \). Then there is a decomposition

\[
V = V_1 \oplus \cdots \oplus V_s
\]
where each $V_i$ is invariant under $N$ and the restriction of every element $A \in N$ to $V_i$ has a minimum polynomial that is a prime power ($i \leq s$).

**Proof.** (cf. [32] p. 41) If every element of $N$ has a minimum polynomial that is a prime power, then we set $i = 1$ and $V_i = V$. Otherwise, let $A$ be an element of $N$ such that its minimum polynomial $f_A$ factors as $f_A = f_1^{m_1} \cdots f_n^{m_n}$ where the $f_i$ are distinct irreducible polynomials. Then

$$V = V_0(f_1(A)) \oplus \cdots \oplus V_0(f_n(A)).$$

The minimum polynomial of the restriction of $A$ to $V_0(f_i(A))$ is $f_i^{m_i}$. Furthermore, by Lemma 4.2 we have that each $V_0(f_i(A))$ is invariant under $N$, so that we can proceed by induction on the dimension. □

Now we turn our attention to semisimple Lie algebras. Let $L$ be a semisimple Lie algebra over a field of characteristic 0 with Cartan subalgebra $H$. Then via the adjoint representation $H$ acts as a nilpotent Lie algebra of linear transformations on the vector space $L$. Hence, by Theorem 4.2, $L$ decomposes as

$$L = L_0 \oplus L_1 \oplus \cdots \oplus L_s,$$

where each $L_i$ is stable under $\text{ad} H$ and the minimum polynomial of the restriction of $\text{ad} h$ to $L_i$ is a prime power for all $h \in H$. Now, because $\text{ad} H$ is a semisimple transformation (see Corollary 15.3 of [29]), we have that this minimum polynomial is irreducible. Furthermore, $L_0$ is the space corresponding to the polynomial $X$, i.e.,

$$L_0 = \{ x \in L \mid (\text{ad} h)^m x = 0 \text{ for all } h \in H \text{ and some } m > 0 \}.$$

Also, by Proposition 1 of Chapter III of [32], the space $L_0$ is equal to $H$. These considerations lead to the following definition.

**Definition 4.3** Let $L$ be a semisimple Lie algebra with Cartan subalgebra $H$. A generalised Cartan decomposition of $L$ with respect to $H$ is a decomposition

$$L = L_1 \oplus \cdots \oplus L_s \oplus H$$

such that $L_i$ is stable under $\text{ad} H$ and the restriction of $\text{ad} h$ to $L_i$ has an irreducible minimum polynomial for $h \in H$ and $1 \leq i \leq s$.

**Remark.** Let $L$ be a semisimple Lie algebra with Cartan subalgebra $H$. If the minimum polynomials of the elements of $H$ split into linear factors over the ground field, then the spaces $L_i$ in the generalised Cartan decomposition will be the common eigenspaces of the Cartan subalgebra. It follows that in this case the generalised Cartan decomposition coincides with the Cartan decomposition as described in Section 1.1.

The next theorem states that the generalised Cartan decomposition of $L$ with respect to a Cartan subalgebra is compatible with the direct sum decomposition of $L$. 


Theorem 4.4 Let $L$ be a semisimple Lie algebra with Cartan subalgebra $H$ and let

$$L = L_1 \oplus \cdots \oplus L_s \oplus H$$

be a generalised Cartan decomposition of $L$ with respect to $H$. Suppose that $L$ decomposes as a direct sum of ideals, $L = I_1 \oplus I_2$. Then every $I_i$ is contained in either $I_1$ or $I_2$.

**Proof.** By Proposition 1.27 there are two orthogonal idempotents $E_1, E_2$ commuting with \( \text{ad} \ L \) such that $E_1 + E_2$ is the identity on $L$ and $I_l = E_l L$ for $l = 1, 2$. Hence

$$H = (E_1 + E_2)H \subset E_1 H \oplus E_2 H.$$ 

Let $g \in H$, then $(\text{ad} \ h)^n E_1 g = E_1 (\text{ad} \ h)^n g = 0$ for all $h \in H$ so $E_1 g \in H$ (because $L_0(H) = H$). Therefore we have that $E_1 H \subset H$ and similarly $E_2 H \subset H$. Set $H_l = E_l H$ for $l = 1, 2$, then it follows that $H$ decomposes as $H = H_1 \oplus H_2$ and $H_l$ is a Cartan subalgebra of $I_l$ for $l = 1, 2$. By the definition of generalised Cartan decomposition, there is an element $h \in H_1 \cup H_2$ such that the restriction of $\text{ad} \ h$ to $I_1$ is nonsingular. (Otherwise the minimum polynomial of the restriction of every element of a basis of $H$ to $I_l$ would be $X$. This implies that $[H, I_l] = 0$ and by definition of Cartan subalgebra we have $L_l \subset H$, a contradiction.)

First suppose that $h \in H_1$. Then also $h \in I_1$ so that $\text{ad} \ h(I_l) \subset I_1$ and in particular $\text{ad} \ h(L_1) \subset I_1$. Now the fact that $\text{ad} \ h$ is nonsingular on $L_1$ implies that $L_1 = [h, L_1] \subset I_1$. In the same way $h \in H_2$ implies that $L_2$ is contained in $I_2$. \( \square \)

This theorem implies that the following algorithm is correct.

**Algorithm Decompose**

**Input:** A semisimple Lie algebra $L$.

**Output:** A list of the direct summands of $L$.

**Step 1** Compute a generalised Cartan decomposition $L = L_1 \oplus \cdots \oplus L_s \oplus H$.

**Step 2** For $1 \leq i \leq s$ determine a basis of the ideal of $L$ generated by $L_i$.

**Step 3** Delete multiple instances from the list.

In Step 1 an oracle is called that computes a generalised Cartan decomposition of a semisimple Lie algebra. In the next section we will describe some methods to find such a decomposition.

The algorithm is clearly polynomial, except maybe for Step 1, where the oracle is called. The complexity of this oracle will be discussed in the next section.
4.2 Calculating a generalised Cartan decomposition

4.2.1 Splitting elements

Throughout this section $L$ will be a semisimple Lie algebra over a field $F$ of characteristic 0 with Cartan subalgebra $H$.

**Definition 4.5** An element $h \in H$ is called a splitting element if the minimal polynomial of $\text{ad } h$ has degree $\dim L - \dim H + 1$.

Let $\Phi$ be the root system of $L$ and set $\Phi^* = \Phi \cup \{0\}$.

**Lemma 4.6** Let $L = \bigoplus_{\alpha \in \Phi^*} L_\alpha$ be a Cartan decomposition of $L$. Then $h \in H$ is a splitting element if and only if all numbers $\alpha(h)$ are different for $\alpha \in \Phi^*$.

**Proof.** Let $\Delta$ be a maximal subset of $\Phi^*$ such that for no pair $\alpha, \beta \in \Delta$ we have $\alpha(h) = \beta(h)$. Then the minimum polynomial of $\text{ad } h$ is

$$\prod_{\alpha \in \Delta} (X - \alpha(h)).$$

This polynomial is of degree $\dim L - \dim H + 1$ if and only if $\Delta = \Phi^*$. □

**Proposition 4.7** Let $h_0 \in H$ be a splitting element. Let

$$L = L_0 \oplus L_1 \oplus \cdots \oplus L_s$$

be the decomposition of $L$ such that the restriction of $\text{ad } h_0$ to $L_i$ has an irreducible minimum polynomial ($1 \leq i \leq s$). The subspace corresponding to the polynomial $X$ is $L_0$. Then $H = L_0$ and the decomposition (4.1) is a generalised Cartan decomposition.

**Proof.** Lemma 4.6 implies that $\dim L_0 = \dim H$, and hence $L_0 = H$. Suppose that there is an $h \in H$ such that the restriction of $\text{ad } h$ to $L_i$ has a reducible minimum polynomial. Then $L_i = V_1 \oplus V_2$ and $\text{ad } h_0$ has the same minimum polynomial on $V_1$ as on $V_2$. So $\text{ad } h_0$ has an eigenvalue of multiplicity at least 2. But this contradicts Lemma 4.6. □

**Proposition 4.8** Splitting elements exist in $H$.

**Proof.** Let $(h_1, \ldots, h_l)$ be a basis of $H$ and let $h = \sum \epsilon_i h_i$ be an element of $H$. Let $\alpha, \beta$ be two elements of $\Phi^*$. Then the eigenvalue of $h$ on $L_0$ is $\sum \epsilon_i \alpha(h_i)$. Consider the function

$$f_{\alpha, \beta}(\lambda_1, \ldots, \lambda_l) = \sum_{i=1}^l (\alpha(h_i) - \beta(h_i)) \lambda_i.$$
4.2 Calculating a generalised Cartan decomposition

Then the set of zeros of $f_{X,h}$ corresponds to the elements of $H$ that have the same eigenvalue on $L_X$ as on $L_h$. But this set is a hyperplane in $H$. So we must choose an element $h_0 \in H$ lying outside a finite set of hyperplanes. Since $F$ is infinite, there are such elements. \hfill \Box

We define two abbreviations: $N = (\dim L - \dim H)/2$ (i.e., the number of positive roots), $m = N(N+1)/2$.

**Proposition 4.9** Let $0 < \epsilon < 1$ and let $\Omega$ be a subset of $F$ of size at least $m/\epsilon$. Let $\epsilon_1, \ldots, \epsilon_l$ be elements chosen uniformly and independently from $\Omega$. Then the probability that $h = \sum \epsilon_i h_i$ is a splitting element is at least $1 - \epsilon$.

**Proof.** Let $\{\alpha_1, \ldots, \alpha_N\}$ be the set of positive roots. Set $\alpha_0 = 0$ in $H^*$. Set

$$f_i(x_1, \ldots, x_l) = \sum_{k=1}^l (\alpha_i(h_k) - \alpha_j(h_k))x_k,$$

and set

$$G(x_1, \ldots, x_l) = \prod_{0 < i < j \leq N} f_i(x_1, \ldots, x_l).$$

Then $\sum \epsilon_i h_i$ is not a splitting element if and only if $G(x_1, \ldots, x_l) = 0$. Now since $\deg G = m$, Corollary 1.34 implies that the probability that $G(x_1, \ldots, x_l) = 0$ is less than $m/|\Omega| \leq \epsilon$. \hfill \Box

Proposition 4.9 gives a powerful randomised (Las Vegas type) algorithm for finding a splitting element in $H$. We also consider deterministic algorithms for finding a splitting element. Let $G$ be the polynomial in the proof of Proposition 4.9. Substitute $y^{m+1}$ for $x_i$ in $G$. This yields a polynomial in $F[y]$ of degree at most $m(\dim H - 1)$. Hence by trying at most $m(\dim H - 1) + 1$ values for $y$, we obtain a number $\xi$ such that $G(1, \xi, \ldots, \xi^{m+1}) \neq 0$. A disadvantage of this algorithm is the fact that the numbers $y^{m+1}$ may be big even if $y$ is small. However, if we have found a vector $e = (\epsilon_1, \ldots, \epsilon_l)$ such that $G(e) \neq 0$ then we can apply Lemma 1.35. Let $\Omega$ be a subset of $F$ of size at least $m + 1$. Then we can find a vector $\xi = (\xi_1, \ldots, \xi_l) \in H^*$ such that $G(\xi) \neq 0$ at the expense of at most $l(m + 1)$ tests whether $G(v) = 0$ for vectors $v \in (\Omega \cup \{\epsilon_1, \ldots, \epsilon_l\})^l$.

There is a second deterministic method relying on a second characterisation of splitting elements, expressed in the following lemma. Here $(1, \ad H)$ is the associative subalgebra of $\End(L)$ generated by $1$ and $\ad H$. It is of dimension $\dim L - \dim H + 1$.

**Lemma 4.10** An element $h \in H$ is a splitting element if and only if $1$ and $\ad h$ generate $(1, \ad H)$.

**Proof.** The dimension of the subalgebra of $(1, \ad H)$ generated by $1$ and $\ad h$ is equal to the degree of the minimum polynomial of $\ad h$. This degree equals $\dim L - \dim H + 1$ if
and only if \( h \) is a splitting element. □

The following algorithm is analogous to the method of finding primitive elements in field extensions.

Algorithm PrimitiveSplittingElement
Input: A semisimple Lie algebra \( L \) with Cartan subalgebra \( H \) with basis \( h_1, \ldots, h_l \).
Output: A splitting element \( h \in H \).

\[
\begin{align*}
 h &:= h_1; \\
 k &:= 2; \\
 &\text{while } k \leq l \text{ do} \\
 &\quad c := \text{a constant such that } (1, \text{ad}(h + ch_k)) \text{ contains } \text{ad} h \text{ and } \text{ad} h_k \\
 &\quad h := h + ch_k \\
 &\quad k := k + 1; \\
 &\text{od;}
\end{align*}
\]

Due to the following lemma, we can find an appropriate constant \( c \) in the first step of the loop.

Lemma 4.11 Let \( h_1, h_2 \) be elements of \( H \). Then there exists a \( c \in \{0, \ldots, m\} \) such that \( (1, \text{ad}(h_1 + ch_2)) = (1, \text{ad} h_1, \text{ad} h_2) \).

Proof. The dimensions of the associative algebras do not change if we tensor with the algebraic closure of \( F \), hence we may suppose that the ground field is algebraically closed. Let

\[
L = L_1 \oplus \cdots \oplus L_t
\]

be the decomposition of \( L \) such that \( \text{ad} h_1 \) and \( \text{ad} h_2 \) have irreducible minimum polynomials on \( L_i \) for \( 1 \leq i \leq t \). So the restrictions of \( \text{ad} h_1 \) and \( \text{ad} h_2 \) to \( L_i \) are scalar multiplications \((1 \leq i \leq t)\). It follows that \( (1, \text{ad} h_1, \text{ad} h_2) = A_1 \oplus \cdots \oplus A_t \), where \( A_i = \{L_i\} \) for \( 1 \leq i \leq t \). Hence the dimension of \((1, \text{ad} h_1, \text{ad} h_2)\) is \( t \). We have to prove that there is a \( c \in \{0, \ldots, m\} \) such that the dimension of \((1, \text{ad}(h_1 + ch_2))\) is also \( t \). This is equivalent to the decomposition of \( L \) relative to \( \text{ad}(h_1 + ch_2) \) also having \( t \) components. Let \( \{\alpha_1, \ldots, \alpha_N\} \) be the set of positive roots and set \( \alpha_0 = 0 \) in \( H^* \). For \( 0 \leq i < j \leq N \) we consider the function

\[
g_{ij}(x) = \alpha_i(h_1 + xh_2) - \alpha_j(h_1 + xh_2) = \alpha_i(h_1) - \alpha_j(h_1) + x(\alpha_i(h_2) - \alpha_j(h_2)).
\]

We have that \( g_{ij}(x) \equiv 0 \) if and only if \( L_{\alpha_i} \) and \( L_{\alpha_j} \) are both subspaces of \( L_k \) for some \( k \in \{1, \ldots, t\} \). Also we have that \( g_{ij}(\alpha_0) \neq 0 \) if and only if \( \text{ad}(h_1 + \alpha_0 h_2) \) separates \( L_{\alpha_i} \) and \( L_{\alpha_j} \) (i.e., the eigenvalues of \( \text{ad}(h_1 + \alpha_0 h_2) \) on \( L_{\alpha_i} \) and \( L_{\alpha_j} \) differ). Now let \( G(x) \) be
the product of all $g_{ij}(x)$ that are not identically zero. If $G(c_0) \neq 0$, then the decomposition of $L$ relative to $\text{ad}(h_1 + c_0 h_2)$ has also $t$ components. Since $\deg G \leq m$, there is a $c_0 \in \{0, \ldots, m\}$ satisfying this requirement. □

The deterministic methods for finding a splitting element are clearly polynomial. In order to find the Cartan decomposition we need to factor one polynomial so that the resulting algorithms are polynomial time algorithms.

**Remark.** If $L$ is defined over a field of characteristic $p \neq 2, 3$, then most statements in this chapter hold for $L$, provided that the Killing form of $L$ is nondegenerate. In this case $L$ behaves like a semisimple Lie algebra of characteristic $0$ (see [48]). The only difference is that splitting elements need not exist if the size of the ground field is small. By the proof of Proposition 4.9 it is seen that if $|F| > m$, then splitting elements exist in $H$. In that case the algorithm *PrimitiveSplittingElement* also works. The randomised method is only guaranteed to work if $|F| \gg m$.

**Remark.** If $h \in H$ is a splitting element, then $L_0(\text{ad} h) = H$, so that every element of $\text{ad} H$ acts trivially on $L_0(\text{ad} h)$. It follows that $\text{ad} h$ is a locally regular element in the space $\text{ad} H$ (see Definition 3.3). The converse is not true however. See Example 4.14 below. There $\text{ad} h_1$ is a locally regular element in $\text{ad} H$, but $h_1$ is not a splitting element.

### 4.2.2 Decomposable elements

Here we show a method for calculating a generalised Cartan decomposition of a Lie algebra $L$ defined over a small finite field.

**Definition 4.12** Let $V$ be a subspace of $L$ stable under $\text{ad} H$. Let $T_V$ be the associative algebra generated by $1$ and $\text{ad} h[V]$ for $h \in H$. Let $x \in T_V$ and let $f$ be the minimum polynomial of $x$. Then $x$ is called *decomposable* (on $V$) if $f$ is reducible. And $x$ is called *good* (with respect to $V$) if $f$ is irreducible and $\deg f = \dim T_V$.

**Algorithm** GeneralisedCartanDecompositionSmallFields

**Input:** A Lie algebra $L$ with nondegenerate Killing form, defined over a field $F$ with $q$ elements.

**Output:** A generalised Cartan decomposition of $L$.

```
H := CartanSubalgebra(L);
dec := \{L_i(H)\}; k := 1;
while $k \leq \#dec$ do
    V := the $k$-th element of dec;
    T_V := the associative algebra generated by 1 and \text{ad}_V H;
```

\( x := \text{a random element from } T_V; \)
\( f := \text{the minimum polynomial of } x; \)
\( \{f_1, \ldots, f_s\} := \text{the factorisation of } f; \)
\( \text{if } f \text{ is irreducible then} \)
\( \text{if } \deg(f) = \text{dim } T_V \text{ then } k := k + 1; \text{ fi; else} \)
\( V_i := V_0(f_i(x)); (1 \leq i \leq s) \)
\( \text{dec} := \text{dec} \cup \{V_1, \ldots, V_s\}; \)
\( \text{erase } V \text{ from } \text{dec}; \text{ fi;} \)
\( \text{od;} \)

Proof: First we prove the correctness of the algorithm. At termination we have that for every element \( V \) of the set \( \text{dec} \) there exists an \( x \in T_V \) such that \( x \) is good with respect to \( V \). Then \( x \) generates \( T_V \) and \( xV \) has an irreducible minimum polynomial. This implies that \( T_V \) is a field and every element of \( T_V \) has an irreducible minimum polynomial. Hence the minimum polynomial of \( \text{ad} a\vert V \) is irreducible for every \( h \in H \). The conclusion is that the elements of \( \text{dec} \) form a generalised Cartan decomposition.

To prove termination we must show that the random element \( x \) chosen in the algorithm is either decomposable or good with sufficiently high probability. Let \( V \) be a subspace of \( L \) that is stable under \( H \). Let \( T_V \) be the associative algebra generated by \( \text{ad} a \) for \( h \in H \). We have that \( T_V \) is a semisimple commutative associative algebra [see [47], Theorem II.1.2) so that \( T_V \) splits into a direct sum

\[
T_V = F_1 \oplus \cdots \oplus F_s
\]

where the \( F_i \) are finite extensions of the ground field \( F \). This follows from Wedderburn's structure theorem (see [40]).

If \( s = 1 \) then \( T_V = F_1 \). We estimate the probability that \( x \) is good. First of all, if \( m = 1 \) then all elements of \( T_V \) are good. Now suppose that \( m > 1 \). Let \( E \) be the subset of \( T_V \) consisting of all elements \( x \) of \( T_V \) that do not lie in a proper subfield of \( T_V \). Now to every irreducible polynomial \( f \) over \( F_1 \) corresponds a subset of \( m \) elements of \( E \) (namely the set of the roots of \( f \); see [38], Theorem 2.14). Also the sets corresponding to different irreducible polynomials do not intersect. Let \( N_q(m) \) be the number of irreducible polynomials over \( F_1 \). Write \( m = ab \) where \( b \) is the largest proper divisor of \( m \). Then

\[
|E| = mN_q(m) = \sum_{d|a} \mu(d)q^{m/d} \\
\geq q^n - q^{n-1} - \cdots - q \\
= q^n - \frac{q^n - 1}{q - 1}. 
\]
(See [38], Theorem 3.25). An element \( x \in T_V \) is good if and only if \( x \in E \). And the probability that a randomly chosen element \( x \in T_V \) lies in \( E \) is

\[
\frac{|E|}{q^n} \geq \left( q^n - q^{\frac{n}{2}} - 1 \right) / q^n = 1 - \frac{1}{q^{n-1}} - \frac{1}{q^{n-1}(q-1)} \geq \frac{1}{2}.
\]

Now let \( s > 1 \). We now estimate the probability that \( x \) is decomposable. First we have that \( x = x_1 + \cdots + x_s \), where \( x_i \in F_i \) are randomly and independently chosen elements. The minimum polynomial of \( x \) is the least common multiple of the minimum polynomials of the \( x_i \). So if \( x \) is not decomposable then all \( x_i \) have the same minimum polynomial. It follows that the subfields of the \( F_i \) generated by the \( x_i \) are all isomorphic. Let this subfield be \( F_\infty \). We may suppose that all \( F_i \) are equal to \( F_\infty \); otherwise the probability that \( x_i \in F_\infty \) is less. Now we assume that we have chosen an element \( x_1 \in F_1 \) with an irreducible minimum polynomial \( f \) of degree \( m \). Because there are exactly \( m \) elements in \( F_1 \) with minimum polynomial equal to \( f \), we have that the probability that a randomly chosen element \( x_2 \in F_2 \) also has minimum polynomial \( f \) is equal to

\[
\frac{m}{q^m} \leq \frac{1}{2}.
\]

It follows that the probability that \( x \) is decomposable is \( \geq 1/2 \). The conclusion is that the probability that a randomly chosen element is either good or decomposable is \( \geq 1/2 \). Hence we expect to find such an element in at most two steps. \( \square \)

Corollary 4.13 Let \( L \) be a Lie algebra over a finite field with a nondegenerate Killing form. Then there is a Las Vegas \( f \)-algorithm for calculating a generalized Cartan decomposition of \( L \).

Remark. The algorithm described in this section also works over big fields; then the random element from \( T \) will be a splitting element with high probability.

Remark. The method given in this section provides a simplicity test for Lie algebras that have a nondegenerate Killing form. But if \( L \) is a semisimple Lie algebra of characteristic \( p \), then \( L \) may have a degenerate Killing form (examples are the Lie algebras of type \( W \), \( G, H, K \), see [19]). In this case the algorithm above may fail because the associative algebra generated by \( \text{ad} H \) may not be a torus. However, a convenient way of solving this problem is provided by the MeatAxe algorithm (see [28]). Let \( A \) be the associative algebra generated by \( \text{ad} L \). Then \( L \) is a finite dimensional module for \( A \) and a proper submodule will correspond to an ideal of \( L \). So \( L \) is simple if and only if \( L \) is irreducible as \( A \)-module.

Now the MeatAxe package of GAP provides a method for testing irreducibility. It has the disadvantage that the dimension of \( A \) is substantially bigger than the dimension of \( L \). For instance if \( L \) is simple of dimension \( n \), then the dimension of \( A \) is \( n^2 \) (see the proof of
Theorem X.3 in [32]). However, for Lie algebras of small dimension, the **MeatAxe** provides an efficient simplicity test. We tested the simplicity of the Lie algebra $A_2 \oplus B_2 \oplus G_2$ defined over $\mathbb{F}_9$ using the **MeatAxe**. It needed 27 seconds to decide that the module was not irreducible. Since in this case the Killing form is not degenerate, we also tried the algorithm described in this section; it needed 503 seconds to calculate the direct sum decomposition.

4.3 Examples

**Example 4.14** Let $L$ be a 6 dimensional Lie algebra with basis

$$\{h_1, x_1, y_1, h_2, x_2, y_2\}.$$  

The structure constants of $L$ are specified in Table 4.1.

<table>
<thead>
<tr>
<th>Product</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[h_1, x_1]$</td>
<td>$2x_1$</td>
</tr>
<tr>
<td>$[h_1, y_1]$</td>
<td>$-2y_1$</td>
</tr>
<tr>
<td>$[h_1, x_2]$</td>
<td>$2x_2$</td>
</tr>
<tr>
<td>$[h_1, y_2]$</td>
<td>$-2y_2$</td>
</tr>
<tr>
<td>$[x_1, y_1]$</td>
<td>$\frac{1}{2}h_1 + \frac{1}{2}h_2$</td>
</tr>
<tr>
<td>$[x_1, y_2]$</td>
<td>$\frac{1}{2}h_1 - \frac{1}{2}h_2$</td>
</tr>
</tbody>
</table>

Table 4.1: Nonzero products of the basis elements of a 6 dimensional Lie algebra.

Brackets of pairs of basis elements that are not present are assumed to be 0. The determinant of the matrix of the Killing form is $2^{16}$, hence $L$ is semisimple. As is easily verified, $H = \langle h_1, h_2 \rangle$ is a Cartan subalgebra.

First we take the ground field to be equal to $\mathbb{Q}$. Then the minimum polynomial of $\text{ad}(h_1 + 2h_2)$ is $X(X + 6)(X - 6)(X + 2)(X - 2)$ so that $h_1 + 2h_2$ is a splitting element. The decomposition of $L$ relative to $\text{ad}(h_1 + 2h_2)$ is

$$L = \langle x_1 \rangle \oplus \langle y_1 \rangle \oplus \langle y_2 \rangle \oplus \langle h_1, h_2 \rangle.$$  \hspace{1cm} (4.2)

Now the ideal generated by $x_1$ is spanned by $\{x_1, y_1, (h_1 + h_2)/2\}$. Similarly, the ideal generated by $x_2$ is spanned by $\{x_2, y_2, (h_1 - h_2)/2\}$. It follows that we have found the decomposition of $L$ into simple ideals.

The structure constants of $L$ can also be viewed as elements of $\mathbb{F}_9$. So now we take $\mathbb{F}_9$ as the ground field. Then the Killing form is nondegenerate so that we can apply the algorithm described in Section 4.2.2. The Fitting-one component $L_1(H)$ is spanned by $\{x_1, y_1, x_2, y_2\}$. The minimum polynomial of $\text{ad}(h_1 + 2h_2)$ is $X(X - 1)(X - 2)$ (denoting the elements of $\mathbb{F}_9$
by \( \{0, 1, 2\} \). So \( h_1 + 2h_2 \) is a decomposable element and the corresponding decomposition of \( L_1(H) \) is

\[
L_1(H) = \langle x_1 \rangle \oplus \langle y_1, x_2 \rangle \oplus \langle y_2 \rangle.
\]

Now we turn our attention to the space \( V = \langle y_1, x_2 \rangle \) (the other two spaces are 1-dimensional and hence irreducible). The minimum polynomial of the restriction of \( \text{ad}(h_1 + h_2) \) to \( V \) is \( X(X - 2) \) so that \( h_1 + h_2 \) is a decomposable element. We again find the generalised Cartan decomposition (4.2).

**Example 4.15** Let \( L \) be a Lie algebra with basis \( \{x_1, \ldots, x_6\} \) and multiplication table as shown in Table 4.2.

<table>
<thead>
<tr>
<th></th>
<th>( x_1 )</th>
<th>( x_2 )</th>
<th>( x_3 )</th>
<th>( x_4 )</th>
<th>( x_5 )</th>
<th>( x_6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 )</td>
<td>0</td>
<td>0</td>
<td>2x_4</td>
<td>-2x_3</td>
<td>-2x_6</td>
<td>2x_5</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>0</td>
<td>0</td>
<td>2x_3</td>
<td>2x_4</td>
<td>2x_5</td>
<td>-2x_6</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>-2x_4</td>
<td>-2x_3</td>
<td>0</td>
<td>0</td>
<td>x_2</td>
<td>x_1</td>
</tr>
<tr>
<td>( x_4 )</td>
<td>2x_3</td>
<td>-2x_4</td>
<td>0</td>
<td>0</td>
<td>z_1</td>
<td>-x_2</td>
</tr>
<tr>
<td>( x_5 )</td>
<td>2x_6</td>
<td>2x_5</td>
<td>0</td>
<td>-z_1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( x_6 )</td>
<td>-2x_3</td>
<td>2x_6</td>
<td>-z_1</td>
<td>z_2</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.2: Multiplication table of a 6 dimensional Lie algebra.

The determinant of the matrix of the Killing form is \(-2^{10}\) so that \( L \) is semisimple. A Cartan subalgebra of \( L \) is spanned by \( \{x_1, x_2\} \). The minimum polynomial of \( \text{ad}(x_1 + x_2) \) is \( X(X^2 - 4X + 8)(x^2 + 4X + 8) \). Hence \( x_1 + x_2 \) is a splitting element. The corresponding generalised Cartan decomposition is

\[
L = L_{3,4} \oplus L_{5,6} \oplus L_{1,2},
\]

where \( L_{1,2} \) is the subspace spanned by \( \{x_1, x_2\} \). From the multiplication table it follows that the ideals generated by \( L_{3,4} \) and \( L_{5,6} \) are both equal to \( L \). Hence, by Theorem 4.4 we have that \( L \) is a simple Lie algebra.

### 4.4 Evaluation

In Section 1.4.6 a more general method for decomposing a Lie algebra as a direct sum of ideals is described. Here we compare this general method with the special methods for semisimple Lie algebras that we propose. The general method has of course the advantage of being more general. However, a disadvantage of this method is the fact that it computes the centraliser of \( \text{ad} L \) in the matrix algebra \( M_{\text{dim}L}(F) \). Since the dimension of this centraliser can be significantly bigger than the dimension of \( L \), this may be a difficult task.

So now we have the following methods:
• (General method) The algorithm described in Section 1.4.6.
• (Random) The method that uses the randomised method to find a splitting element.
• (Subs.) The method that substitutes $g^{441}$ for $x_4$ in the polynomial $G$ in order to find a splitting element.
• (Prim. elt.) The algorithm that finds a "primitive element" in the associative algebra generated by $1$ and $ad H$.
• (Dec. elt.) The algorithm given in Section 4.2.2 that uses decomposable elements.

We have tested these methods on some direct sums of $\mathfrak{sl}_2$, $\mathfrak{sl}_3$ and $\mathfrak{sl}_4$ over the field $\mathbb{Q}$. We took the standard Chevalley basis to produce the structure constants of $L$. The results are shown in Table 4.3. The randomised method used a set of $2m$ elements, from which it selected the coefficients of a splitting element. From this table we see that the running times of the general method increase rapidly if the dimension increases. This is caused by the computation of the centraliser of $ad L$ in $M_{\dim L}(F)$. The primitive element method has the disadvantage that it has to calculate the dimension of an associative algebra many times. It is seen that the randomised method is the fastest.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathfrak{sl}_2 \oplus \mathfrak{sl}_2$</td>
<td>6</td>
<td>12</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>18</td>
</tr>
<tr>
<td>$\mathfrak{sl}_2 \oplus \mathfrak{sl}_3$</td>
<td>11</td>
<td>35</td>
<td>24</td>
<td>39</td>
<td>31</td>
<td>33</td>
</tr>
<tr>
<td>$\mathfrak{sl}_3 \oplus \mathfrak{sl}_2$</td>
<td>16</td>
<td>127</td>
<td>38</td>
<td>64</td>
<td>113</td>
<td>71</td>
</tr>
<tr>
<td>$\mathfrak{sl}_2 \oplus \mathfrak{sl}_4$</td>
<td>18</td>
<td>205</td>
<td>48</td>
<td>69</td>
<td>150</td>
<td>109</td>
</tr>
</tbody>
</table>

Table 4.3: Running times (in seconds) of the algorithms for decomposing a semisimple Lie algebra.
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Chapter 5

The type of a semisimple Lie algebra

The human mind has proved to be able to solve the problem of the identity of simple Lie algebras. Let \( L \) be a simple Lie algebra over an algebraically closed field \( F \) of characteristic 0. Then \( L \) is known: it is isomorphic either to an element of one of the "great" classes of simple Lie algebras (\( A_n, B_n, C_n, D_n \)) or to one of the exceptional Lie algebras (\( E_6, E_7, E_8, F_4, G_2 \)).

The semisimple Lie algebras are direct sums of simple ones. Hence also the semisimple Lie algebras are classified. If a given Lie algebra \( L \) is isomorphic to e.g. \( A_2 + D_3 + G_2 \), then we call \( A_2 + D_3 + G_2 \) the type of \( L \).

In Section 5.1 we give a method for obtaining the type of a semisimple Lie algebra with structure constants in \( \mathbb{Q} \). Thereby we solve the isomorphism problem for semisimple Lie algebras over \( \mathbb{Q} \) having structure constants in \( \mathbb{Q} \). In Section 5.2 we give a different method for solving this problem. Finally in Section 5.3 examples are given and the two methods are evaluated.

5.1 Identifying a semisimple Lie algebra

For a semisimple Lie algebra we would like to be able to obtain its type. In general however, to calculate the root system and the corresponding Cartan matrix, we need arbitrary number fields. We have an example illustrating this.

Example 5.1. Let \( L \) be the 6-dimensional Lie algebra of Example 4.15. Then, as shown in Example 4.15, \( L \) is simple. However, over \( \mathbb{Q} \) there is only one 6-dimensional semisimple Lie algebra, namely \( A_1 + A_1 \). In this case, to obtain a splitting of the Cartan subalgebra, we need the field \( \mathbb{Q}(\sqrt{-1}) \), a field of degree two.
Let $H$ be a Cartan subalgebra of $L$ with splitting element $h$ (see Section 4.2.1). Then the degree of the field extension needed to split the action of $\text{ad} h$ can be very large (if the minimum polynomial of $\text{ad} h$ is irreducible and of degree $d$, then "generically" the degree of the field extension needed is $d$). The idea we pursue here is to avoid working over large number fields by reducing the Lie algebra modulo a prime number $p$. (Note that if we multiply all basis elements by a scalar $\lambda$, then the structure constants relative to this new basis are also multiplied by $\lambda$, so that we can get all structure constants to be integers.) The algebraic extensions of $\mathbb{F}_p$ are much easier to handle. If $p$ does not divide the determinant of the matrix of the Killing form, then the reduced Lie algebra fits into a similar classification (see [48]). The only thing we have to prove is that both Lie algebras produce equivalent Cartan matrices.

We start with a semisimple Lie algebra $K$ defined over $\mathbb{Q}$ with a basis chosen in such a way that the structure constants relative to this basis lie in $\mathbb{Z}$. We may assume that this basis contains a basis $\{h_1, \ldots, h_l\}$ of a Cartan subalgebra. Let $f_i$ be the characteristic polynomial of $\text{ad} h_i$, for $1 \leq i \leq l$. Write $f_i = X^{m_i} g_i$, where $g_i(0) \neq 0$. If $p \geq 7$ is a prime number not dividing the determinant of the matrix of the Killing form of $K$ and not dividing the numbers $g_i(0)$ for $1 \leq i \leq l$, then $p$ is called pleasant. In the sequel we use a fixed pleasant prime number $p$.

Let $F$ be the smallest number field containing all eigenvalues of the $\text{ad} h_i$ for $1 \leq i \leq l$ and let $\mathcal{O}_F$ be the ring of algebraic integers of $F$. There exists a prime ideal $P$ of $\mathcal{O}_F$ such that $P \cap \mathbb{Z} = (p)$ (see [34], p. 9). Let

$$
\mathcal{O}_F^P = \left\{ \frac{x}{y} \mid x \in \mathcal{O}_F, \ y \in \mathcal{O}_F \setminus P \right\}
$$

be the localisation of $\mathcal{O}_F$ at $P$. Let $M_p$ be the unique maximal ideal of $\mathcal{O}_F^P$. It follows that there is an $m > 0$ such that $\mathcal{O}_F^P/M_p = \mathbb{F}_p^m$, the finite field of $p^m$ elements.

Now let $L$ be a Lie algebra over $\mathcal{O}_F^P$ with the same multiplication table as $K$. Set

$$
L_p = L \otimes_{\mathcal{O}_F^P} \mathbb{F}_p^m.
$$

Let $\phi : \mathcal{O}_F^P \to \mathbb{F}_p^m$ be the projection map. In the obvious way $\phi$ carries over to a map from $L$ to $L_p$. Let $\{x_1, \ldots, x_n\}$ be a basis of $L$ and set $\bar{x}_i = x_i \otimes 1 \in L_p$ for $1 \leq i \leq n$. Then

$$
\phi\left( \sum_{i=1}^n a_i x_i \right) = \sum_{i=1}^n \phi(a_i) \bar{x}_i,
$$

where $\{\bar{x}_1, \ldots, \bar{x}_n\}$ is a basis of $L_p$. Let $\kappa$ be the Killing form of $L$ and let $\kappa_p$ be the Killing form of $L_p$. The structure constants of $L_p$ are the images under $\phi$ of the structure constants of $L$, and hence they lie in the prime field $\mathbb{F}_p$. From this it follows that

$$
\kappa_p(\phi(x), \phi(y)) = \phi(\kappa(x, y)) \text{ for } x, y \in L.
$$
Because \( p \) is pleasant, we have that \( \kappa_p \) is nondegenerate.

Since the structure constants of \( L \) are the same as those of \( K \), also the basis of \( L \) corresponding to these structure constants contains a basis of a Cartan subalgebra \( H \). Let \( H_p \) be the image under \( \phi \) of \( H \). Furthermore \( H^* \) will be the dual space of \( H \) (defined over \( \mathbb{C}^p \)) and \( H^*_p \) will be the dual of \( H_p \). The map \( \phi \) induces a map

\[
\phi : H^* \rightarrow H^*_p.
\]

For \( \lambda : H \rightarrow \mathbb{C}^p \) an element of \( H^* \) we set \( \hat{\phi}(\lambda)(\phi(h)) = \phi(\lambda(h)) \). The image of \( \lambda \) is denoted by \( \hat{\lambda} \).

Since \( \mathbb{C}^p \) contains all eigenvalues of \( ad \ h \) for \( 1 \leq i \leq l \), the roots exist over \( \mathbb{C}^p \). Let \( \mathcal{R} \subset H^* \) be the set of roots and denote the image of \( \mathcal{R} \) under \( \hat{\phi} \) in \( H^*_p \) by \( \hat{\mathcal{R}} \). Then the elements of \( \hat{\mathcal{R}} \) are the roots of \( L_p \).

Lemma 5.2 The subalgebra \( H_p \) of \( L_p \) is a Cartan subalgebra of \( L_p \).

Proof. Let \( \alpha \) be a root of \( L \). The fact that \( p \) is pleasant implies that the multiplicity of \( 0 \) as a root of \( f_i \) is the same as the multiplicity of \( 0 \) as a root of \( f_i \), and hence \( \alpha \) is nonzero. So if \( \alpha \) is a nonzero element of the root space \( L_p \) belonging to \( \alpha \), then there is an index \( i \) such that \( \alpha \) is an eigenvalue of \( H_p \) and \( \alpha \) is nonzero. Hence if \( \alpha, \beta \) is an \( \alpha \) \( \beta \) in \( L_p \) and all \( \alpha \) \( \beta \) in \( H_p \), then \( x \in H_p \), i.e., the normaliser of \( H_p \) in \( L_p \) is \( H_p \) itself. The fact that \( H_p \) is nilpotent is a consequence of the nilpotency of \( H \). \( \square \)

Lemma 5.3 The restriction of \( \kappa_p \) to \( H_p \) is nondegenerate.

Proof. Let \( h \) be an element of \( H \) and \( \hat{h} \) its image in \( H_p \). Let \( L = H \oplus L_1(H) \) be the Fitting decomposition of \( L \) relative to \( H \) (see Proposition 1.23). Then from \([32], p. 108\), it is seen that \( \kappa(h, x) = 0 \) for all \( x \in L_1(H) \). Hence also \( \kappa_p(h, z) = 0 \). Because \( \kappa_p \) is nondegenerate there must be a \( g \in H \) such that \( \kappa_p(h, g) \) is nonzero. \( \square \)

It is well known that we can identify \( H \) and \( H^* \) because the Killing form is nondegenerate. Let \( \lambda \) be an element of \( H^* \). Then the corresponding element \( \theta(\lambda) \) of \( H \) is required to satisfy \( \alpha(\theta(\lambda), h) = \lambda(h) \) for all \( h \in H \). If \( \{h_1, \ldots, h_l\} \) is a basis of \( H \) and \( \theta(\lambda) = a_1h_1 + \cdots + a_lh_l \), then we have the system of equations

\[
\begin{pmatrix}
\alpha_1(h_1) & \cdots & \alpha_1(h_l) \\
\vdots & \ddots & \vdots \\
\alpha_l(h_1) & \cdots & \alpha_l(h_l)
\end{pmatrix}
= \begin{pmatrix}
\lambda(h_1) \\
\vdots \\
\lambda(h_l)
\end{pmatrix}.
\]

By Lemma 5.3 the determinant of the matrix of this system is an integer not divisible by \( p \). Hence by Cramer's rule there exists a unique solution over \( \mathbb{C}^p \). Also by Lemma 5.3 we have that in the case of \( L_p \) there is a similar map \( \theta_p \).
Lemma 5.4 We have the following identity:
\[ \phi \circ \theta = \theta \circ \phi. \]

**Proof.** Choose \( \lambda \in \mathfrak{h}^* \) and suppose that \( \theta_\lambda(\phi(\lambda)) = b_1 h_1 + \cdots + b_l h_l \), where \( b_i \in \mathbb{F}^\times_p. \) Then because \( \phi(\lambda)(h_i) = \phi(\lambda(h_i)) \) we have that the system of equations for the \( b_i \) is just the image under \( \phi \) of the system of equations (5.1). Hence \( b_i = \phi(a_i) \) and we are done. \( \square \)

Using the map \( \theta \), a bilinear form \((\ ,\ )\) is defined on \( \mathfrak{h}^* \) by
\[ (\lambda, \mu) = \kappa(\theta(\lambda), \theta(\mu)). \]
In the same way there is a bilinear form \((\ ,\ )_p\) on \( \mathfrak{h}_p^* \).

**Lemma 5.5** For \( \lambda, \mu \in \mathfrak{h}^* \) we have \( \phi((\lambda, \mu)) = (\lambda, \mu)_p. \)

**Proof.** The proof is by straightforward calculation:
\[
\phi((\lambda, \mu)) = \phi(\kappa(\theta(\lambda), \theta(\mu))) \\
= \kappa(\phi(\theta(\lambda)), \phi(\theta(\mu))) \\
= \kappa(\theta_\lambda(\phi(\lambda)), \theta_\lambda(\phi(\mu))) \text{ by Lemma 5.4} \\
= (\phi(\lambda), \phi(\mu))_p.
\]

\( \square \)

Let \( \alpha \) and \( \beta \) be two roots; then we set
\[ \frac{2(\alpha, \beta)}{(\beta, \beta)} = (\alpha, \beta)_p. \]

For the modular case we have a similar formula
\[ \frac{2(\tilde{\alpha}, \tilde{\beta})_p}{(\tilde{\beta}, \tilde{\beta})_p} = (\tilde{\alpha}, \tilde{\beta})_p. \]

We remark that since \( p \geq 5 \), Theorem 5.6 of [47] implies that \((\beta, \beta)_p\) is nonzero.

We call a set of roots \( \{\alpha_1, \ldots, \alpha_l\} \) a fundamental system if for any root \( \alpha \) one of the following holds:

1. \( \alpha \) is a member of a sequence of the form \( \alpha_1, \alpha_2 + \alpha_1, \alpha_3 + \alpha_1 + \alpha_2 \ldots \)
2. \( -\alpha \) is a member of such a sequence.
We note that every root system has a fundamental system (see \cite{29}, \cite{48}). If \( (\alpha_1, \ldots, \alpha_i) \) is a fundamental system, then \( C = (\alpha_i, \alpha_j) \) (respectively \( \bar{C} = (\bar{\alpha}_i, \bar{\alpha}_j) \) in the modular case) is the corresponding Cartan matrix.

**Proposition 5.6** Let \( C \) be a Cartan matrix of \( R \), then \( \phi(C) \) is a Cartan matrix of \( \overline{R} \).

**Proof.** Let \( (\alpha_1, \ldots, \alpha_i) \) be a fundamental system of roots in \( H^* \). Then it is immediate that \( (\alpha_1, \ldots, \alpha_i) \) is a fundamental system of roots in \( H^*_p \). Hence Lemma 5.5 implies that \( \langle \bar{\alpha}_i, \bar{\alpha}_j \rangle_p = \phi(\langle \alpha_i, \alpha_j \rangle) \).

\( \square \)

**Corollary 5.7** From a Cartan matrix of \( \overline{R} \) we can recover a Cartan matrix of \( R \).

**Proof.** The numbers \( (\alpha_i, \alpha_j) \) are known to be 2, 0, -1, -2 or -3 (\cite{32}, p. 121). Because \( p \geq 7 \), we can recover those numbers from their images in \( \overline{F}_p \). Now Proposition 5.6 finishes the proof. \( \square \)

The above results lead to the following algorithm:

**Algorithm Type**

**Input:** A semisimple Lie algebra \( L \) over \( \mathbb{Q} \).

**Output:** The type of \( L \).

**Step 1** Calculate a Cartan subalgebra \( H \) of \( L \) (Chapter 3).

**Step 2** Extend a basis of \( H \) to a basis of \( L \) and multiply by an integer in order to ensure that all structure constants relative to this basis are integers.

**Step 3** Select a pleasant prime \( p \).

**Step 4** Let \( S \) be the table of structure constants obtained from the table of structure constants of \( L \) by reducing every constant modulo \( p \). Let \( L_p \) be the Lie algebra with structure constants table \( S \), defined over \( \overline{F}_p \), where \( m \) is large enough to ensure that the characteristic polynomials of \( \text{ad} \ h_i \) for \( h_i \) in a basis of \( H_p \) split into linear factors.

**Step 5** Decompose \( L_p \) into a direct sum of simple ideals (Chapter 4).

**Step 6** For each component of \( L_p \), determine a fundamental system inside the root system. Calculate the Cartan matrices which determine the type of \( L \).
Remark. The integer $m$ in Step 4 will be the least common multiple of the degrees of the irreducible factors of the minimum polynomials of $\text{ad } h$, where $h_i$ runs over a basis of $H$. Also, if $L_2$ has a splitting element, then $m$ will be the least common multiple of the degrees of the irreducible factors of the minimum polynomial of a splitting element. We have no proof that this number is polynomial in the dimension of $L$, so that we do not know the complexity of this algorithm.

Remark. The number $-3$ will occur in the Cartan matrix only if there is a simple factor isomorphic to $G_2$. So if the semisimple Lie algebra $L$ has no ideals of type $G_2$, then we can take $p \geq 5$. On the other hand, if a simple ideal $I$ of $L$ is of type $G_2$, then we can recognize it by inspection of the dimension and the rank. The conclusion is that we can always take $p \geq 5$.

Remark. The only cases where we need to calculate the root system of a simple component $K$ of $L$ is where $K$ is isomorphic to $B_1$, $C_1$ or $F_4$. The Lie algebras $B_1$ and $C_1$ have the same dimension and rank and the dimension and rank of $F_4$ are equal to those of $B_1$ and $C_1$. The other simple Lie algebras reveal their type by their dimension and rank.

Remark. For the numbers $(\alpha, \beta)$ appearing in the Cartan matrix there is a well-known formula. Let $s$ and $t$ be the largest non-negative integers such that

$$\alpha - s\beta, \alpha - (s - 1)\beta, \ldots, \alpha - (t - 1)\beta, \alpha - t\beta$$

are all roots. Then $(\alpha, \beta) = s - t$ ([29], p. 45, see Theorem 5.6 of [47] for the modular case). This gives an easy and fast algorithm to calculate these numbers.

5.2 Isomorphism of semisimple Lie algebras

Here we present an algorithmic method to decide whether two semisimple Lie algebras are isomorphic. Let $L$ be a semisimple Lie algebra of dimension $n$ with Cartan subalgebra $H$. Suppose $\{h_1, \ldots, h_n\}$ is a basis of $H$. Let $x_1, \ldots, x_n$ be indeterminates and set $h = \sum x_i h_i$ which is an element of $L \otimes F(x_1, \ldots, x_n)$. Let

$$f(T) = T^n + p_1(x_1, \ldots, x_n)T^{n-1} + \cdots + p_0(x_1, \ldots, x_n)$$

be the characteristic polynomial of $\text{ad } h$. Then we call $f$ the characteristic polynomial of the action of $H$ on $L$.

Theorem 5.8 Let $L_1$ and $L_2$ be semisimple Lie algebras over an algebraically closed field $F$ of characteristic 0. Let $H_1$ and $H_2$ be Cartan subalgebras of $L_1$ and $L_2$, respectively.
Suppose \( \dim H_1 = \dim H_2 = l \) and \( \dim L_1 = \dim L_2 = n \). Let
\[
f_1(T) = T^n + p_1(x_1, \ldots, x_i)T^{n-1} + \cdots + p_l(x_1, \ldots, x_i)
\]
and
\[
f_2(T) = T^n + q_1(y_1, \ldots, y_i)T^{n-1} + \cdots + q_l(y_1, \ldots, y_i)
\]
be the characteristic polynomials of the action of \( H_1 \) (on \( L_1 \)) and \( H_2 \) (on \( L_2 \)), respectively. Then \( L_1 \) and \( L_2 \) are isomorphic if and only if there is a transformation
\[
\begin{align*}
\tilde{y}_1 &= a_{11}y_1 + a_{12}y_2 + \cdots + a_{1l}y_l \\
\vdots \\
\tilde{y}_i &= a_{i1}x_1 + a_{i2}x_2 + \cdots + a_{il}x_l
\end{align*}
\]
(5.2)
such that \( \det(a_{ij}) \neq 0 \) and \( p_i(x_1, \ldots, x_i) = q_i(\tilde{y}_1, \ldots, \tilde{y}_i) \) for \( 1 \leq i \leq l \).

**Proof.** Write \( L_1 = V_1 \oplus H_1 \) and \( L_2 = V_2 \oplus H_2 \) (direct sums of vector spaces), where the subspaces \( V_1 \) and \( V_2 \) are the sums of the root spaces of \( L_1 \) and \( L_2 \), respectively. Suppose that \( L_1 \) and \( L_2 \) are isomorphic. Because all Cartan subalgebras are conjugate (Theorem [X.3 of [82]]), we may assume that an isomorphism \( L_1 \to L_2 \) maps \( H_1 \) to \( H_2 \). Let \( \alpha_1, \ldots, \alpha_l \) be the roots of \( L_1 \) and let \( \{h_1, \ldots, h_l\} \) be a basis of \( H_1 \). Then
\[
f_1(T) = T^n \prod_{i=1}^l (T - \alpha_i(h_i)x_i - \cdots - \alpha_l(h_i)x_i).
\]
A base change of \( V_1 \) does not affect the characteristic polynomial of the action of \( H_1 \). Hence we consider the effect of a base change in \( H_1 \) on the polynomial \( f_1 \). Suppose \( \{h_1, \ldots, h_l\} \) is a second basis of \( H_1 \), where \( h_i = \sum a_{ik}h_k \). Then
\[
T - \alpha_i(h_i)x_i - \cdots - \alpha_l(h_i)x_i = T - \alpha_i(\sum_{k=1}^l a_{ik}h_k)x_i - \cdots - \alpha_l(\sum_{k=1}^l a_{ik}h_k)x_i
\]
\[
= T - \alpha_i(h_i)\sum_{k=1}^l a_{ik}x_k - \cdots - \alpha_l(h_i)\sum_{k=1}^l a_{ik}x_k
\]
\[
= T - \alpha_i(h_i)\tilde{y}_i - \cdots - \alpha_l(h_i)\tilde{y}_i.
\]
The conclusion is that a base change of \( H_1 \) corresponds exactly to a change of variables in the polynomials \( p_i \). So \( L_1 \cong L_2 \) implies that there is a transformation of the form (5.2).

Now suppose that there is a transformation of the form (5.2). Let \( \{\tilde{h}_1, \ldots, \tilde{h}_l\} \) be a basis of \( H_2 \). We define a linear map \( \phi : H_1 \to H_2 \) by
\[
\phi(h_i) = \sum_{j=1}^l a_{ij}\tilde{h}_j.
\]
We extend this map to the dual spaces by \( \phi(\alpha)(\hat{\phi}(\hat{h})) = \alpha(\hat{h}) \) for \( \alpha \in H^*_2 \) and \( \hat{h} \in H_2 \). We claim that if \( \alpha \) is a root of \( L_1 \), then \( \phi(\alpha) \) is a root of \( L_2 \). To see this, note that a root \( \beta \) of \( L_2 \) corresponds to a factor

\[
T - \beta(h_1)y_1 - \cdots - \beta(h_l)y_l
\]

in \( f_2 \). Now choose \( \beta \) such that by the transformation (5.2) this factor is mapped to

\[
T - \alpha(h_1)x_1 - \cdots - \alpha(h_l)x_l.
\]

Then we calculate

\[
T - \beta(h_1)y_1 - \cdots - \beta(h_l)y_l = T - \beta(h_1)\sum_{j=1}^{l} a_{j1}x_j - \cdots - \beta(h_l)\sum_{j=1}^{l} a_{j1}x_j
\]

\[
= T - \left( \sum_{j=1}^{l} a_{j1}\beta(h_j) \right)x_1 - \cdots - \left( \sum_{j=1}^{l} a_{j1}\beta(h_j) \right)x_l.
\]

It follows that

\[
\alpha(h_i) = \sum_{j=1}^{l} a_{j1}\beta(h_j) = \beta\left( \sum_{j=1}^{l} a_{j1}\beta(h_j) \right) = \beta(\hat{\phi}(\hat{h}_i)).
\]

So on a basis of \( H_2 \) the functions \( \phi(\alpha) \) and \( \beta \) have the same values, forcing \( \phi(\alpha) = \beta \). The conclusion is that \( L_1 \) and \( L_2 \) have isomorphic root systems and hence \( L_1 \cong L_2 \) (see [29], Theorem 14.2). \( \square \)

The algorithm resulting from this is the following:

**Algorithm: IsIsomorphic**

**Input:** Two semisimple Lie algebras \( L_1 \) and \( L_2 \).

**Output:** The boolean \( L_1 \cong L_2 \).

**Step 1** If \( \dim L_1 \neq \dim L_2 \) then return false. Otherwise set \( n = \dim L_1 \).

**Step 2** Calculate Cartan subalgebras \( H_1 \) and \( H_2 \) of \( L_1 \) and \( L_2 \) (Chapter 3). If \( \dim H_1 \neq \dim H_2 \) then return false. Otherwise set \( l = \dim H_1 \).

**Step 3** Calculate the polynomials \( p_i \) and \( q_i \) (for \( 0 \leq i \leq n - 1 \)).

**Step 4** Introduce the variables \( a_{jk} \) for \( 1 \leq j, k \leq l \) and substitute \( \hat{y}_i = \sum a_{jk}x_k \) in the \( p_i \). Require that the resulting polynomials are equal to the \( q_i \). This yields a system of polynomial equations in the variables \( a_{jk} \).

**Step 4** Now by a Gröbner basis computation we can check whether there is a solution to the system of equations we obtained in the preceding step.
5.3 Examples

Example 5.9 Let \( L_1 \) be the Lie algebra of Example 4.14. Then the matrix of the restriction of \( \xi_1 \) \( \text{ad} \, h_1 + \xi_2 \) \( \text{ad} \, h_2 \) to the space spanned by \( \{ x_1, y_1, x_2, y_2 \} \) is

\[
\begin{pmatrix}
2\xi_1 + 2\xi_2 & 0 & 0 & 0 \\
0 & -2\xi_1 - 2\xi_2 & 0 & 0 \\
0 & 0 & 2\xi_1 - 2\xi_2 & 0 \\
0 & 0 & 0 & -2\xi_1 + 2\xi_2
\end{pmatrix}
\]

It follows that the characteristic polynomial of the action of \( H_1 \) on \( L_1 \) is

\[
f_1(T) = T^6(T - 2\xi_1 - 2\xi_2)(T + 2\xi_1 + 2\xi_2)(T - 2\xi_1 + 2\xi_2)(T + 2\xi_1 - 2\xi_2) = T^8 + (-8\xi_1^2 - 8\xi_2^2)T^4 + (16\xi_1^4 - 32\xi_1^2\xi_2^2 + 16\xi_2^4)T^2.
\]

Let \( L_2 \) be the Lie algebra of Example 4.15. Then the matrix of the restriction of \( \xi_1 \) \( \text{ad} \, x_1 + \xi_2 \) \( \text{ad} \, x_2 \) to the span of \( \{ x_3, x_4, x_5, x_6 \} \) is

\[
\begin{pmatrix}
2\xi_2 & -2\xi_1 & 0 & 0 \\
2\xi_1 & 2\xi_2 & 0 & 0 \\
0 & 0 & -2\xi_3 & 2\xi_1 \\
0 & 0 & -2\xi_1 & -2\xi_3
\end{pmatrix}
\]

Hence the characteristic polynomial of the action of the Cartan subalgebra \( H_2 \) of \( L_2 \) is

\[
f_2(T) = T^4(T^2 - 4\xi_1^2T + 4\xi_1^4 + 4\xi_2^2)(T^2 + 4\xi_1T + 4\xi_1^3 + 4\xi_2^2) = T^8 + (8\xi_1^2 - 8\xi_2^2)T^4 + (16\xi_1^4 + 32\xi_1^2\xi_2^2 + 16\xi_2^4)T^2.
\]

It is easily seen that the transformation \( \xi_1 = i\xi_1, \xi_2 = \xi_2 \) transports \( f_1 \) to \( f_2 \). The conclusion is that \( L_1 \) and \( L_2 \) are isomorphic.

Now we try to calculate the type of \( L_2 \). The characteristic polynomials of \( \text{ad} \, x_1 \) and \( \text{ad} \, x_2 \) split over \( \mathbb{R} \). Over this field \( L_2 \) splits as a direct sum of two ideals \( I_1 \) and \( I_2 \), where

\[
I_1 = (x_3 + 2x_6, x_3 + 2x_4, x_1 + 3x_2),
\]

and

\[
I_2 = (x_3 + 3x_4, x_3 + 3x_6, x_1 + 2x_2).
\]

(The elements of \( \mathbb{R} \) are denoted by \( \{0, 1, 2, 3, 4\} \). Using the multiplication table of Example 4.13, we can calculate the multiplication tables of \( I_1 \) and \( I_2 \). Then these ideals turn out to be isomorphic to \( \mathfrak{sl}_2 \). The Lie algebra \( L_1 \) splits over any field. Also this Lie algebra is isomorphic to a direct sum of two copies of \( \mathfrak{sl}_2 \). The details are left to the reader.

In order to test the algorithm Type, we first construct semisimple Lie algebras over \( \mathbb{Q} \) that do not split over \( \mathbb{Q} \) (i.e., they are simple over \( \mathbb{Q} \). Let \( L \) be an absolutely simple Lie
algebra (i.e., \( L \) does not split over any algebraic extension of \( \mathbb{Q} \), with basis \( \{x_1, \ldots, x_n\} \) and structure constants \( \{c_{ij}^k\} \). Let \( f \in \mathbb{Q}[x] \) be an irreducible monic polynomial of degree \( d \) and let \( \alpha \) be a root of \( f \). Then \( L(f) \) will be the Lie algebra over \( \mathbb{Q} \) with basis

\[ x_1, \ldots, x_n, \alpha x_1, \ldots, \alpha x_n, \alpha^2 x_1, \ldots, \alpha^2 x_n, \ldots, \alpha^{d-1} x_1, \ldots, \alpha^{d-1} x_n. \]

The multiplication of \( L(f) \) is specified by

\[ [\alpha^k x_i, \alpha^l x_j] = \sum_{m=1}^{n} c_{ijkl}^{km} x_m. \]

Over an algebraic extension of \( \mathbb{Q} \) this Lie algebra will split as a direct sum of \( d \) ideals, all of the same type as \( L \). However, \( L(f) \) is simple over \( \mathbb{Q} \). We calculated the type of \( L(f) \) for various polynomials \( f \) and two simple Lie algebras \( L = A_1 \) and \( L = B_2 \). The results are displayed in Table 5.1.

<table>
<thead>
<tr>
<th>( f )</th>
<th>splitting field</th>
<th>( \dim A_1(f) )</th>
<th>Type ( (A_1(f)) )</th>
<th>( \dim B_2(f) )</th>
<th>Type ( (B_2(f)) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x^3 - x + 1 )</td>
<td>( \mathbb{F}_3 )</td>
<td>9</td>
<td>23</td>
<td>30</td>
<td>339</td>
</tr>
<tr>
<td>( x^4 + 3x + 1 )</td>
<td>( \mathbb{F}_5 )</td>
<td>12</td>
<td>38</td>
<td>40</td>
<td>616</td>
</tr>
<tr>
<td>( x^5 - 4x + 2 )</td>
<td>( \mathbb{F}_9 )</td>
<td>15</td>
<td>66</td>
<td>50</td>
<td>1358</td>
</tr>
<tr>
<td>( x^6 + 4x + 1 )</td>
<td>( \mathbb{F}_2 )</td>
<td>18</td>
<td>94</td>
<td>60</td>
<td>2391</td>
</tr>
<tr>
<td>( x^7 + 8x + 1 )</td>
<td>( \mathbb{F}_2 )</td>
<td>21</td>
<td>140</td>
<td>70</td>
<td>3874</td>
</tr>
<tr>
<td>( x^8 + 5x + 1 )</td>
<td>( \mathbb{F}_2 )</td>
<td>24</td>
<td>194</td>
<td>80</td>
<td>5549</td>
</tr>
</tbody>
</table>

Table 5.1: Running times (in seconds) of the algorithm Type, with \( A_1(f) \) (fourth column) and \( B_2(f) \) (sixth column) as input. The second column displays the field that was used to split the Cartan subalgebra.

We consider the system of polynomial equations that arises in Step 3 of the algorithm IsIsomorphic. The number of variables is \( (\dim H)^2 \). Hence the number of variables increases rapidly if \( \dim H \) increases. When testing the isomorphism of \( \mathfrak{s} \mathfrak{l}_2 \oplus \mathfrak{s} \mathfrak{l}_2 \oplus \mathfrak{s} \mathfrak{l}_2 \) and \( A_1(x^5 - x + 1) \), we got 49 polynomial equations in 9 variables. And already the Gröbner basis computation became problematic. Also the calculation of the characteristic polynomial of the action of a Cartan subalgebra is problematic. Maple used 92.6 seconds for this computation in the case of \( A_1(x^5 - 4x + 2) \) and it was not able to do the computation in the higher dimensional cases. The conclusion is that this isomorphism test is not well suited for practical problems.
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Chapter 6

Constructive Ado

In this chapter we consider the problem of constructing a faithful matrix representation of a Lie algebra given by a table of structure constants. According to Ado’s theorem this is always possible. However, the standard proofs of this theorem (see [6], [32]) do not provide effective constructions.

Throughout we suppose that \( L \) is a finite-dimensional Lie algebra of characteristic 0. A first idea is to look at the adjoint representation of \( L \). The kernel of \( \text{ad} \) is the centre \( Z(L) \) of \( L \). So for Lie algebras with a trivial centre the problem is solved by the adjoint representation. The rest of this chapter will be concerned with Lie algebras that have a nontrivial centre.

The method that we describe here follows roughly the lines of the proof of Ado’s theorem given in [6]. In this proof a tower (with certain properties) of Lie algebra extensions (where every term is an ideal in the next one) is constructed with final term \( L \). An algorithm for computing such a tower is given in Section 6.1. A representation of the first element of the tower is easily constructed. Then this representation is successively extended to representations of the higher terms of the tower and finally to \( L \) itself. Sections 6.2 and 6.3 focus on a single extension step. In Section 6.2 the vector space underlying the extension is described. We take a significantly smaller space than is done in the proof in [6]. Then in Section 6.3 it is proved that it is sufficient to work with this smaller space. An algorithm for calculating the extension is given. In Section 6.4 an algorithm for the construction of a faithful finite-dimensional representation of \( L \) is given and Ado’s theorem is obtained as a corollary. Also an upper bound on the degree of the resulting representation is given in the case where \( L \) is nilpotent. Finally, in Section 6.5 some practical examples are discussed.
6.1 Calculating a series of extensions

Here we describe how a series of subalgebras \( K_1 \subset K_2 \subset \cdots \subset K_m = L \) can be constructed such that \( K_{i+1} = K_i \ltimes H_i \), where \( H_i \) is a subalgebra of \( K_{i+1} \). The following algorithm calculates such a series.

**Algorithm: ExtensionSeries**

**Input:** A Lie algebra \( L \) over a field of characteristic 0.

**Output:** Series \( K_1, K_2, \ldots, K_r = L \) and \( H_1, \ldots, H_{r-1} \) such that

1. \( K_1 \) is commutative,
2. \( K_{i+1} = K_i \ltimes H_i \),
3. \( [H_i, K_i] \subset NR(K_i) \) for \( 1 \leq i \leq r - 1 \),
4. \( \dim H_i = 1 \) for \( 1 \leq i < r - 1 \).

\( R := \text{SolvableRadical}(L) \);
\( K_1 := \text{the final term of the derived series of } R \);
\( i := 1 \);

**while** \( K_i \neq R \) **do**

\( I := \text{the unique term of the derived series of } R \text{ such that } [I, I] \subset K_i \),

but \( I \) is not contained in \( K_i \);
\( y := \text{an element from } I \setminus K_i \);
\( K_{i+1} := K_i \ltimes \langle y \rangle \);
\( H_i := \langle y \rangle \);
\( i := i + 1 \);

**end while**;
\( r := i + 1 \);

\( K_r := L; H_{r-1} := \text{LeviSubalgebra}(L) \);

**Proof.** First we consider the computability of all the steps. Algorithms for the computation of the solvable radical, of the derived series and of a Levi subalgebra are described in Chapter 1. So it is easily seen that the algorithm terminates.

Now we prove that the output satisfies the properties listed above. In the first part of the algorithm a series of subalgebras

\[ 0 \subset K_1 \subset K_2 \subset \cdots \subset K_{r-1} = R \]

is constructed such that \( K_{i+1} = K_i \ltimes \langle y_i \rangle \). From the choice of \( y_i \) it is seen that \( K_i \) is indeed an ideal in \( K_{i+1} \). For \( 1 \leq i < r - 1 \) we let \( H_i \) be the 1-dimensional subalgebra spanned by \( y_i \). At the end we let \( H_{r-1} \) be a Levi subalgebra and we set \( K_r = L \).
The first two properties of the output are immediate. We have that $[L, R] \subseteq \text{NR}(L)$ (Theorem II.13 of [32]) and $K_i \subseteq R$ for $1 \leq i \leq r - 1$. Hence $[H_i, K_i] \subseteq \text{NR}(L) \cap K_i \subseteq \text{NR}(K_i)$. The last inclusion follows from the fact that $\text{ad}_{K_i}$ is nilpotent for all $x \in \text{NR}(L) \cap K_i$.

Finally, from the construction above it is seen that $\dim H_i = 1$ for $1 \leq i < r - 1$. 

6.2 The extension space

Here we consider the situation where $L = K \times H$. Starting with a finite-dimensional representation $\rho : K \rightarrow \mathfrak{gl}(V)$ of $K$ we try to find a finite-dimensional representation $\sigma$ of $L$. Under some conditions we succeed in doing this.

First we describe the space on which $L$ is to be represented. By $U(K)$ we will denote the universal enveloping algebra of $K$. If $\{x_1, \ldots, x_r\}$ is a basis of $K$, then by the Poincaré–Birkhoff–Witt (PBW) theorem ([32], Theorem 5.3) a basis of $U(K)$ (called PBW-basis) is formed by the standard monomials $x_1^{a_1} \cdots x_r^{a_r}$.

The representation space of $L$ will be a finite-dimensional subspace of the dual space $U(K)^*$. First we describe how $L$ acts on $U(K)^*$. Let $f$ be an element of $U(K)^*$ and let $x \in K$ and $y \in H$. Then for $a \in U(K)$ we set

$$
(x \cdot f)(a) = f(ax) \\
(y \cdot f)(a) = -f(ya - ay).
$$

Note that for $a \in U(K)$ we have that $ya - ay$ (which is an element of $U(L)$) also lies in $U(K)$. By some simple calculations it can be shown that this is indeed a Lie algebra action ([6], §7.2).

We extend the representation $\rho$ of $K$ to a representation of the universal enveloping algebra $U(K)$, by

$$
\rho(x_1^{a_1} \cdots x_r^{a_r}) = \rho(x_1)^{a_1} \cdots \rho(x_r)^{a_r}.
$$

Consider the map

$$
\theta : V \times V^* \rightarrow U(K)^*
$$

defined by $\theta(v, w^*)(a) = w(\rho(a)v)$. An element $\theta(v, w^*)$ is called a coefficient of the representation $\rho$. By $C_\rho$ we denote the image of $\theta$ in $U(K)^*$. For the proof of the following lemma we refer to [6], §7.1.

Lemma 6.1 $C_\rho$ is a $K$-submodule in $U(K)^*$.

Let $S_\rho \subseteq U(K)^*$ be the $L$-submodule of $U(K)^*$ generated by $C_\rho$. Let $\sigma : L \rightarrow \mathfrak{gl}(S_\rho)$ be the corresponding representation. In [6] the direct sum of $n$ copies of $\sigma$ is taken as extension.
of \( \rho \), where \( n = \dim V \). Then it is proved that this representation contains a copy of \( \rho \). This is not guaranteed to hold for \( \sigma \). However, by a slight abuse of language we will call \( \sigma \) the extension of \( \rho \) to \( L \).

The next proposition states some conditions under which \( S_\sigma \) is finite-dimensional.

**Proposition 6.2** Let \( L = K \rtimes H \) be such that \([H,K] \subset \text{NR}(K)\) and let \( \rho : K \rightarrow g(V) \) be a finite-dimensional representation of \( K \) such that \( \rho(x) \) is nilpotent for all \( x \in \text{NR}(K) \).

Let \( \sigma : L \rightarrow g(S_\rho) \) be the extension of \( \rho \) to \( L \). Then we have that \( S_\sigma \) is finite-dimensional and \( \sigma(x) \) is nilpotent for all \( x \in \text{NR}(L) \).

**Proof.** The proof of these facts can be found in the proof of Theorem 1 of [6] §7.2. □

### 6.3 Extending a representation

Here we show how a faithful finite-dimensional representation of a Lie algebra \( L \) can be constructed using the extension described in the previous section.

Throughout this section \( L = K \rtimes H \) and \( \rho : K \rightarrow g(V) \) is a finite-dimensional representation of \( K \). Furthermore, \( \sigma : L \rightarrow g(S_\rho) \) will be the extension of \( \rho \) to \( L \).

The key to the algorithm will be the following proposition.

**Proposition 6.3** Suppose that \( \rho \) is a faithful representation of \( K \). Then \( \sigma \) is faithful on \( K \). Furthermore, if \( H \) is 1-dimensional, then \( \sigma \) is a faithful representation of \( L \) or there is an element \( \hat{y} \in K \) such that \( y - \hat{y} \in \text{Z}(L) \), where \( y \) is an element spanning \( H \).

**Proof.** Let \( z \) be a nonzero element of \( K \). Then \( \rho(z) \neq 0 \) and hence there are \( v \in V \) and \( w^* \in V^* \) such that

\[
0 \neq w^*(\rho(z)v) = \sigma(z) \cdot \theta(v, w^*)(1).
\]

Hence \( \sigma(z) \neq 0 \) for all \( x \in K \) so that \( \sigma \) is faithful on \( K \).

Suppose that \( H = \langle y \rangle \). Suppose further that \( \sigma \) is not faithful on \( L \). This means that there is a nontrivial relation

\[
\lambda \sigma(y) - \sigma(\hat{y}) = 0,
\]

where \( \hat{y} \in K \). Because \( \sigma \) is faithful on \( K \), we may assume that \( \lambda = 1 \). It follows that \( \sigma(y) = \sigma(\hat{y}) \) for all \( x \in K \) we have

\[
\sigma([\hat{y}, x]) = [\sigma(\hat{y}), \sigma(x)] = [\sigma(y), \sigma(x)] = \sigma([y, x]).
\]

Since \( \sigma \) is faithful on \( K \), this implies that \( [\hat{y}, x] = [y, x] \). Also \( \sigma([y, y - \hat{y}]) = 0 \) and because \( [y, y - \hat{y}] \in K \) we have that it is 0. The conclusion is that \( y - \hat{y} \in \text{Z}(L) \). □
Now we continue with some observations about the space $S_p$. In the sequel $\{y_1, \ldots, y_s\}$ will be a basis of $H$, and $\{v_1, \ldots, v_n\}$ will be a basis of $V$. By $\epsilon^ij$ we denote the $n \times n$ matrix with a 1 on position $(i,j)$ and zeros elsewhere.

**Lemma 6.4** Suppose that $\rho(x)v_i = 0$ for all elements $x \in K$. Then there is a basis $\{w_1, \ldots, w_n\}$ of $S_p$ such that $\sigma(x)w_i = 0$ for all $x \in L$.

**Proof.** We work with the customary dual basis $\{v_1^*, \ldots, v_n^*\}$ of $V^*$ (i.e., $\epsilon_i^j(v_j) = \delta_{ij}$). Set $w_1 = \theta(v_1, v_1^*)$. Let $a$ be a monomial in $U(K)$. We calculate $w_1(a) = \theta(v_1, v_1^*) = \epsilon_1^1(\rho(a)v_1)$; it is 0 if $a \neq 1$ and 1 if $a = 1$. It follows that $w_1$ takes the value 1 on the element 1 of $U(K)$ and 0 on all other monomials. In particular $w_1$ is nonzero. Now we extend $w_1$ to a basis $w_1, \ldots, w_n$ of $S_p$. If $x$ is an element of $K$ then $\sigma(x)w_1(a) = w_1(ax)$. The support of $ax$ does not contain a constant term, hence $w_1(ax) = 0$. Now let $x \in H$. Then $\sigma(x)w_1(a) = -w_1(xa - ax)$. Since the support of $xa - ax$ also does not contain a constant term, we have that $w_1(xa - ax) = 0$. It follows that $\sigma(x)w_1 = 0$ for all $x \in L$. □

**Lemma 6.5** The space $S_p$ is spanned by the elements

$$y_1^{k_1} \cdots y_s^{k_s} \cdot \theta(v_i, v_i^*)$$

where $k_q \geq 0$ ($1 \leq q \leq s$) and $1 \leq i, j \leq n$.

**Proof.** Let $\{x_1, \ldots, x_s\}$ be a basis of $K$. Then by the PBW theorem $S_p$ is spanned by all elements of the form

$$y_1^{k_1} \cdots y_s^{k_s} \cdot x_1^{j_1} \cdots x_s^{j_s} \cdot \theta(v_i, v_i^*).$$

But since $C_p$ is a $U(K)$-module (Lemma 6.1), we have that such an element is a linear combination of elements of the form

$$y_1^{k_1} \cdots y_s^{k_s} \cdot \theta(v_i, v_i^*).$$

□

Let $a$ be an element of $U(K)$. By $\text{Orb}_H(a)$ we denote the orbit of $a$ under the action of the elements of $H$, i.e.,

$$\text{Orb}_H(a) = \{y_1^{k_1} \cdots y_s^{k_s} \cdot a \mid k_1, \ldots, k_s \geq 0\},$$

where $y_i \cdot a = y_i a - ax_i$.

**Lemma 6.6** Let $f \in S_p$. If $a$ is an element of $U(K)$ such that $\rho(\text{Orb}_H(a)) = 0$, then $f(a) = 0$. **


Proof. Set \( g = y_1^{i_1} \cdots y_d^{i_d} \cdot \theta(v_i,v_j). \) Then
\[
g(a) = \pm v_i^* \rho(y_1^{i_1} \cdots y_d^{i_d}, a) v_j = 0.
\]

Now Lemma 6.5 implies that \( f \) is a linear combination of elements of this form (note that since \( H \) is a subalgebra we have that a monomial \( y_1^{i_1} \cdots y_d^{i_d} \) is a linear combination of monomials of the form \( y_1^{m_1} \cdots y_d^{m_d} \)). It follows that \( f(a) = 0. \square \)

Remark. Let \( a \) be an element of \( U(K) \) of degree \( d \). Let \( W \) be the span of all monomials in \( U(K) \) of degree \( \leq d \). Then \( \text{Orb}_H(a) \subset W \). The conclusion is that \( \text{Orb}_H(a) \) is finite dimensional. By viewing it as a subspace of \( W \), we can calculate a basis of \( \text{Orb}_H(a) \).

Now we formulate an algorithm for extending the representation \( \rho \) to \( L \). There are two cases to be considered: the general case and the case where \( H = \langle y \rangle \) and there is a \( \hat{y} \in K \) such that \( y - \hat{y} \in Z(L) \). In the second case we can easily construct a faithful representation of \( L \). Then by Proposition 6.3 we always obtain a faithful representation of \( L \) in the case where \( H \) is 1-dimensional. For greater clarity we formulate the algorithm using a subroutine that treats the general case. We first state the subroutine.

We consider the problem of representing a function in \( U(K)^* \) by a vector. In the algorithm this is done by taking a finite set of monomials (called \( V_d \)) and giving the values of the function on that set. This enables us to represent every element of \( S_\rho \) by a vector of finite length so that we can use linear algebra to calculate a basis and the coefficients of an element with respect to that basis.

Algorithm GeneralExtension
input: \( L = K \rtimes H \) and \( \rho : K \to gl(V) \).
output: The extension \( \sigma : L \to gl(S_\rho) \).

Step 1 Calculate a set of standard monomials \( \{ m_1, \ldots, m_i \} \) that form a basis of a complement to \( \ker \rho \) in \( U(K) \).

Step 2 Calculate a basis of \( C_\rho \).

Step 3 \( d := \max \deg m_i \).

Step 4 \( V_d := \{ a \in U(K) \mid a \text{ is a monomial of degree } \leq d \text{ such that } \rho(\text{Orb}_H(a)) \neq 0 \} \).

Step 5 Calculate a basis of \( S_\rho \) (relative to \( V_d \)), and let the first basis element be \( \theta(v_1, v_2) \).

Step 6 Calculate the action of the elements of a basis of \( L \) on \( S_\rho \). If this yields a representation of \( L \), then return that representation. Otherwise set \( d := d + 1 \); and go to Step 4.
The algorithm is straightforward. It calculates a basis of $S_\rho$ and the matrices of the corresponding representation. Most of the steps are concerned with finding an appropriate set $V_\rho$ of monomials relative to which we can represent all elements of $S_\rho$. First we consider the space $C_\rho$. We have that

$$\theta(v_i, v_j)(x) = v_j \rho(x) v_i,$$

so that we can describe a function in $C_\rho$ by giving its values on the monomials $m_i$ constructed in Step 1. Now we let $V_\rho$ be a subset of the set of all monomials of degree $\leq d$. So initially we set $d$ equal to the maximum degree of a monomial $m_i$ ensuring that all these elements will be contained in $V_\rho$. By Lemma 6.6 we may discard all monomials $x$ such that $\rho(\text{Orb}_G(x)) = 0$. Using Lemma 6.5 we calculate a basis of $S_\rho$, representing each function on the set $V_\rho$. Then we calculate the matrices of the action of the elements of a basis of $L$. If this yields a representation of $L$ then we are done. Otherwise we apparently did not calculate all of $S_\rho$ in the preceding step. This means that there are functions in $S_\rho$ that cannot be described by giving their values on only the monomials in $V_\rho$. So in this case we set $d := d + 1$ and go through the process again. Since $S_\rho$ is finite dimensional, the procedure will terminate.

Now we state the routine that also treats the special case.

Algorithm ExtendRepresentation

Input: $L = K \rtimes H$ and $\rho : K \to \mathfrak{gl}(V)$ such that $\rho(x) \cdot v_i = 0$ for $x \in K$.

Output: An extension $\sigma : L \to \mathfrak{gl}(W)$.

if $H = \langle y \rangle$ and there is a $\hat{y} \in K$ such that $y - \hat{y} \in Z(L)$

then

$$a := \dim V_i,$$

$$\sigma(y - \hat{y}) := e_{1,n+1};$$

for $x$ in a basis of $K$ do

$$\sigma(x) := \text{the } n \times n \text{ matrix of which the } n \times n \text{ submatrix in the top left corner is } \rho(x) \text{ and the other positions are } 0;$$

od;

else $\sigma := \text{GeneralExtension}(L, \rho);$$

fi;

Proof. First we remark that finding a $\hat{y}$ such that $y - \hat{y} \in Z(L)$ amounts to solving a system of linear equations.

We have to prove that the map $\sigma$ constructed in the first part of the algorithm is a representation of $L$. Since $\rho(x) \cdot v_i = 0$ for all $x \in K$, we have that the first column of the matrix $\rho(x)$ is zero. Hence $\sigma(y - \hat{y})$ commutes with $\rho(x)$ for $x \in K$. □
6.4 An effective version of Ado’s theorem

Using the routines ExtensionSeries and ExtendRepresentation, we formulate an algorithm for calculating a finite-dimensional faithful representation of an arbitrary Lie algebra of characteristic 0.

Algorithm Representation
Input: A Lie algebra \( L \).
Output: A finite-dimensional faithful representation \( \sigma \) of \( L \).

\[
[K_1, \ldots, K_r, H_1, \ldots, H_{r-1}] := \text{ExtensionSeries}(L);
\]
\[
\rho_i(x_i) := e_i^{+1};
\]
(Where \( \{x_1, \ldots, x_r\} \) is a basis of \( K_1 \))
\[i := 2;\]
\[\text{while } i \leq r - 1 \text{ do} \]
\[
\rho_i := \text{ExtendRepresentation}(\rho_{i-1}, K_i);
\]
\[i := i + 1;\]
\[\text{od;}\]
\[\text{if } H_{r-1} \neq 0 \text{ then} \]
\[
\rho_r := \text{ExtendRepresentation}(\rho_{r-1}, L);
\]
\[\sigma := \text{DirectSum}(\rho_r, \text{ad});\]
\[\text{else} \]
\[
\sigma := \rho_{r-1};
\]
\[\text{fi;}\]

Proof. It is a trivial fact that the algorithm terminates. We prove that it outputs a faithful representation of \( L \).

The algorithm starts with a representation of the commutative subalgebra \( K_1 \). We remark that \( \rho_1(x) \) is nilpotent for all \( x \in NR(K_1) = K_1 \). Then we successively construct representations \( \rho_i \) of \( K_i \). By Lemma 6.4 an invariant of the process is that \( \rho_i(x)v_1 = 0 \) for \( x \in K_i \). Hence we have the correct input for the subroutine ExtendRepresentation. Also by Proposition 6.2 and property 3 of the output of ExtensionSeries we have that \( \rho_i \) is always nilpotent on the nilradical of \( K_i \) so that \( S_\sigma \) will be finite-dimensional. By Proposition 6.3 and property 4 of the output of ExtensionSeries we have that each time ExtendRepresentation will return a faithful representation.

The last step is the extension to the Lie algebra \( R \times S \), where \( R \) is the solvable radical of \( L \) and \( S \) is a Levi subalgebra. This time after having called ExtendRepresentation there is no guarantee that the resulting representation will be faithful. However it will be faithful on \( R \) and consequently on the centre of \( L \). Then we take the direct sum with the adjoint representation obtaining a representation that is faithful on the centre as well as on the rest of \( L \). \( \Box \)
Corollary 6.7 (Ado's theorem) Let $L$ be a finite-dimensional Lie algebra over a field of characteristic zero. Then $L$ has a faithful finite-dimensional representation. Moreover, a representation can be constructed such that the elements of the nilradical of $L$ are represented by nilpotent matrices.

Proof. Set $\sigma = \text{Representation}(L)$. First we suppose that $L$ is solvable. Then by Proposition 6.2 we have that $\sigma(x)$ is nilpotent for all $x \in \text{NR}(L)$. If $L$ is not solvable, then $\sigma$ is the direct sum of the adjoint representation and a representation $\rho$, that was constructed by several extension steps. Now for $x \in \text{NR}(L)$ we have that $\text{ad}(x)$ is nilpotent. Also $\rho(x)$ is nilpotent; so the conclusion is that $\sigma(x)$ is nilpotent.

Now we consider bounding the degree (i.e., the dimension of the representation space) of the representation produced. In general we are not able to do this; however if $L$ is nilpotent then we can provide a bound. For this we introduce a weight function $w$ on $U(L)$, following [S]. So let $L$ be a nilpotent Lie algebra of nilpotency class $c$. This means that the lower central series of $L$ is

$$ L = L^1 \triangleright L^2 \triangleright \cdots \triangleright L^c \triangleright L^{c+1} = 0. $$

Then for $x \in L$ we let $w(x)$ be the number $k$ such that $x \in L^k$ but $x \not\in L^{k+1}$. We extend $w$ to $U(L)$ by setting $w(ab) = w(a) + w(b)$ and $w(a + b) = \min\{w(a), w(b)\}$ if $a + b \neq 0$. Furthermore we set $w(1) = 0$ and $w(0) = \infty$. Let $K_1 \subset K_2 \subset \cdots \subset K_c = L$ be the series constructed in the algorithm $\text{ExtensionSeries}$. Then $K_{c+1} = K_c \times \langle y_1 \rangle$ and $K_1 = \langle x_1, \ldots, x_c \rangle$. Let $\rho_1$ be a representation of $K_1$ given by $\rho_1(x_i) = e_i^{x_i e_i}$. Then by successively extending $\rho_1$ we obtain representations $\rho_i$ of $K_i$.

Proposition 6.8 Suppose that $\rho_i(a) = 0$ for every element $a \in U(K_i)$ such that $w(a) \geq c + 1$. Then $\rho_{i+1}(b) = 0$ for all $b \in U(K_{i+1})$ such that $w(b) \geq c + 1$. Furthermore $f(b) = 0$ for all $f \in S_{\rho_i}$ and $b \in U(K_i)$ such that $w(b) \geq c + 1$.

Proof. For the first statement let $b \in U(K_{i+1})$ be a monomial such that $w(b) \geq c + 1$. According to the construction of $\rho_{i+1}$ there are two cases to be considered.

First we consider the case where there is a $y_i \in K_{i+1}$ such that $y_i = y_i \in \mathcal{Z}(K_{i+1})$. This means that $\rho_{i+1}$ is constructed in the first part of $\text{ExtendRepresentation}$. After replacing $y_i$ by $y_i - y_i$ we may suppose that $y_i = 0$. Then $\rho_i(y_i) = \rho_i(a)(y_i) = 0$ for all $a \in U(K_i) \setminus \langle b \rangle$. Now if $b$ contains a $y_i$, then $\rho_{i+1}(b) = 0$. Otherwise $b$ is also an element of $U(K_i)$ and again from the construction of $\rho_{i+1}$ it is seen that $\rho_{i+1}(b) = 0$.

Now we consider the case where $\rho_{i+1}$ is constructed by $\text{GeneralExtension}$. Let $a$ be an element of $U(K_i)$, then we claim that $w(y_i a - ay_i) \geq w(a) + w(y_i)$. First we have $w(y_i a) = w(y_i a) = w(a) + w(y_i)$. So if $y_i a - ay_i \neq 0$, then the claim follows from the fact that the weight of a sum is the least of the weights of its terms. On the other hand, if
Let \( \gamma_0 = \gamma_0 \) be an element of \( S_{\mu} \), where \( i \geq 0 \). Then for \( b' \in U(K_i) \) we calculate

\[
(b \cdot f)(b') = \pm \nu_0^*(\rho_i(y_i', (b \cdot b'))v_0).
\]

Here \( y, g = y, g - \gamma_0 \) and \( x \cdot g = xg \) for \( x \in K_i \) and \( g \in U(K_i) \). Now from our claim above it follows that \( w(y_i', (b \cdot b')) \geq w(b) \). (Note that \( y_i', (b \cdot b') \) lies in \( U(K_i) \) whereas \( b \) lies in \( U(K_{i+1}) \).) Hence \( \rho_i(y_i', (b \cdot b')) = 0 \) so that \( b \cdot f = 0 \). Now by Lemma 6.5 we have that \( \rho_{i+1}(b) = 0 \).

For the second statement let \( b \in U(K_i) \) be an element such that \( w(b) \geq c + 1 \) and let \( f = y_i' \cdot \Theta(v_0, v_0^*) \) be an element of \( S_{\mu} \). Then \( f(b) = \pm \nu_0^*(\rho_i(y_i', b)v_0) \), which is 0 because \( w(y_i', b) \geq w(b) \geq c + 1 \). □

**Corollary 6.9** Let \( L \) be a nilpotent Lie algebra of dimension \( n \) and nilpotency class \( c \). Set

\[ \sigma = \text{Representation}(L). \]

Then the degree of \( \sigma \) is bounded from above by \( \binom{n+c}{c} \).

**Proof.** Since \( \sigma = \rho \), we have that the representation space of \( \sigma \) is \( S_{\rho, \lambda} \). The representation \( \rho_0 \) of \( K_i \) satisfies the requirement of Proposition 6.8. The conclusion is that \( f(b) = 0 \) for \( f \in S_{\rho_0}, b \in U(K_i) \) such that \( w(b) \geq c + 1 \) and \( i = 1, \ldots, r - 1 \). It follows that the degree of \( \sigma \) is bounded from above by the number of monomials in \( U(L) \) of degree at most \( c \), which is equal to \( \binom{n+c}{c} \). □

**Remark.** Since the maximal nilpotency class of a Lie algebra of dimension \( n \) is \( c = n - 1 \), we have that the bound of Corollary 6.9 in general is exponential in \( n \). However, for Lie algebras of constant nilpotency class, the bound is polynomial in \( n \).

**Remark.** If the field over which \( L \) is defined is of characteristic \( p > 0 \), then \( L \) might not have a Levi decomposition. However, if \( L \) has a Levi decomposition, then the algorithm will yield a representation for \( L \) also in this case.

### 6.5 Examples, and practical experience

Let \( \alpha \in U(L) \) be a monomial. Then \( f_\alpha \) will denote the element of \( U(L)^* \) that takes the value 1 on \( \alpha \) and 0 on all other monomials.

**Example 6.10** Let \( L = K \times \langle y \rangle \), where \( K \) is a commutative subalgebra spanned by \( \{x_1, \ldots, x_t\} \). We suppose that \( L \) is not commutative and try to find a representation of
<table>
<thead>
<tr>
<th>$n$</th>
<th>$\dim L_n$</th>
<th>nilpotency class</th>
<th>Degree</th>
<th>Runtime (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>3</td>
<td>7</td>
<td>26</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>4</td>
<td>16</td>
<td>350</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>5</td>
<td>35</td>
<td>331</td>
</tr>
</tbody>
</table>

Table 6.1: Degrees of the representation of the Lie algebra $L_n$ found by the algorithm.
The last column displays the runtime of the process in seconds.

$L$. We start with a representation $\rho$ of $K$ given by $\rho(x_i) = e_i^{x_i+1}$. Then one extension step will yield a representation of $L$. First we calculate $C_0$. For $i > 1$ we have

$$\theta(v_i, v_j)(a) = v_j(\rho(a)v_i) = \delta_{i,j}f_{i-j}(a) + \delta_{j,i}f_i(a).$$

So a basis of $C_0$ is given by

$$\{f_1, f_2, \ldots, f_n\}.$$

We suppose that $[y, x_i] = \sum_j c_{ij}x_j$ and we calculate the action of $y$ on $C_0$:

$$y \cdot f_{x_i}(a) = -f_{x_i}(ya - ay) = \sum_{k=1}^n c_{ki}f_{x_k}(a).$$

It follows that $C_0$ is already a module for $L$. The values of the representation $\sigma : L \rightarrow \mathfrak{gl}(C_0)$ are given by $\sigma(x_i) = e_i^{x_i+1}$ and $\sigma(y) = -(\text{ad} y)^{\pm 1}$.

**Example 6.11** Let $L = \mathfrak{gl}(n, F)$, the Lie algebra of all $n \times n$ matrices. The Levi decomposition of this Lie algebra is $L = (x) \ltimes K$, where $K \cong \mathfrak{sl}(n, F)$ and $(x) = Z(L)$. Then we start with a representation $\rho$ of the 1-dimensional Lie algebra $(x)$, given by $\rho(x) = e_1^{x_1}$. Now $C_0 = \{f_1, f_2\}$. Since $K$ commutes with $(x)$ we have that $C_0$ is a trivial module for $L$. Hence in this case we need to take the direct sum with the adjoint representation of $L$, obtaining a representation of degree $n^2 + 2$.

**Example 6.12** We implemented the algorithm inside ELIAS. We tried the method on the Lie algebras $L_n$ of strictly upper triangular matrices of order $n$, for $n = 3, 4, 5, 6$. The degrees of the resulting representations are shown in Table 6.1. It is seen that the resulting degree is much less than the bound provided by Corollary 6.9. However the algorithm seems to have an exponential behaviour. So for nilpotent Lie algebras of small dimension the algorithm works fine, but when the dimension and the nilpotency class increase, the algorithm may become slow.
Chapter 7

Practice

In this chapter we demonstrate how the system ELIAS can be used in two examples. In the first example (Section 7.1) we show how isomorphism of Lie algebras can be tested. Then in Section 7.2 the system is used to obtain information about centralisers of nilpotent elements in $L_n$.

7.1 Isomorphism testing

Let $L_1$ and $L_2$ be two $n$-dimensional Lie algebras. We consider the problem of deciding whether $L_1$ and $L_2$ are isomorphic. A method for deciding this can be applied to the theory of Lie point symmetries. Here it can be used to identify the symmetry Lie algebra of a differential equation as a member of existing lists of isomorphism classes of Lie algebras. Also the problem is relevant for the construction of those lists. Several partially overlapping lists are known (see e.g., [4], [43], [46]). For the unification of those lists, the use of a computer seems indispensable.

A first approach to the problem is to calculate as many structural invariants of the Lie algebras as possible. A structural invariant is a function

$$f: \{\text{Lie algebras}\} \rightarrow \{\text{objects}\},$$

such that $L_1 \cong L_2$ implies $f(L_1) = f(L_2)$. Examples of structural invariants are the centre, the derived and lower central series, the nilradical, etc. Algorithms for determining structural invariants have been given in the preceding chapters. By calculating these for $L_1$ and $L_2$ we might be able to demonstrate that they are not isomorphic. In some cases, for example when $L_1$ and $L_2$ are semisimple Lie algebras over a field of characteristic 0 (Chapter 9), we can always decide the isomorphism of $L_1$ and $L_2$ this way.

There is also a direct method for testing isomorphism. This method was described in [22]. Let $\{x_1, \ldots, x_n\}$ be a basis of $L_1$ and let $\{y_1, \ldots, y_n\}$ be a basis of $L_2$. Let $(x_1^k)$ and $(y_1^k)$
be the structure constants of $L_1$ and $L_2$, respectively. If $\phi : L_1 \to L_2$ is an isomorphism given by $\phi(x_i) = \sum_j a_{ij} y_j$, then

$$[\phi(x_i), \phi(x_j)] = \sum_{k,l=1}^n a_{ik} a_{jl} [y_k, y_l] = \sum_{k,l,m=1}^n \gamma_{ij}^{kl} a_{ik} a_{jl} y_m,$$

and

$$\phi([x_i, x_j]) = \sum_{k=1}^n c_{ij}^k \phi(x_k) = \sum_{k,m=1}^n c_{ij}^k a_{km} y_m.$$

This amounts to the following equations in the variables $a_{ij}$:

$$\sum_{k,l,m=1}^n \gamma_{ij}^{kl} a_{ik} a_{jl} - \sum_{k=1}^n c_{ij}^k a_{km} = 0,$$  \hspace{2cm} (7.1)

for $1 \leq i < j \leq n$ and $1 \leq m \leq n$. Also the determinant of the matrix $(a_{ij})$ may not be 0. So in [22] the set of equations (7.1) together with $\det(a_{ij}) - d = 0$ is solved by a Gröbner basis calculation.

The advantages of this last method are clear: first of all it always gives the correct answer and secondly it is possible to construct the isomorphism matrix explicitly. The main disadvantage however is that the Gröbner basis computation tends to become very time consuming. Compared to this the calculation of structural invariants is very fast. So the idea presents itself to combine the two approaches. First we calculate as many structural invariants of the Lie algebras as possible. If this leads to a decision regarding their isomorphism then we are happy. If not, then we do a Gröbner basis computation, using the structural invariants that we computed to reduce the number of equations and the number of variables in (7.1), whenever possible. We illustrate this idea with an example.

**Example 7.1** Let $L_1$ and $L_2$ be 4-dimensional Lie algebras over a field of characteristic 0, and let their Lie multiplication be given by

$$[x_2, x_3] = x_1, \quad [x_3, x_4] = x_2, \quad [x_3, x_4] = -x_3$$

$$[y_2, y_3] = y_1, \quad [y_2, y_4] = -y_3, \quad [y_3, y_4] = y_7.$$

(This is Example 2 of [22]). First we have that $Z(L_1) = \langle x_1 \rangle$ and $Z(L_2) = \langle y_1 \rangle$ so that $\phi(x_1) = a_{11} y_1$. Secondly $\text{NR}(L_1) = \langle x_1, x_2, x_3 \rangle$ and $\text{NR}(L_2) = \langle y_1, y_2, y_3 \rangle$. Hence

$$\phi(x_2) = a_{21} y_1 + a_{22} y_2 + a_{23} y_3$$

$$\phi(x_3) = a_{31} y_1 + a_{32} y_2 + a_{33} y_3$$

Also a Cartan subalgebra of $L_1$ is spanned by $x_1, x_4$ and a Cartan subalgebra of $L_2$ is spanned by $y_1, y_4$. Since all Cartan subalgebras are conjugate under the automorphism
7.1 Isomorphism testing

The group of \( L_1 \) we may assume that \( \phi(x_1) = a_{41}y_1 + a_{44}y_4 \). This leads to the following system of equations:

\[
\begin{align*}
&\{ a_{22}a_{32} - a_{22}a_{32} - a_{11}, a_{22}a_{44} - a_{22}a_{44} + a_{23}, \\
&\quad a_{31}, a_{23}a_{44} + a_{32}, a_{23}a_{44} - a_{33}, d - a_{11}(a_{22}a_{32} - a_{22}a_{32})a_{44} \}
\end{align*}
\]

So we have 8 equations in 10 variables, which is much better than the set of 22 equations in 17 variables given in [22]. Also it is seen that we can easily factorise the determinant. This allows us to replace one polynomial of high degree by some polynomials of smaller degree.

Now we describe in generality the approach that we are using. We assume that the Lie algebras have rational structure constants, but are defined over the algebraic closure \( \mathbb{Q} \). Then there exists an isomorphism if and only if 1 is not an element of the Gröbner basis we calculate.

For a Lie algebra \( L \) we distinguish two types of structural invariants. First we have those that help us to reduce the number of variables and equations. The centre \( Z(L) \) is an example of such an invariant. These are called reduction invariants. An example of a non-reduction invariant is the dimension of the associative algebra \( (ad L)^r \). For a nilpotent Lie algebra \( L \) of nilpotency class \( c \) we consider the following reduction invariants:

- the derived series, \( L = L_1 \supset L_2 \supset \cdots \supset L_{n+1} = 0 \),
- the lower central series, \( L = L^1 \supset L^2 \supset \cdots \supset L^{n+1} = 0 \),
- the upper central series, \( Z(L) = Z_1 \subset Z_2 \subset \cdots \subset Z_c = L \).

As non-reduction invariants we consider \( \dim(ad L)^r \) and \( \dim H^2(L, F) \). (The second can be calculated by solving a system of linear equations, we do not go into this here.) These invariants are also applied to the members of the above series.

If \( L \) is solvable, then we consider the following reduction invariants:

- the nilradical and its series,
- the derived, lower central and upper central series,
- a Cartan subalgebra.

Remark. The Lie algebra \( L \) does not have a unique Cartan subalgebra. However, since we have assumed that the field is algebraically closed, all Cartan subalgebras are conjugate under the automorphism group of \( L \) (Theorem IX.3 of [32]). Hence we may assume that an isomorphism of the Lie algebras \( L_1 \) and \( L_2 \) maps a given Cartan subalgebra of \( L_1 \) onto
a given Cartan subalgebra of $L_2$.
The non-reduction invariants are the same as in the nilpotent case.

If $L$ is not solvable and not nilpotent and defined over a field of characteristic 0, then we calculate a Levi decomposition $L = S \oplus R$ where $S$ is a semisimple subalgebra and $R$ the solvable radical. We calculate all invariants of the solvable Lie algebra $R$ that are listed above. A Cartan subalgebra of $S$ is a reduction invariant and if it splits, then so are the root spaces. Furthermore, the type of $S$ is a non-reduction invariant.

Since nilpotent Lie algebras have the fewest reduction invariants, testing isomorphism of those algebras will be the most difficult. As an example we try to identify elements of the lists [4] and [43] as members of the list [46]. In this last paper the Lie algebras are listed by the sequence of dimensions of the elements of the upper central series. From each of the first two papers we choose a Lie algebra with upper central series dimensions 2, 5, 7. From [4] this is the Lie algebra with name $n_{35}^5$ and from [43] we choose $g_{7,166}$. First $n_{35}^5$ is quickly seen not to be isomorphic to 2, 5, 7A because the dimensions of the associative algebras generated by the adjoint representation differ. Regarding the isomorphism of $n_{35}^5$ and 2, 5, 7B, the structural invariants do not bring a decision. So we have to force a decision "in extra time" using the Gröbner basis method. We wrote a GAP program that writes the equations in a format accepted by Macaulay2 (see [26]) to a file called eqs. Then in Macaulay2 we do the following:

```
i1 = load "eqs"

--loaded eqs
i2 = timing d1*d2+d3*d4+d5 % I

2
o2 = d1 d2 d4 d5
-- 49.36 seconds

o2 : Time

i3 = timing d1^0 % I

o3 = 1
-- 0.07 seconds

o3 : Time
```

Here I is the ideal defined in the file eqs. The determinant of the matrix $(a_{ij})$ contain-
ing the variables we could not get rid of by using structural invariants) has factorisation $d1\times d2\times d3\times d4\times d5$. We determine whether this determinant is in the ideal $I$. The conclusion is that it is not in this ideal. Also $I$ is not in $\mathcal{I}$. It follows that the set of equations has a solution with a nonzero determinant. So the Lie algebras are isomorphic.

In the case of $\varphi_{1,100}$ the structural invariants suffice to decide that this Lie algebra is not isomorphic to $2, 5, 7A$ to $2, 5, 7$.

In the following examples we let $L_1$ be a Lie algebra from the table given in [46]. Then $L_2$ is constructed from $L_1$ by a change of basis. If $\{x_1, \ldots, x_7\}$ is a basis of $L_1$, then $\{y_1, \ldots, y_7\}$ is a basis of $L_2$ where $y_i = x_i + \epsilon$ for $i = 1, \ldots, 6$ and $y_7 = x_7 + \epsilon$. Now since $L_1$ and $L_2$ are isomorphic we are sure to end up in the "extra time" of the Gröbner basis calculation. In Table 7.1 the timings of some Gröbner basis calculations are listed.

<table>
<thead>
<tr>
<th>name</th>
<th>time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2, 5, 7A</td>
<td>47</td>
</tr>
<tr>
<td>2, 4, 5, 7A</td>
<td>9</td>
</tr>
<tr>
<td>2, 3, 5, 7A</td>
<td>1455</td>
</tr>
<tr>
<td>2, 3, 4, 5, 7A</td>
<td>74</td>
</tr>
<tr>
<td>2, 3, 4, 5, 7C</td>
<td>1090</td>
</tr>
<tr>
<td>1, 2, 3, 4, 5, 7B</td>
<td>126379</td>
</tr>
</tbody>
</table>

Table 7.1: Timings of the Gröbner basis calculation relative to two isomorphic forms of some Lie algebras.

From this table it remains unclear whether the duration of the Gröbner basis computation is related to the structure of the Lie algebra. In some cases it is very fast, in other cases very slow or even infeasible.

In general the Gröbner basis procedure turns out to be a method of brute force, not elegant enough to make Lie algebras reveal their identity. However, on many occasions the somewhat more shy procedure of computing structural invariants succeeds in reducing the Lie algebras to concede that they are not isomorphic, or eventually to comply with the Gröbner basis method.

### 7.2 Calculations in $E_8$

#### 7.2.1 Preliminaries

Here we briefly describe some concepts related to orbits of nilpotent elements in simple Lie algebras. The proofs that we omit can be found in [8], Chapter 5. In the sequel $L$ will
be a simple Lie algebra over an algebraically closed field of characteristic 0 with algebraic group \( G \). Then \( G \) acts on \( L \) via the adjoint representation

\[ \text{Ad} : G \to \text{GL}(L) \]

(see [30]). We consider orbits of nilpotent elements of \( L \) under the action of \( G \). Let \( e \) be a nilpotent element of \( L \), then by the Jacobson-Morozov theorem ([32], Theorem III.17) there are elements \( f, h \) of \( L \) such that

\[ [e, f] = h, \quad [h, e] = 2e, \quad [h, f] = -2f, \]

i.e., \( e \) can be embedded in a subalgebra isomorphic to \( \mathfrak{sl}_2 \).

**Proposition 7.2** Let \( e_1, e_2 \) be nilpotent elements of \( L \) and let \( K_1 = \langle e_1, f_1, h_1 \rangle \) and \( K_2 = \langle e_2, f_2, h_2 \rangle \) be two subalgebras isomorphic to \( \mathfrak{sl}_2 \). Then the following are equivalent:

1. \( e_1 \) and \( e_2 \) lie in the same \( G \)-orbit,
2. \( K_1 \) and \( K_2 \) lie in the same \( G \)-orbit,
3. \( h_1 \) and \( h_2 \) lie in the same \( G \)-orbit.

Let \( e \) be a nilpotent element contained in the subalgebra \( K = \langle e, f, h \rangle \) isomorphic to \( \mathfrak{sl}_2 \). Then via the adjoint representation \( K \) acts on \( L \). By Corollary 7.2 of [29], we have that \( L \) splits as a direct sum

\[ L = \bigoplus_{i \in \mathbb{Z}} L(i) \]

where \( L(i) = \{ x \in L \mid [h, x] = ix \} \). Now let \( H \) be a Cartan subalgebra of \( L \) containing \( h \). Let

\[ L = H \oplus \bigoplus_{\alpha \in \Phi} L_\alpha \]

be the Cartan decomposition of \( L \) with respect to \( H \). Then we define a function \( \eta : \Phi \to \mathbb{Z} \) by \( \eta(\alpha) = \alpha(h) \).

**Proposition 7.3** (Dynkin) There is a fundamental system \( \Delta \) of the root system \( \Phi \) such that \( \eta(\alpha) \in \{0, 1, 2\} \) for all \( \alpha \in \Delta \).

Now we can define the weighted Dynkin diagram \( D(e) \) of \( e \). Let \( \Delta = \{ \alpha_1, \ldots, \alpha_l \} \) be the fundamental system of roots provided by Proposition 7.3. Then \( D(e) \) will be the Dynkin diagram of \( \Delta \) where each node \( i \) is labelled by the number \( \eta(\alpha_i) \). By the following proposition the weighted Dynkin diagram of \( e \) identifies its nilpotent orbit.

**Proposition 7.4** If \( e_1, e_2 \) are nilpotent elements of \( L \) then they lie in the same \( G \)-orbit if and only if \( D(e_1) = D(e_2) \).
7.2.2 Centralisers of nilpotent elements in $E_8$

Now let $L$ be a Lie algebra of exceptional type. Then the possible weighted Dynkin diagrams of nilpotent elements have been determined by Dynkin ([15], see also [8]). Here we concentrate on the particular case where $L$ is of type $E_8$.

Let $\Delta = \{\alpha_1, \ldots, \alpha_8\}$ be a fundamental system of roots. Let $D$ be a weighted Dynkin diagram with weights $\eta(\alpha_1), \ldots, \eta(\alpha_8)$. We describe how an element $h$ of a Cartan subalgebra $H$ can be found with the property that $\alpha_i(h) = \eta(\alpha_i)$ for $1 \leq i \leq 8$. The Cartan subalgebra $H$ has a basis consisting of elements $h_\alpha$, with the property that $\alpha_i(h_\alpha) = (\alpha_i, \alpha_j) \eta(\alpha_j)$ (see [29]). It follows that we can find an appropriate $h \in H$ by applying the inverse of the Cartan matrix of $\Delta$ to the vector $(\eta(\alpha_1), \ldots, \eta(\alpha_8))$.

We decompose $L$ with respect to the element $h$ found above as a direct sum of eigenspaces $L(\lambda)$. We now want an element $e \in L(2)$ that is a member of the nilpotent class corresponding to $D$. Representatives for every class of nilpotent elements in $L$ are known (see [8], [15], [27]). These elements all have a name and a diagram. The diagram is defined as follows. For every root $\alpha$ we fix a nonzero root vector $x_\alpha$. Then $L(2) = \{x_\alpha \mid \alpha(h) = 2\}$. Now let $x = x_{\beta_1} + \cdots + x_{\beta_m}$ be an element of $L(2)$. The diagram corresponding to the element $x$ has $m$ nodes, labelled by $1, \ldots, m$. If $(\beta_i, \beta_j) = -1$ then node $i$ is connected to node $j$ by a single bond. If $(\beta_i, \beta_j) = 1$ then $i$ is connected to $j$ by a dotted line. The remaining case is $(\beta_i, \beta_j) = 0$; here we do not draw a bond. In Table 7.2 there is a list of the nilpotent classes in $E_8$. For each class we have listed the diagram and the name of a representative of the class. We remark that in most cases more than one diagram is possible (see [17]).

Finally we look for an element $e \in L(2)$ that has the diagram corresponding to the nilpotent class of $D$. This can be done by a trial and error method, or by a small procedure trying all possibilities.

For every class of nilpotent elements we followed the procedure described above. The result is displayed in Table 7.2. The labels of the diagrams in Table 7.2 correspond to basis elements of the basis of $E_8$ used in GAP. We get the nilpotent element corresponding to a diagram by summing the basis elements of $E_8$ corresponding to the labels in the diagram (see the example below). Also in Table 7.2 there is some information about the centralisers of the nilpotent elements. The Levi decompositions can be found in [17]; there some mistakes that appeared in an earlier paper ([18]) were corrected. Here we also give the decomposition of the radical as a direct sum of irreducible representations of the Levi factor.

Example 7.5 Here we demonstrate how the data contained in Table 7.2 can be calculated in GAP. In this example we take the element with name $D_3$.

In GAP we first issue the command that constructs $E_8$. Then we get the nilpotent element by summing the basis elements of $L$ corresponding to the labels in the appropriate diagram...
of Table 7.2. We calculate the centraliser $CL$ of the subalgebra generated by that element. Then a Levi decomposition of $CL$ is computed. The first element of this decomposition is the semisimple part of $CL$. We determine the type of this part.

```gap
> L := SimpleLieAlgebra("E", 8, Rationals);
< Lie algebra of dimension 248 over Rationals>
> b := BasisVectors( Basis( L ) );
< Lie algebra over Rationals, with 1 generators>
> CL := LieCentralizer( L, K );
< Lie algebra of dimension 48 over Rationals>
> L1 := LeviDecomposition( CL );
[ < Lie algebra of dimension 21 over Rationals>,
  < Lie algebra of dimension 27 over Rationals> ]
> SemiSimpleType( L1[1] );
"B3"
```

Now the solvable radical offers a representation of the semisimple part $S$ of $CL$. By the representation theory of semisimple Lie algebras this solvable radical decomposes as a direct sum of irreducible modules and each module is determined by its highest weight (see [29]). Before we determine the weights of $S$ on $CL$, we describe the basis of a Cartan subalgebra relative to which we describe these weights. Let $\alpha_1, \ldots, \alpha_r$ be a fundamental system of roots of $S$ (in the order given in [29]). Let $x_{\alpha_i}$ be a root vector belonging to $\alpha_i$ and similarly for $y_{-\alpha_i}$. Then $h_i = [x_{\alpha_i}, y_{-\alpha_i}]$ forms a basis of a Cartan subalgebra $H$. We multiply these elements by a scalar in order to ensure that $[h_i, x_{\alpha_i}] = 2x_{\alpha_i}$ and $[h_i, y_{-\alpha_i}] = -2y_{-\alpha_i}$. Now the weights are taken relative to this basis.

In the example we first calculate the root system of $S$ and look at the Cartan matrix. This matrix tells us how we have to reorder the roots.

```gap
> rr := RootSystem( L1[1] );
> Print( rr.cartanmat );
[ [ 2, -2, -1 ], [-1, 2, 0 ], [-1, 0, 2 ] ]
```

From this it follows that $\alpha_3, \alpha_1, \alpha_2$ is the correct order of the fundamental roots. Now we take basis vectors of the root spaces corresponding to these roots and store them in the variable $x$.

```gap
> v := rr.rootvecs;;
> x := [ v[3], v[1], v[2] ];
[ v.125, v.124, v.32*(-1)*v.123 ]
```

(The vectors corresponding to the fundamental roots come first in the list $rr.rootvecs$.) The positive roots are listed first in the list $rr.roots$ and then the negative ones. Now, to find the root vectors corresponding to the negative roots $-\alpha_i$ we first determine where
the negative roots start in the list of roots (then we also know where the corresponding vectors are in the list of vectors).

gap> Position( r, -r[1] );
10

gap> y:= [ v[12], v[10], v[11] ];
[ v.5, v.4, v.3*(-1)*v.152 ]

Now a basis of a Cartan subalgebra is given by $x[i][i]*y[i][i]$. We calculate this basis and if necessary multiply an element by a scalar.

gap> bH:= List( [1,2,3], ii -> x[ii][i]*y[ii][i] );
gap> List( [1,2,3], ii -> bH[ii][i]*x[ii] );
[ (-2)*v.125, (-2)*v.124, (2)*v.32*(-2)*v.123 ]
gap> bH[1]:= -bH[1];; bH[2]:= -bH[2];;
gap> List( [1,2,3], ii -> bH[ii][i]*y[ii][i] );
[ (-2)*v.5, (-2)*v.4, (-2)*v.3*(2)*v.152 ]

We wrote a simple program for calculating the weights. It takes the basis vectors we just calculated and uses the fact that the matrices of the action of those elements on the solvable radical are already in diagonal form.

gap> Weights( bH, 11[2] );
[ [-1, 0, 0 ] ]
[ [ -1, 0, 1 ], [ -1, 0, 1 ] ]
[ [ -1, 1, -1 ], [ -1, 1, -1 ] ]
[ [ -1, 1, 0 ] ]
[ [ 0, -1, 1 ], [ 0, -1, 1 ] ]
[ [ 0, -1, 2 ] ]
[ [ 0, 0, -1 ], [ 0, 0, -1 ] ]
[ [ 0, 0, 0 ], [ 0, 0, 0 ], [ 0, 0, 0 ], [ 0, 0, 0 ] ]
[ [ 0, 0, 1 ] ]
[ [ 0, 1, -2 ] ]
[ [ 0, 1, -1 ], [ 0, 1, -1 ] ]
[ [ 1, -1, 0 ] ]
[ [ 1, -1, 1 ], [ 1, -1, 1 ] ]
[ [ 1, 0, -1 ], [ 1, 0, -1 ] ]
[ [ 1, 0, 0 ] ]

The weight $[1, 0, 0]$ occurs. Using the function Demazure in LiE (see [12]) we see that the irreducible module of $R_0$ with this highest weight has dimension 7. We subtract the corresponding weights from the list above and continue. At the end we find that as an $S$-module the solvable radical decomposes as

$$R^{120}_0 \oplus R^{121}_0 \oplus R^{122}_0 \oplus R^{123}_0$$

where $R^{\lambda}_m$ denotes the irreducible module with highest weight $\lambda$ and dimension $m$. 
Table 7.2: Nilpotent elements and their centralisers in $E_8$.

The labels in the diagrams correspond to basis elements of $E_8$ (where the basis of the GAP-implementation is used). $S$ is the semisimple part of the centraliser and $R$ is its solvable radical; in the fourth column the dimension of $R$ is given or its decomposition as an $S$ module. Here $R^0_0$ means the irreducible module of dimension $m$ and highest weight $\lambda_0$; thus $R^0_0$ is the trivial module. The order of the roots as given in [26] is used to calculate the weights.

<table>
<thead>
<tr>
<th>Diagram</th>
<th>Name</th>
<th>$S$</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$120$</td>
<td>$A_1$</td>
<td>$E_7$</td>
<td>$R_{1000}^{0000} R_1^0$</td>
</tr>
<tr>
<td>$120$</td>
<td>$A_1$</td>
<td>$B_6$</td>
<td>$R_{1000}^{0000} R_1^{0000} R_2^0$</td>
</tr>
<tr>
<td>$118$</td>
<td>$A_1$</td>
<td>$F_4 + A_1$</td>
<td>$R_{12}^{000000} R_{14}^{000012} R_{12}^{000120}$</td>
</tr>
<tr>
<td>$119$</td>
<td>$A_2$</td>
<td>$E_6$</td>
<td>$R_{12}^{000000} R_{12}^{000012} R_2^0$</td>
</tr>
<tr>
<td>$114$</td>
<td>$A_4$</td>
<td>$G_2$</td>
<td>$R_{12}^{000000} R_{12}^{000012} R_2^0$</td>
</tr>
<tr>
<td>$97$</td>
<td>$A_1 + A_1$</td>
<td>$A_1$</td>
<td>$2 R_{12}^{000000} R_{12}^{000012} R_2^0$</td>
</tr>
<tr>
<td>$102$</td>
<td>$A_2 + 2 A_1$</td>
<td>$B_3 + A_1$</td>
<td>$R_{12}^{000000} R_{12}^{000012} R_{12}^{000120} R_2^{000020} R_2^0$</td>
</tr>
<tr>
<td>$74$</td>
<td>$A_3$</td>
<td>$B_5$</td>
<td>$R_{12}^{000000} R_{12}^{000012} R_2^0$</td>
</tr>
<tr>
<td>$93$</td>
<td>$A_1 + 3 A_1$</td>
<td>$G_2 + A_1$</td>
<td>$R_{12}^{000000} R_{12}^{000012} R_{12}^{000120} R_2^0$</td>
</tr>
<tr>
<td>$95$</td>
<td>$2 A_2$</td>
<td>$2 G_2$</td>
<td>$R_{12}^{000000} R_{12}^{000012} R_{12}^{000120} R_2^0$</td>
</tr>
<tr>
<td>$74$</td>
<td>$2 A_3 + A_1$</td>
<td>$G_2 + A_1$</td>
<td>$R_{12}^{000000} R_{12}^{000012} R_{12}^{000120} R_2^0$</td>
</tr>
<tr>
<td>$80$</td>
<td>$A_3 + A_1$</td>
<td>$B_3 + A_1$</td>
<td>$2 R_{12}^{000000} R_{12}^{000012} R_2^0$</td>
</tr>
<tr>
<td>$15$</td>
<td>$D_4(a_1)$</td>
<td>$D_4$</td>
<td>$2 R_{12}^{000000} R_{12}^{000012} R_2^{000020} R_2^0$</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Diagram</th>
<th>Name</th>
<th>$S$</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.8.61</td>
<td>$D_4$</td>
<td>$F_4$</td>
<td>$R_{66}^{(2)} 2R_{66}^g$</td>
</tr>
<tr>
<td>35.79 64 83 101</td>
<td>$2A_2 + 2A_1$</td>
<td>$B_2$</td>
<td>$R_{66}^{10} R_{51}^{10} R_{51}^{10} R_{51}^{10} R_{51}^{10} R_{51}^{10}$</td>
</tr>
<tr>
<td>33.16 70 81 92</td>
<td>$A_3 + 2A_1$</td>
<td>$B_2 + A_1$</td>
<td>$+3 R_{51}^{10} R_{51}^{10} R_{51}^{10} R_{51}^{10} R_{51}^{10} R_{51}^{10}$</td>
</tr>
<tr>
<td>54 72 69</td>
<td>$D_4(a_1) + A_1$</td>
<td>$3A_1$</td>
<td>$R_{11}^{10} R_{11}^{10} R_{11}^{10} R_{11}^{10} R_{11}^{10} R_{11}^{10}$</td>
</tr>
<tr>
<td>51 72 69 83 72</td>
<td>$A_3 + A_3$</td>
<td>$B_2$</td>
<td>$3 R_{11}^{10} R_{11}^{10} 13 R_{11}^{10}$</td>
</tr>
<tr>
<td>8 30 69 74</td>
<td>$A_4$</td>
<td>$A_4$</td>
<td>$2 R_{11}^{10} R_{11}^{10} R_{11}^{10} R_{11}^{10} R_{11}^{10} R_{11}^{10}$</td>
</tr>
<tr>
<td>35 65 65 57 74 87</td>
<td>$A_3 + A_3 + A_1$</td>
<td>$2A_1$</td>
<td>$R_{66}^{10} R_{51}^{10} R_{51}^{10} R_{51}^{10} R_{51}^{10} R_{51}^{10} R_{51}^{10} R_{51}^{10}$</td>
</tr>
<tr>
<td>54 60 69</td>
<td>$D_4 + A_1$</td>
<td>$C_3$</td>
<td>$2 R_{51}^{10} R_{51}^{10} R_{51}^{10} R_{51}^{10} 13 R_{51}^{10}$</td>
</tr>
<tr>
<td>65 74</td>
<td>$D_4(a_1) + A_2$</td>
<td>$A_2$</td>
<td>$R_{51}^{10} R_{51}^{10} R_{51}^{10} R_{51}^{10} R_{51}^{10}$</td>
</tr>
<tr>
<td>2 23 65 78</td>
<td>$A_4 + A_1$</td>
<td>$A_3$</td>
<td>$6 R_{51}^{10} R_{51}^{10} R_{51}^{10} R_{51}^{10}$</td>
</tr>
<tr>
<td>24 51 54 62 61</td>
<td>$2A_3$</td>
<td>$B_2$</td>
<td>$R_{11}^{10} R_{11}^{10} R_{11}^{10} R_{11}^{10}$</td>
</tr>
<tr>
<td>61 75</td>
<td>$D_4(a_1)$</td>
<td>$A_3$</td>
<td>$3 R_{66}^{10} R_{66}^{10} R_{66}^{10} R_{66}^{10} R_{66}^{10}$</td>
</tr>
<tr>
<td>36 44 61 54 45 59</td>
<td>$A_4 + 2A_1$</td>
<td>$A_1$</td>
<td>$3 R_{11}^{10} R_{11}^{10} R_{11}^{10}$</td>
</tr>
</tbody>
</table>

continued on next page
<table>
<thead>
<tr>
<th>Diagram</th>
<th>Name</th>
<th>$S$</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$6-55-47-69$</td>
<td>$A_4 + A_5$</td>
<td>$2A_1$</td>
<td>$R_1^2R_2R_3^3R_4^1R_5^2R_6^4R_7^3R_8^1$</td>
</tr>
<tr>
<td>$82-71-61-81-62$</td>
<td>$A_4$</td>
<td>$2A_1$</td>
<td>$R_1^2R_2R_3^2R_4^2R_5^3R_6^5R_7^2$</td>
</tr>
<tr>
<td>$29-37$</td>
<td>$D_5(a_1) + A_1$</td>
<td>$2A_1$</td>
<td>$R_1^2R_2^2R_3^4R_4^2R_5^3R_6^2R_7^5$</td>
</tr>
<tr>
<td>$27-65-55-52-47-65-44$</td>
<td>$A_4 + A_7 + A_1$</td>
<td>$A_1$</td>
<td>$R_2R_3^2R_4^2R_5^2R_6^2R_7^2R_8^2R_9^2$</td>
</tr>
<tr>
<td>$2-35-71-40-50$</td>
<td>$A_4 + A_5$</td>
<td>$A_1$</td>
<td>$R_2^2R_3^4R_4^2R_5^3R_6^3R_7^3R_8^4R_9^1$</td>
</tr>
<tr>
<td>$7-31-42-34-61-33$</td>
<td>$A_5 + A_1$</td>
<td>$A_3$</td>
<td>$4R_2^1R_3^4R_4^1$</td>
</tr>
<tr>
<td>$7-8-61-44$</td>
<td>$D_5$</td>
<td>$B_9$</td>
<td>$R_1^2R_2R_3^1R_4^1R_5^1$</td>
</tr>
<tr>
<td>$39-42-51-71-52-43$</td>
<td>$A_4 + A_3$</td>
<td>$A_3$</td>
<td>$R_2R_3^2R_4^2R_5^2R_6^2R_7^2R_8^2$</td>
</tr>
<tr>
<td>$38-32-39-50-61$</td>
<td>$A_5 + A_1$</td>
<td>$2A_1$</td>
<td>$R_2^2R_3^2R_4^2R_5^2R_6^2R_7^2R_8^2R_9^4R_1^1$</td>
</tr>
<tr>
<td>$44-22-44-38-49$</td>
<td>$D_5(a_1) + A_2$</td>
<td>$A_1$</td>
<td>$R_2^2R_3^2R_4^2R_5^2R_6^2R_7^2R_8^2R_9^4R_1^1$</td>
</tr>
<tr>
<td>$34-43-23$</td>
<td>$D_5(a_2)$</td>
<td>$2A_1$</td>
<td>$R_2^2R_3^2R_4^2R_5^2R_6^2R_7^2R_8^2R_9^4R_1^1$</td>
</tr>
<tr>
<td>$41-44-48$</td>
<td>$A_5 + 2A_1$</td>
<td>$A_1$</td>
<td>$R_2^2R_3^2R_4^2R_5^2R_6^2R_7^2R_8^2R_9^4R_1^1$</td>
</tr>
<tr>
<td>$20-41-37-45-38-39-42$</td>
<td>$A_4 + A_2$</td>
<td>$A_1$</td>
<td>$9R_2^1R_3^1R_4^1$</td>
</tr>
<tr>
<td>Diagram</td>
<td>Name</td>
<td>$S$</td>
<td>$R$</td>
</tr>
<tr>
<td>---------</td>
<td>------</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>$21_6$</td>
<td>$24_48$</td>
<td>$D_5 + A_1$</td>
<td>$2A_1$</td>
</tr>
<tr>
<td>$34_8$</td>
<td>$35_23$</td>
<td>$A_6$</td>
<td>$2A_1$</td>
</tr>
<tr>
<td>$24_48$</td>
<td>$A_4 + A_1$</td>
<td>$A_1$</td>
<td>$B_{1}^{2}R_{2}R_{3}R_{4}R_{5}R_{6}R_{7}$</td>
</tr>
<tr>
<td>$25_8$</td>
<td>$41_31$</td>
<td>$D_6(a_1) + A_1$</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$32_2$</td>
<td>$31_26$</td>
<td>$E_6(a_1)$</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$24_48$</td>
<td>$A_3 + A_2$</td>
<td>$0$</td>
<td>$33$</td>
</tr>
<tr>
<td>$27_7$</td>
<td>$26_44$</td>
<td>$D_8$</td>
<td>$B_{2}$</td>
</tr>
<tr>
<td>$22_2$</td>
<td>$24_26$</td>
<td>$E_6$</td>
<td>$G_2$</td>
</tr>
<tr>
<td>$31_35$</td>
<td>$23$</td>
<td>$D_4(a_2)$</td>
<td>$0$</td>
</tr>
<tr>
<td>$20_23$</td>
<td>$22_24$</td>
<td>$A_4$</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$13_8$</td>
<td>$E_6(a_1) + A_1$</td>
<td>$0$</td>
<td>$30$</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Diagram</th>
<th>Name</th>
<th>S</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>Da + A1</td>
<td>A1</td>
<td>6R3</td>
</tr>
<tr>
<td>34 32 15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24 26 25 24</td>
<td>Da(a1)</td>
<td>0</td>
<td>28</td>
</tr>
<tr>
<td>22 22 27</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17 14 8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 34</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26 18 27</td>
<td>E4(a1)</td>
<td>A1</td>
<td>5R11</td>
</tr>
<tr>
<td>24 14 8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17 14 8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 34</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26 18 27</td>
<td>D4</td>
<td>A1</td>
<td>5R5</td>
</tr>
<tr>
<td>24 14 8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17 14 8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 34</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26 18 27</td>
<td>E4(a1)</td>
<td>A1</td>
<td>4R1</td>
</tr>
<tr>
<td>24 14 8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17 14 8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 34</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26 18 27</td>
<td>D4(a1)</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>24 14 8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17 14 8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 34</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26 18 27</td>
<td>E4(a1) + A1</td>
<td>0</td>
<td>18</td>
</tr>
<tr>
<td>24 14 8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17 14 8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 34</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26 18 27</td>
<td>Da</td>
<td>0</td>
<td>16</td>
</tr>
</tbody>
</table>
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Let \( f \) be an element of the dual space \( L^* \). Then we set

\[
L' = \{ x \in L \mid f([x, y]) = 0 \text{ for all } y \in L \}.
\]

The index of \( L \) is defined as the number \( \tau(L) = \inf_{f \in L^*} \dim L' \). For a semisimple Lie algebra it is known that its index is equal to its rank (see [14]). So the index of \( E_8 \) is 8. It was a conjecture communicated to the author by A. Elashvili that the index of a centraliser of a nilpotent element in \( E_8 \) is also equal to 8. Here we are concerned with the calculation of these indices. Let \( K \) be a subalgebra of \( L \) with basis \( \{ x_1, \ldots, x_n \} \) and let \( \{ x_1^*, \ldots, x_n^* \} \) be the corresponding basis of \( K^* \). Let \( f = \sum_i T_i x_i^* \) be an element of \( K^* \) and let \( x = \sum_i \alpha_i x_i \) be an element of \( K \); then \( x \in K' \) if and only if

\[
\sum_{i=1}^n (\sum_{j=1}^n c_{ij}^k T_k) \alpha_i = 0 \quad \text{for } j = 1, \ldots, n
\]

(where the \( c_{ij}^k \) are the structure constants of \( K \)). It follows that the dimension of \( K' \) is minimal if and only if the rank of the matrix \( A = (\sum_{i=1}^n c_{ij}^k T_k)_{i \leq j \leq n} \) is maximal. The rank of \( A \) is not maximal if and only if some polynomials (determinants of certain minors of \( A \)) in the \( T_k \) vanish. The conclusion is that if we choose some random substitution for the \( T_k \), then with high probability the rank of \( A \) will be maximal. So we have an efficient probabilistic algorithm for testing whether the index of a centraliser is 8.

Algorithm Index

Input: A centraliser \( K \) of a nilpotent element in \( E_8 \).
Output: true if the index of \( K \) is 8.

Step 1. Choose a random vector \((\lambda_1, \ldots, \lambda_n) \in F^n\).

Step 2. Calculate the rank \( r \) of the matrix \( A \) where the \( \lambda_k \) are substituted for the \( T_k \).
Step 3 If $n - r = 8$ then return true else return Step 1.

**Remark.** If the index of a centraliser is bigger than 8, then the algorithm Index will loop forever. However, if the index is equal to 8, then the algorithm will output the correct answer after a few steps.

Now we show an example of the calculation of the index of a centraliser.

```gap
gap> CL:=LieCentralizer( L, K );;
gap> Index( CL );
gap> Runtime()-t;
```

The procedure prints the estimate of the index in each round of the iteration. When the estimate is equal to 8 the algorithm stops. It is seen that after one step we are done. We remark that most of the time is spent on calculating a table of structure constants of CL.

We did the same computations for every element of the list of Table 7.2. All centralisers turned out to have index 8.

**Corollary 7.6** Let $L$ be the simple Lie algebra of type $E_8$. Let $e$ be a representative of a nilpotent class in $L$. Then the centraliser $Z_L(e)$ has index 8.
Appendix A

Manual of ELIAS

Here we give a brief description of the functions that constitute the ELIAS package inside GAP4.

A first concern is how to represent a Lie algebra on a computer (see Section 1.2). In ELIAS it is possible to present Lie algebras in two ways. First there is the possibility of constructing a Lie algebra by a table of structure constants (see A.3, A.4 and A.5). Secondly, a Lie algebra can be given by some matrices that generate the Lie algebra as a subalgebra of the full matrix algebra (see A.6). Also we can make direct sums of Lie algebras (see A.8).

Section A.7 describes a function that constructs the simple Lie algebras.

The Sections A.10, A.11, A.12, A.13, A.14, A.15, A.16 and A.17 describe the construction of several distinguished subalgebras and ideals.

The next sections describe the construction of series of ideals (see A.18, A.19 and A.20).

The next sections describe functions related to decompositions of a Lie algebra into a direct sum of subspaces (see A.21, A.22).

The next section describes several property tests for Lie algebras (see A.23).

The next section describes a function that calculates the type of a semisimple Lie algebra of characteristic 0 (see A.24).

The next section (A.25) describes the construction of the associative algebra generated by the adjoint matrices of the elements of the Lie algebra.

The next section (A.26) describes the construction of the matrix of the Killing form.

The last sections describe functions related to elements of the Lie algebra (see A.27 and A.28).

A.3 About Structure Constants

Here we consider representing a Lie algebra by a table of structure constants. Table A.3 is the multiplication table of sl₂ (see also Example 1.2).

In ELIAS such a table is represented using lists. The obvious way to do this is to construct a "three-dimensional" list \( T \) such that \( T[i][j][k] \) equals \( c_{ij}^k \). But it often happens that
many of these constants are 0. Therefore a more complicated structure is used in order to be able to forget the zeros. A multiplication table of an n-dimensional Lie algebra is an n \times n array T such that T[i][j] describes the product of the i-th and the j-th basis element. This product is encoded in the following way. The entry T[i][j] is a list of two elements. The first of these is a list of indices k such that c_{ij}^k is nonzero. The second list contains the corresponding constants c_{ij}^k. For example, if T is the table displayed in Table A.3, then T[1][3] equals the list \[ [ 1 ], [ -2 ] \], meaning that the product of first and third basis element of the Lie algebra equals -2 times the first basis element. Furthermore T[3][3] is the list \[ [ 1 ], [ 1 ] \] which means that the product of the third basis element with itself is zero. Now suppose that S is the table of a Lie algebra with basis \{ x_1, \ldots, x_n \} and that S[3][7] equals \[ [ 2, 4, 6 ], [ 1/2, 2, 2/3 ] \]. Then in the Lie algebra we have the relation

\[
[x_3, x_7] = \frac{1}{2} x_2 + \frac{2}{3} x_9.
\]

Finally two numbers are added to the table. In the case where T is the table of a Lie algebra, the first number is -1, expressing the fact that the multiplication is anticommutative. The second element that is added is the zero-element of the field over which the Lie algebra is defined.

A.4 TestJacobi

TestJacobi( T )

Before constructing a Lie algebra by means of a table of structure constants it is advisable to check whether the resulting algebra satisfies the Jacobi identity. TestJacobi( T ) returns true if in the algebra defined by T the Jacobi identity is satisfied, false otherwise. The table T in the next example is the same as the one in Table A.3.

gap> T := [ [ [ 1 ], [ 1 ] ], [ [ 3 ], [ 1 ] ], [ [ 1 ], [ -2 ] ] ],
[ [ [ 1 ], [ 2 ] ], [ [ 2 ], [ -2 ] ], [ [ 1 ], [ 1 ] ] ], -1, 0 ];
gap> TestJacobi( T );
true
A.5 LieAlgebraByStructureConstants

LieAlgebraByStructureConstants( F, T )

This function returns the Lie algebra over the field F defined by the table of structure constants T.

\]
\[ L := \text{LieAlgebraByStructureConstants}( \text{Rationals}, T ); \]
\(<\text{Lie algebra of dimension 3 over Rationals}>\)

A.6 AlgebraByGenerators

AlgebraByGenerators( F, mats )

In this section we describe the other way to present a Lie algebra, namely by matrices. AlgebraByGenerators( F, mats ) returns the (matrix) Lie algebra over the field F generated by the elements of the list (of matrices) mats. Here we use the Lie algebra spanned by the matrices A_1, A_2 and A_3 as in Example 1.3.

\[ \text{mats} := [ [ [ 0, 1 ], [ 0, 0 ] ], [ [ 0, 0 ], [ 1, 0 ] ],
[ [ 1, 0 ], [ 0, -1 ] ] ]; \]
\[ \text{mats} := \text{List( mats, x -> LieObject( x ) )}; \]
\[ \text{K := AlgebraByGenerators( Rationals, mats )}; \]
\(<\text{Lie algebra over Rationals, with 3 generators}>\)

A.7 SimpleLieAlgebra

SimpleLieAlgebra( X, n, F )

This function constructs the simple Lie algebra of type Xn over the field F. The result is a Lie algebra defined by a multiplication table. Here X can be one of "A", "B", "C", "D", "E", "F", "G", "H", "S", "K". For the types "A" to "G" n must be an integer greater or equal to 1. The other types only exist over fields of characteristic p > 0. In this case n must be a list of integers \( \geq 1 \). If X is "H" then this must be a list of even length and it must have odd length if X is "K".

In a few cases the Lie algebra returned by this function is not simple. Examples are the Lie algebras of type A_n over a field of characteristic p > 0 where p divides n + 1, and the Lie algebras of type K_n where n is a list of length 1.
gap> L:=SimpleLieAlgebra( "D", 7, Rationals );
<Lie algebra of dimension 91 over Rationals>
gap> L:=SimpleLieAlgebra( "E", 4, GF(7) );
<Lie algebra of dimension 52 over GF(7)>
gap> L:=SimpleLieAlgebra( "F", [1,1], GF(5) );
<Lie algebra of dimension 50 over GF(5)>
gap> L:=SimpleLieAlgebra( "G", [1,2], GF(5) );
<Lie algebra of GF(5), with 124 generators>
gap> L:=SimpleLieAlgebra( "H", [2,1], GF(5) );
<Lie algebra of dimension 123 over GF(5)>
gap> L:=SimpleLieAlgebra( "K", [1,1,1], GF(5) );
<Lie algebra of dimension 125 over GF(5)>

### A.8 DirectSumOfAlgebras

DirectSumOfAlgebras( L1, L2 )

This function returns the direct sum of the (Lie) algebras L1 and L2. It is assumed that either both Lie algebras are given by a table or they both are matrix Lie algebras.

gap> L1:=SimpleLieAlgebra( "B", 2, Rationals );
<Lie algebra of dimension 10 over Rationals>
gap> L2:=SimpleLieAlgebra( "C", 3, Rationals );
<Lie algebra of dimension 21 over Rationals>
gap> DirectSumOfAlgebras( L1, L2 );
<Lie algebra of dimension 31 over Rationals>
gap> mats:= [ [ [ 0, 1 ], [ 0, 0 ] ], [ [ 0, 0 ], [ 1, 0 ] ],
[ [ 1, 0 ], [ 0, -1 ] ] ];
gap> K:=LieObject( mats );
gap> K:=K::LieObject();
<Lie algebra over Rationals, with 3 generators>
gap> DirectSumOfAlgebras( K, K );
<Lie algebra over Rationals, with 6 generators>

### A.9 RootSystem

RootSystem( L )

For a semisimple Lie algebra L with a split Cartan subalgebra, this function computes the root system. The output is a record with the following components:
• roots This is the set of roots of $L$ with respect to the Cartan subalgebra that is output by \texttt{CartanSubalgebra( L )}. First the positive roots are listed according to increasing height. The second half of the list consists of the negative roots.

• rootvvecs The set of elements of $L$ that are the root vectors corresponding to the roots in roots (so the first vector corresponds to the first root and so on).

• fundroots A set of fundamental roots.

• cartanmat The Cartan matrix of the set of fundamental roots.

gap> L:=SimpleLieAlgebra( "G", 2, Rationals );
<Lie algebra of dimension 14 over Rationals>
gap> R:=RootSystem( L );
rec(
  roots := [ [ 1, -1 ], [ 0, 1 ], [ 1, 0 ], [ 2, -1 ], [ 3, -2 ], [ 3, -1 ],
            [ -1, 1 ], [ 0, -1 ], [ -1, 0 ], [ -2, 1 ], [ -3, 2 ], [ -3, 1 ] ],
  fundroots := [ [ 1, -1 ], [ 0, 1 ] ],
  cartanmat := [ [ 2, -1 ], [ -3, 2 ] ] )

A.10 LieCentre

\texttt{LieCentre( L )}

This function returns the centre of $L$. For the algorithm we refer to Section 1.4.2.

gap> L:=SimpleLieAlgebra( "C", 3, Rationals );
<Lie algebra of dimension 21 over Rationals>
gap> LieCentre( L );
<Lie algebra of dimension 0 over Rationals>

Note that the definition of centre differs for associative algebras and Lie algebras. That is the reason why this function is called \texttt{LieCentre} (the same applies for the functions \texttt{LieCentralizer} and \texttt{LieNormalizer}). We illustrate this difference with an example.

gap> L:=SimpleLieAlgebra( "W", [1,1], GF(2) );
<Lie algebra of dimension 8 over GF(2)>
gap> LieCentre( L );
<Lie algebra of dimension 0 over GF(2)>
gap> Centre( L );
<Lie algebra of dimension 8 over GF(2)>
A.11 LieCentralizer

\texttt{LieCentralizer( L, K )}

This function returns the centralizer of the subalgebra \( K \) in its parent Lie algebra \( L \). The algorithm was described in Section 1.4.3.

\begin{verbatim}
gap> L:=SimpleLieAlgebra( "D", 7, Rationals );
<Lie algebra of dimension 91 over Rationals>
gap> b:=BasisVectors( Basis( L ) );
gap> K:=Subalgebra( L, [ b[1], b[2], b[3] ]);
<Lie algebra over Rationals, with 3 generators>
gap> LieCentralizer( L, K );
<Lie algebra of dimension 49 over Rationals>
\end{verbatim}

A.12 LieNormalizer

\texttt{LieNormalizer( L, K )}

\texttt{LieNormalizer( L, K )} returns the normalizer of \( K \) in its parent algebra \( L \). The algorithm can be found in Section 1.4.4.

\begin{verbatim}
gap> L:=SimpleLieAlgebra( "D", 7, Rationals );
<Lie algebra of dimension 91 over Rationals>
gap> b:=BasisVectors( Basis( L ) );
gap> K:=Subalgebra( L, [ b[1], b[2], b[3] ]);
<Lie algebra over Rationals, with 3 generators>
gap> LieNormalizer( L, K );
<Lie algebra of dimension 58 over Rationals>
\end{verbatim}

A.13 DerivedSubalgebra

\texttt{DerivedSubalgebra( L )}

This function returns the product space of \( L \) with itself. See Section 1.4.1 for the algorithm.

\begin{verbatim}
gap> L:=SimpleLieAlgebra( "E", 8, Rationals );
<Lie algebra of dimension 248 over Rationals>
gap> b:=BasisVectors( Basis( L ) );
<Lie algebra over Rationals, with 1 generators>
gap> CL:=LieCentralizer( L, K );
\end{verbatim}
A.14 SolvableRadical

SolvableRadical( L )
This function returns the solvable radical of L. The algorithm was described in Section 1.4.5.

```gap
L := SimpleLieAlgebra( "E", 8, Rationals );
b := BasisVectors( Basis( L ) );
CL := LieCentralizer( L, K );
<Lie algebra of dimension 16 over Rationals>
gap> SolvableRadical( CL );
<Lie algebra of dimension 13 over Rationals>
```

A.15 NilRadical

This function calculates the nilradical of L. In the case of characteristic 0 it uses the "downward" method described in Chapter 2. Otherwise the radical of the associative algebra (ed.L)" is calculated.

```gap
L := SimpleLieAlgebra( "E", 8, Rationals );
b := BasisVectors( Basis( L ) );
CL := LieCentralizer( L, K );
<Lie algebra of dimension 16 over Rationals>
gap> NilRadical( CL );
<Lie algebra of dimension 13 over Rationals>
```

A.16 CartanSubalgebra

CartanSubalgebra( L )
CartanSubalgebra( L ) returns a Cartan subalgebra of L. The algorithm works for Lie algebras L defined over a field F such that |F| > dim L and for restricted Lie algebras of
characteristic $p$. This function uses the algorithms LR and RestrictedCartan given in Chapter 3.

```gap
gap> L:=SimpleLieAlgebra( "E", 8, Rationals );
gap> b:=BasisVectors( Basis( L ) );
gap> CL:=LieCentralizer( L, K );
<Lie algebra of dimension 16 over Rationals>
gap> CartanSubalgebra( CL );
<Lie algebra of dimension 8 over Rationals>
```

### A.17 FindSl2

FindSl2($L, z$)

If $z$ is a nilpotent element of a Lie algebra $L$, then there may exist a subalgebra of $L$ that is isomorphic to $sl_2$ and contains $z$. By a theorem of Jacobson-Morozov, this is certainly the case if $L$ is semisimple. This function returns a three-dimensional subalgebra of $L$, isomorphic to $sl_2$ containing $z$ if it exists. It returns `false` if there is no such subalgebra.

The proof of Morozov’s lemma ([32], p. 99) is already constructive. This function is a straightforward implementation of that proof.

```gap
gap> L:=SimpleLieAlgebra( "E", 2, Rationals );
gap> Lie algebra of dimension 14 over Rationals
gap> b:=BasisVectors( Basis( L ) );
gap> FindSl2( L, b[1] );
<Lie algebra of dimension 3 over Rationals>
```

### A.18 DerivedSeries

DerivedSeries($L$)

This function returns a list of ideals of $L$ that form its derived series. It is calculated by repeatedly applying the algorithm for product spaces described in Section 1.4.1.

```gap
gap> L:=SimpleLieAlgebra( "E", 8, Rationals );
gap> b:=BasisVectors( Basis( L ) );
gap> CL:=LieCentralizer( L, K );
<Lie algebra of dimension 16 over Rationals>
gap> DerivedSeries(CL);
```
A.19 LowerCentralSeries

LowerCentralSeries( L )

This function calculates the lower central series of $L$. Again the method given in Section 1.4.1 is used.

```
gap> L:=SimpleLieAlgebra( "E", 8, Rationals );;
gap> b:=BasisVectors( Basis( L ) );;
gap> CL:=LieCentralizer( L, K );
<Lie algebra of dimension 14 over Rationals>
gap> LowerCentralSeries( CL );
[ <Lie algebra of dimension 14 over Rationals>,
  <Lie algebra of dimension 7 over Rationals>,
  <Lie algebra of dimension 5 over Rationals>,
  <Lie algebra of dimension 3 over Rationals>,
  <Lie algebra of dimension 2 over Rationals>,
  <Lie algebra of dimension 0 over Rationals> ]
```

A.20 UpperCentralSeries

UpperCentralSeries( L )

This function calculates the upper central series of $L$. It repeatedly uses the algorithm for the centre while keeping track of the pre-images of the ideals factored out. In ELIAS the upper central series is presented in the reversed order (starting with the hypercenter).

```
gap> L:=SimpleLieAlgebra( "E", 8, Rationals );;
gap> b:=BasisVectors( Basis( L ) );;
gap> CL:=LieCentralizer( L, K );
<Lie algebra of dimension 14 over Rationals>
gap> UpperCentralSeries( CL );
[ <Lie algebra of dimension 14 over Rationals>,
  <Lie algebra of dimension 12 over Rationals>,
  <Lie algebra of dimension 11 over Rationals>,
  <Lie algebra of dimension 9 over Rationals>,
  <Lie algebra of dimension 7 over Rationals>,
  <Lie algebra of dimension 5 over Rationals>,
  <Lie algebra of dimension 3 over Rationals>,
  <Lie algebra of dimension 1 over Rationals>,
  <Lie algebra of dimension 0 over Rationals> ]
```
\{Lie algebra of dimension 8 over Rationals\},
\{Lie algebra of dimension 6 over Rationals\},
\{Lie algebra over Rationals, with 0 generators\}

A.21 LeviDecomposition

LeviDecomposition( L )

The output of LeviDecomposition( L ) is a list of two elements. The first element is the semisimple subalgebra and the second is the solvable radical of L. If L is solvable then the first component is the zero subalgebra. We use a similar algorithm to the one described in Section 1.4.7, but using the derived series instead of the lower central series. The reason for this is that the calculation of the derived series in many cases is faster than the computation of the lower central series. If L is a Lie algebra of characteristic $p > 0$ then it need not have a Levi decomposition. However, if it has, then this function will find one.

\begin{verbatim}
gap> L:=SimpleLieAlgebra( "E", 8, Rationals );
gap> b:=BasisVectors( Basis( L ) );
gap> CL:=LieCentralizer( L, K );
\end{verbatim}

\begin{verbatim}
<Lie algebra of dimension 68 over Rationals>
<Lie algebra of dimension 24 over Rationals>,
<Lie algebra of dimension 44 over Rationals>
\end{verbatim}

A.22 DirectSumDecomposition

DirectSumDecomposition( L )

If L is a direct sum of two or more ideals, then this function returns a list of those ideals, otherwise the output is a list consisting only of the element L. If L is semisimple, then the algorithms given in Chapter 4 are used. If L is defined over a large field, then the randomised method for finding a splitting element is chosen. Otherwise decomposable elements are used. If L is not semisimple, then the general algorithm described in Section 1.4.6 is used.

\begin{verbatim}
gap> K:=SimpleLieAlgebra( "A", 1, Rationals );
<Lie algebra of dimension 3 over Rationals>
gap> L:=DirectSumOfAlgebras( K, K );
<Lie algebra of dimension 6 over Rationals>
gap> L:=DirectSumOfAlgebras( L, K );
\end{verbatim}
A.23 Property Tests for Lie Algebras

- IsAbelianLieAlgebra( L )
  returns true if the multiplication of two elements from \( L \) always returns zero, false otherwise.

- IsSolvable( L )
  returns true if \( L \) is solvable, false otherwise.

- IsNilpotent( L )
  returns true if \( L \) is nilpotent, false otherwise.

- IsRestrictedLieAlgebra( L )
  Suppose \( L \) is a Lie algebra over a field of characteristic \( p > 0 \). Then \( L \) is called restricted if the Lie algebra \( ad \) \( L \) is closed under the \( p \)-th power map (that associates to a matrix its \( p \)-th power). This function tests whether \( L \) is restricted. Lie algebras of characteristic zero are never restricted. Furthermore, it is enough to test the property for a basis of \( L \) (see Theorem 5.11 of [32]).

```gap
gap> IsAbelianLieAlgebra( SimpleLieAlgebra( "A", 2, Rationals ) );
false
gap> T:=EmptyStructTable( 10, 0, "antisymmetric" );;
gap> L:=LieAlgebraByStructureConstants( Rationals, T );;
gap> IsAbelianLieAlgebra( L );
true
gap> K:=SimpleLieAlgebra( "A", 2, Rationals );
<Lie algebra of dimension 8 over Rationals>
gap> IsSolvable( K );
false
gap> IsNilpotent( K );
false
gap> IsRestrictedLieAlgebra( K );
false
gap> M:=SimpleLieAlgebra( "W", [1], GF(5) );
<Lie algebra of dimension 5 over GF(5)>
gap> IsRestrictedLieAlgebra( M );
```
true
gap> N:=SimpleLieAlgebra( "W", [2], GF(5) );
<Lie algebra of dimension 25 over GF(5)>
gap> IsRestrictedLieAlgebra( L );
false

A.24 SemiSimpleType

SemiSimpleType( L )

If $L$ is a Lie algebra with a nondegenerate Killing form, then SemiSimpleType( $L$ ) returns the type of $L$. It uses the method given in Chapter 5.

gap> L:=SimpleLieAlgebra( "E" , 8, Rationals );;
gap> b:=BasisVectors( Basis( L ) );;
gap> CL:=LieCentralizer( L, K );
<Lie algebra of dimension 52 over Rationals>
gap> ll:=LeviDecomposition( CL );
[ <Lie algebra of dimension 17 over Rationals>,
  <Lie algebra of dimension 35 over Rationals> ]
gap> SemiSimpleType( ll[1] );
"A1 G2"

A.25 AdjointAssociativeAlgebra

AdjointAssociativeAlgebra( L )

If $L$ is a Lie algebra, then the matrices ad$x$ for $x \in L$ generate an associative algebra. The dimension of this algebra is in general higher than the dimension of the Lie algebra $L$. AdjointAssociativeAlgebra( L ) calculates a basis of this associative algebra and returns the algebra.

gap> K:=SimpleLieAlgebra( "A", 1, Rationals );
<Lie algebra of dimension 3 over Rationals>
gap> AdjointAssociativeAlgebra( K );
<algebra of dimension 9 over Rationals>
A.26 KillingMatrix

KillingMatrix( B )

If \{x_1, \ldots, x_n\} is a basis of the Lie algebra L, then the matrix \(s(x_i, x_j)\) is the matrix of the Killing form with respect to the basis \(B\) of \(L\).

\[
\text{gap} \quad K := \text{SimpleLieAlgebra}( "A", 1, \text{Rationals} );
\quad \text{Lie algebra of dimension 3 over Rationals}
\text{gap} \quad \text{KillingMatrix}( \text{Basis}(K) );
\quad \begin{bmatrix}
     0 & 4 & 0 \\
     4 & 0 & 0 \\
     0 & 0 & 8
\end{bmatrix}
\]

A.27 AdjointMatrix

AdjointMatrix( B, x )

This function returns the matrix of \(\text{ad} \, x\), with respect to the basis \(B\) of \(L\).

\[
\text{gap} \quad K := \text{SimpleLieAlgebra}( "A", 1, \text{Rationals} );
\quad \text{Lie algebra of dimension 3 over Rationals}
\text{gap} \quad b := \text{BasisVectors}( \text{Basis}(K) );
\text{gap} \quad \text{AdjointMatrix}( \text{Basis}(K), b[1] );
\quad \begin{bmatrix}
     0 & 0 & -2 \\
     0 & 0 & 0 \\
     0 & 1 & 0
\end{bmatrix}
\]

A.28 NonNilpotentElement

NonNilpotentElement( L )

This function returns an element of \(L\) that is not nilpotent, or \text{false} if no such element exists. The method described in Section 3.3 is used.

\[
\text{gap} \quad K := \text{SimpleLieAlgebra}( "A", 1, \text{Rationals} );
\quad \text{Lie algebra of dimension 3 over Rationals}
\text{gap} \quad \text{NonNilpotentElement}(K); 
\quad v.3
\]
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Samenvatting

In dit proefschrift worden algoritmen gegeven die opereren op eindig dimensionele Lie algebra's gegeven door een vermenigvuldigingstable.

In hoofdstuk 1 wordt ter inleiding kort ingegaan op de structuurtheorie van Lie algebra's. Ook worden enkele algoritmen beschreven die niet aan de orde zullen komen in de latere hoofdstukken.

In hoofdstuk 2 wordt een nieuw algoritme besproken voor de berekening van het alfradicaal. Dit algoritme wordt vergeleken met enkele bekende algoritmen.

Cartan deelalgebra's spelen een centrale rol in de structuurtheorie van halveven voudige Lie algebra's. In hoofdstuk 3 wordt ingegaan op de berekening van dergelijke deelalgebra's. We geven een algoritme voor het vinden van een niet-nilpotent element in een Lie algebra. Op basis hiervan wordt een algoritme voor de berekening van een Cartan deelalgebra geformuleerd. Het algoritme wordt in een praktische situatie vergeleken met enkele andere algoritmen.

Halseven voudige Lie algebra's splitsen als directe som van enkelvoudige Lie algebra's. In hoofdstuk 4 worden algoritmen beschreven voor het bepalen van een dergelijke directe som decompositie. Het algoritme gegeven in het vorige hoofdstuk wordt gebruikt om een Cartan deelalgebra te vinden. De actie van deze deelalgebra wordt dan gebruikt om de Lie algebra te splijten. Aan het eind van het hoofdstuk worden de algoritmen met behulp van een praktisch voorbeeld vergeleken.

In hoofdstuk 5 wordt een algoritme beschreven voor de bepaling van het type van een halseven voudige Lie algebra. Dit wordt gedaan door de Lie algebra te redenisco modulo een geschikt gekozen priemgetal. Het isomorieprobleem voor halveven voudige Lie algebra's wordt met dit algoritme opgelost. We geven nog een oplossing van dit probleem. Deze blijkt in de praktijk echter niet goed te werken (dit in tegenstelling tot het algoritme voor de bepaling van het type).

In hoofdstuk 6 wordt ingegaan op het vinden van een eindig dimensionele representatie van een Lie algebra gegeven door een vermenigvuldigingstable. De stelling van Ado zegt dat een dergelijke representatie bestaat, maar de bekende bewijzen bevatten geen effectieve constructie. Voor een groot gedeelte bewijzen we de stelling van Ado opnieuw. Dit levert wel een constructie die op een computer uitgevoerd kan worden.

De algoritmen beschreven in dit proefschrift zijn door de auteur geïmplementeerd in het computeralgebra systeem GAP. Dit heeft geleid tot een pakket met de naam ELIAS (Eindhoven Lie Algebra System). In hoofdstuk 7 wordt aan de hand van twee praktische problemen geïllustreerd hoe dit pakket gebruikt kan worden. Het eerste probleem is de bepaling van isomorie van Lie algebra's. Het tweede is de berekening van de index van centralisatoren van nilpotente elementen in $E_8$.

Tot slot is er een appendix met een beschrijving van ELIAS.
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