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ASML is a company that designs, develops and produces photolithography machines, called wafer scanners, used in the process of manufacturing chips and integrated circuits. In order to achieve this it requires nanometer accuracy at high speeds. For the nanometer accuracy to be reached, the system must have a highly accurate calibration system. The calibration is achieved both through hardware and software means. For the software calibration, the system is calibrated through a sequence of measurements which is created manually by an engineer. This report describes the design and implementation of a standalone application that automatically generates the calibration sequences.
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Foreword

Computer chips have been getting progressively smaller, faster, and cheaper over the years. This is made possible by the increase in accuracy and productivity of ASML’s lithographic machines. The high-speed, nanometer accuracy in these machines is not realized by mechatronics alone; software plays an important role as well. Of particular interest in this project is metrology software that measures and corrects for small mechanical tolerances. When designing such software a metrologist has to make trade-offs between accuracy and speed: use accurate, but slow, measurements where needed and fast, less accurate ones, where possible. The complexity of the machines, however, makes it hard for a human to oversee all contingencies of the trade-off, and come up with a reliable solution that performs as fast as possible. And ASML is looking for the fastest and most reliable solution, since a machine that reaches the required accuracy with a higher productivity is very valuable to its customers.

Bogdan’s goal during this project was to find out if software could help us with this complex optimization problem. His results show that this is certainly the case. Although his work has not reached the point where it can be applied to ASML’s machines directly, he has given us many valuable insights into the problem, and provided us with interesting directions in which the research can be continued. In fact, ASML is currently in the process of organizing a PhD project on the subject.

It has been a pleasure working with Bogdan on this project. We were especially amazed by the speed with which he familiarized himself with the domain. It generally takes a new metrologist one to two years to get acquainted with the subject, but Bogdan only had 9 months. In that time he has not only understood the problem, but also designed and built an extensible software system for it, experimented with it, and wrote the thesis you see before you.

In short, Bogdan made a good impression on us. We are glad that he decided to stay, and that we will be able to continue our cooperation.

Martijn van der Horst
Joost Vromen
27th of August 2012
Preface
This report presents the results of a graduation project for the completion of the Software Technology programme of the Stan Ackermans Institute of the Technical University of Eindhoven.

The project was carried out in ASML, a company that designs, develops and produces photolithography machines. The project made an attempt to prove that the calibration sequence within an ASML machine can be automatically generated.

The readers that are interested in the global overview of what has been developed can read the executive summary. The context, domain, problem and stakeholders information can be found in Chapter 1 to 3. For the readers interested in the requirements, considered approaches and design should read Chapter 4 to 6. The results, project management and a project retrospective can be found in Chapter 7 to 9. More detailed information about the implementation can be found in Appendix A and B.

Bogdan Mihai Lazăr
24th August 2012
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Executive Summary

ASML is a company that designs, develops and produces photolithography machines, called wafer scanners, used in the process of manufacturing chips and integrated circuits. In order to achieve this it requires nanometer accuracy at high speeds. For the nanometer accuracy to be reached, the system must have a highly accurate calibration system. The calibration is achieved both through hardware and software means. For the software calibration, the system is calibrated through a sequence of measurements which is created manually by an engineer. The process is inadequate in the following aspects:

- Judging whether a scheme is robust can only be done by an engineer based on his/hers knowledge and experience. The judgment is error prone. This leads to unnecessary complex calibration sequences.
- The engineer’s knowledge and experience does not always guarantee that the created sequence is also the fastest sequence that reaches the targeted accuracy. This means that the schemes created by the engineer are not always optimal when the execution time is considered.
- It becomes much harder for an engineer to create good sequences as the complexity of the system increases.

To solve this problem, I designed and implemented a system containing two components, which are as follows:

- The evaluator component which assesses the sequences and gives details about the execution time, the level of accuracy and the robustness the sequence provides.
- The generator component that creates optimal sequences given the mechanical tolerance specifications of the system.

The results of the endeavor are that:

- An automated process that creates the sequences was created.
- The generated sequences guarantee that the calibration will not fail for the systems that are compliant to the given mechanical tolerances.
- The generated sequence provides the required accuracy level but has the shortest execution time.

The designed system provides a foundation to carry the further investigation for an automated sequence generator that will remove the robustness uncertainties and that will provide an optimal sequence for ASML machines calibration. I recommend improving the generation time by reducing the resource usage and by improving the sequence evaluation time.
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1. Introduction

This chapter introduces the context in which the ASML alignment sequence generator (AASG) was created and presents the outline of the paper.

1.1 Context

ASML is the world’s leading provider of lithography systems for the semiconductor industry, manufacturing complex machines that are critical to the production of integrated circuits or chips. ASML constantly improves the manufacturing process by continually shrinking line widths (reduced resolution or feature size), thereby enabling customers to cut the size or add more functionality to future generations of ICs. Finer widths allow electricity to move across the chip faster, boosting the chip’s performance [1].

Optical lithography or UV lithography is called photolithography. It is the process in which layer of metals, insulators, or other materials are successively deposited on a wafer of semiconductor and afterwards the unwanted layers are etched away. The photolithography workflow is described in the figure below.

![Photolithography workflow](image)

**Figure 1.1-1: Photolithography workflow**

The basic procedure that is repeated in the photolithography process contains the following steps [2]:

- **Cleaning** – the first step is to remove any undesired organic or inorganic contaminants that are present on the wafer surface.
- **Preparation** – in this step, the wafer is heated so that any moisture from the wafer is driven off. A liquid is then applied that in combination with the surface layer of the wafer makes the wafer water repellent.
- **Photoresist application** – the next step is to cover the wafer with photoresist.
- **Exposure and developing** – the photoresist is exposed to intense light. Between the light source and the wafer, there is a circuit pattern which is drawn on a transparent photomask. This is called a reticle. Depending on the type of photoresist, the UV light will either harden or soften the area of exposure.
- **Etching** – in this step the hardened or softened part is removed.
- **Photoresist removal** – the last step is to remove the photoresist layer. This is also called ashing.
Table 1.1-1: ASML’s machine subsystems

<table>
<thead>
<tr>
<th>Subsystem</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reticle Handler</td>
<td>Delivers reticles to the reticle stage.</td>
</tr>
<tr>
<td>Reticle Stage</td>
<td>Supports, positions, and moves the reticles accurately with respect to the lens.</td>
</tr>
<tr>
<td>Wafer Handler</td>
<td>Delivers wafers to be exposed to the wafer stage and unloads them after exposure.</td>
</tr>
<tr>
<td>Wafer Stage</td>
<td>Uses a twinstage concept wherein loading, unloading, measuring and aligning is done in one stage, while exposure is done on the other. The stages work in parallel.</td>
</tr>
<tr>
<td>Illumination and Projection</td>
<td>Provides the exposure light required to project the reticle image on the wafer.</td>
</tr>
</tbody>
</table>

The ASML machine is described in Table 1.1-1: ASML’s machine subsystems. It machines perform the exposure step of the photolithography process. The performance of the machine is mainly characterized by the number of wafers produced per hour (productivity/throughput), imaging quality and the accuracy with which each layer is mapped over the previous one (overlay accuracy). Examples of overlay accuracy can be seen in Figure 1.1-2: Perfect overlay and Figure 1.1-3: Overlay influenced by sensor noise during alignment below.

Figure 1.1-2: Perfect overlay
In both figures there are two layers exposed on the wafer. In the first picture the layers are perfectly mapped one on top of the other, which means perfect overlay. In the second figure, because of the noise, the layers are not perfectly mapped. The distance between the points that should have been on top of each other is marked with an arrow for each point on the wafer.

The machine performance is determined by the accuracy with which the machine is calibrated. The project at hand deals with one part of the calibration process, the reticle align procedure.

**1.2 Outline**

This report describes the development of the AASG application. Chapter 2 contains an analysis of the alignment problem at hand and lists the stakeholders. Chapter 3 describes the part of the domain where the problem is encountered and gives more information about the domain. In chapter 4, the research questions which started the project are listed, followed by a set of use cases, requirements and ends with a list of the design competencies that are foreseen from the requirements. Chapter 5 describes the design approach used for developing the AASG system. In chapter 6, some conclusions and future work suggestions are derived from the assignment. Chapter 7 presents the organizational processed followed in the assignment. Finally, chapter 8 reflects on the good practices and the design competencies.
2. Problem Analysis

This chapter presents the problem domain and provides an analysis of the problem at hand. Section 2.1 introduces the current approach for system calibration. Section 2.2 introduces the stakeholders within the project.

2.1 Problem overview

ASML’s lithography systems described in section 1.1 require nanometer accuracy at high speeds. For the nanometer accuracy to be reached, the system must have a highly accurate calibration system. To calibrate a system means to measure, compensate and verify by comparison to a standard. The ASML machines are calibrated through software. The software calibration is performed on a mathematical model with a sequence of measurements and parameter adjustments. The sequence is created by an engineer who knows the mathematical model that describes the lithography machine and its imperfections. A sequence should have the following set of properties:

- The sequence must be robust: A sequence must be robust for a machine with inaccuracies within a predefined mechanical tolerance range. This means that the sequence created can always be performed on any machine that adheres to these mechanical tolerances.
- The sequence must be time-optimal: We can demonstrate that there is no other sequence which can reach the same level of calibration accuracy in less time.
- The sequence must be automatically generated: Having the sequence automatically generated will remove the limitation on computation, knowledge and experience that of the engineer.
- The sequence must be accurate: The sequence must lead the system to an accuracy which is at least as good as the specified target accuracy.

For an engineer, these properties are hard to achieve because:

- Judging whether a sequence is robust can only be done by the engineer based on his/hers knowledge and experience. The judgment is error prone. This leads to non-optimal calibration sequences.
- The engineer’s knowledge and experience does not always guarantee that the created sequence is also the shortest executing sequence that reaches the targeted accuracy. This means that the sequences created by the engineer are not always optimal when the execution time is considered.
- It becomes much harder for an engineer to create good sequences as the complexity of the system increases.

2.2 Stakeholders

The project identifies two sets of important stakeholders that are directly or indirectly involved in the project: organizational stakeholders and technical stakeholders.

Organizational stakeholders

The organizational stakeholders focus more on the managerial part than on the technical part. They are more involved in the planning and project management than the technical aspect.
Table 2.2-1: Organizational stakeholders

<table>
<thead>
<tr>
<th>Name</th>
<th>Represents</th>
<th>Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ad Aerts</td>
<td>Program Director of PDEng in Software Technology.</td>
<td>Ensure that the final project results meet the requirements to grant the PDEng in Software Technology degree.</td>
</tr>
<tr>
<td>Boris Škorić</td>
<td>University supervisor.</td>
<td>Supervisory role in the processes involved during the project.</td>
</tr>
</tbody>
</table>

**Technical stakeholders**

The focus of the technical stakeholders is on the technical side of the assignment. In general, the technical stakeholders are the engineers in ASML which interact with the assignment.

Table 2.2-2: Technical stakeholders

<table>
<thead>
<tr>
<th>Name</th>
<th>Represents</th>
<th>Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>Martijn van der Horst</td>
<td>ASML supervisor from the Metrology department.</td>
<td>Key role in providing the relevant information required for realizing the project. Ensure that the project results meet the company expectations.</td>
</tr>
<tr>
<td>Joost Vromen</td>
<td>ASML supervisor from the Metrology department.</td>
<td>Key role in providing the relevant information required for realizing the project. Ensure that the project results meet the company expectations.</td>
</tr>
<tr>
<td>István Nagy</td>
<td>ASML supervisor from Architecture and Platform (A&amp;P) department.</td>
<td>Provides technical information and ensure that the project results meet the company expectations.</td>
</tr>
<tr>
<td>Ed de Gast</td>
<td>ASML group leader from the Management department</td>
<td>Ensure that the project results meet the company expectations.</td>
</tr>
<tr>
<td>Roland Bogers</td>
<td>ASML system engineer.</td>
<td>Provide information and requirements for the project.</td>
</tr>
<tr>
<td>Bogdan Mihai Lazăr</td>
<td>PDEng Software Technology trainee</td>
<td>Coordinate, design, and develop the project. Ensure that the project is completed satisfactorily within the stipulated timeframe. Also ensure that the project results meet the company and university standards.</td>
</tr>
</tbody>
</table>
3. Domain Analysis

This chapter presents the domain in which the assignment takes place. It talks about the components that are encountered during and alignment sequence and about some characteristics that define the domain.

3.1 The Wafer to Reticle alignment

The function of the alignment system is to align the wafer to the reticle. Accurate alignment is critical because a wafer can be exposed with up to 30 image layers, so precise and repeated overlay is essential.

There are two locations in the machine where the alignment is performed. These locations are called sides and there is a measurement side and an exposure side.

In the measurement side the Alignment system measures the position, magnification and rotation of the wafer with respect to the wafer stage chuck. The chuck is the part of the wafer stage that carries the wafer and moves it around. The system that does the alignment on the measurement side is called the Advanced Alignment (AA) system. The information obtained on the measurement side will be used on the exposure side.

On the exposure side the reticle is aligned with respect to the wafer stage chuck. The system that performs the measurements on the exposure side is called the Transmission Image Sensor (TIS). Together, the advanced alignment and the transmission image sensor systems align the reticle to the wafer.

In Figure 3.1-1: Measurement and exposure sides the measurement side is positioned in the left side and the exposure side on the right.

![Figure 3.1-1: Measurement and exposure sides](image)

Each side has a chuck. After the wafer exposure finishes, the chucks are swapped.

Alignment is carried out on the exposure side as well as on the measurement side of the TWINSCAN. TIS consists of two elements: markers at the reticle level and sensors at the wafer level. The marks are located on the reticle and on the reticle stage fiducial for alignment. The fiducial is a fixed part of the reticle stage, serving as a fixed reference point for, among other things, the exchangeable reticle. Extreme UV or DUV light illuminates these marks. The projection lens captures the diffraction orders. The diffracted light is then directed down to form an aerial image just below the projection lens. At a certain position in the aerial image space under the projection lens, the aerial image is in focus. The transmission image sensor is constructed...
such that the highest intensity will be measured when positioning the sensor in perfect focus and alignment with the aerial image.

Figure 3.1-2: TIS fiducial shows the position and shape of the marks present on the reticle stage.

The aerial image along with the reticle marks and the sensors at the wafer level can be seen in Figure 3.1-3: TIS alignment.
The TIS sensor modules that are mounted on the wafer stage chucks are used to find at which position the aerial image is in focus. There are two TIS plates on each wafer stage chuck. Each plate has two sensor marks that can be used in parallel alignment scans. The parallel alignment scans are measurements that are done on two marks simultaneously.

The Reticle Alignment sequence uses four marks on the reticle. These marks are labeled R1, R2, R3 and R4. The first step in the alignment is to position the marks above the projection lens. While the marks are illuminated, the two sensors on TIS2 plate will measure the intensities, for example, of the R1 and R2 aerial images simultaneously while moving the chuck in a specific pattern. After the scan move is complete, the point of highest intensity is determined. The process is shown in Figure 3.1-4: Marks R1 and R2 alignment. The same process can be applied to marks R3 and R4.
3.2 **Domain characteristics**

In order to be able to create a sequence that calibrates the system, the experienced engineer needs to know a set of characteristics that the system has. The most important of all is the mathematical model that describes the system. This model is defined by a set of parameters which describe the exact position and orientation of the components of the system. The engineer also needs to know the mechanical tolerances that the model parameters may be subject to. These are caused by mounting tolerances during system construction or unpredictable physical effects during system operation. The model represents the connection between the parameters and the measurements performed. The actual mathematical model is represented through a matrix called design matrix.

Taking the model into consideration, the engineer needs to create a scheme file which is a sequence of scheme actions: scan actions (SA) and model actions (MA).

In order for the engineer to create scan actions, he/she needs to know what types of scans are available, on which marks the scan can be performed, etc. All this information is considered to be scan data. The design matrix depends on certain scan data such as mark position information.

For the model actions, the engineer needs to decide which parameters to model and which of the scans to use for the model. The scans selection is determined by the mark where the scan was performed and the type of scan. An example of the content of a scheme file can be seen in Figure 3.2-1: Readable content of a scheme file.

```
1 SCAN R1 CoarseScan
2 SCAN R2 CoarseScan
3 SCAN R1 FineScan
4 SCAN R2 FineScan
5 MODEL Tx, Ty, Rz 3, 4
```

**Figure 3.1-4: Marks R1 and R2 alignment**

The sequence of TIS scans that calibrate the system is created by an experienced engineer.
Even if all this data is taken into consideration, there is no exact process known to determine the optimal scheme.
4. System Requirements

This chapter contains the research questions related to the assignment, a set of system requirements derived from the research questions which are spread into two categories: functional and non-functional requirements and a subchapter talks about design competencies which apply to the assignment.

4.1 Research questions

At the start of the project, a set of research questions were created in order to address the most important issues regarding the assignment. These questions were split up into two categories: feasibility questions and scalability questions. The research questions are shown in Table 4.1-1: Feasibility questions and in Table 4.1-2: Scalability questions below.

<table>
<thead>
<tr>
<th>Table 4.1-1: Feasibility questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feasibility</td>
</tr>
<tr>
<td>Question</td>
</tr>
<tr>
<td>Is it possible to generate sequences for alignment given the measurement types and accuracies, mechanical tolerances and the model that relates the two?</td>
</tr>
<tr>
<td>Does the duration of the sequence generation fall in an acceptable time frame (few days)?</td>
</tr>
<tr>
<td>Is it possible to have overlay and focus as input parameters for the generator?</td>
</tr>
<tr>
<td>Does the generated scheme improve the scheme generated by an expert?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4.1-2: Scalability questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scalability</td>
</tr>
<tr>
<td>Question</td>
</tr>
<tr>
<td>How does the change of accuracy parameters to overlay and focus influence (time) the scheme generator?</td>
</tr>
<tr>
<td>How is the time required by the generator influenced by the number of measurement types? (Predict scalability based on extension execution time and implementation time)</td>
</tr>
<tr>
<td>How is the time required by the generator influenced by the number of modeled parameters? (Predict scalability based on extension execution time and implementation time)</td>
</tr>
<tr>
<td>How much time and man hours are needed to add a new measurement type/model parameter? (Predict scalability based on extension execution time and implementation time)</td>
</tr>
<tr>
<td>Is there tradeoff between generation time and scheme execution time? If yes, what is it?</td>
</tr>
</tbody>
</table>

The research questions were used to check the assignment progress and based on the answer of the questions, continue with the initial planning or take another direction.

Derived from the research questions a set of requirements were created. These requirements were split into functional requirements and non-functional requirements.
4.2 Use cases

There are only two use cases that describe the assignment: Evaluate a scheme use case and Generate a scheme use case. These are shown in the figure below. Both of them can be performed by an Engineer.

![UML use cases diagram]

4.2.1. Evaluate a scheme

Table 4.2-1: Evaluate a scheme use case

<table>
<thead>
<tr>
<th>Primary Actor</th>
<th>The Engineer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context of use</td>
<td>The Engineer wants to evaluate a given scheme</td>
</tr>
<tr>
<td>Scope</td>
<td>AASG system</td>
</tr>
<tr>
<td>Precondition</td>
<td>The input data describing the system model, scan properties, mechanical tolerances is correct and available. A scheme file is already available</td>
</tr>
<tr>
<td>Success Guarantees</td>
<td>The Engineer receives details about the evaluated scheme: accuracy and execution time if the scheme is robust or a fail message if the scheme is not robust</td>
</tr>
<tr>
<td>Trigger</td>
<td>The Engineer runs the application with a scheme file as a parameter</td>
</tr>
</tbody>
</table>
| Main Success Scenario | 1. Engineer: runs the system command with the available scheme as a parameter.  
2. System: evaluates the scheme and produces the details of the scheme. |

4.2.2. Generate a scheme

Table 4.2-2: Generate a scheme use case

<table>
<thead>
<tr>
<th>Primary Actor</th>
<th>The Engineer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context of use</td>
<td>The Engineer wants to generate a scheme</td>
</tr>
<tr>
<td>Scope</td>
<td>AASG system</td>
</tr>
<tr>
<td>Precondition</td>
<td>The input data describing the system model, scan properties, mechanical tolerances is correct and available. A target accuracy must be set</td>
</tr>
<tr>
<td>Success Guarantees</td>
<td>The Engineer receives a scheme file that is robust, has the accuracy lower or equal to the set accuracy and is the fastest executing scheme that meets the accuracy specifications or receives a message that no robust scheme exists that</td>
</tr>
</tbody>
</table>
meets the accuracy specifications.

Trigger

The Engineer runs the application with no scheme file as a parameter.

Main Success Scenario

1. Engineer: runs the system command with no scheme as parameter
2. System: generates a scheme file along with its details.

4.3 Functional requirements

In Table 4.3-1: Functional requirements below are shown the most important functional requirements.

<table>
<thead>
<tr>
<th>ID</th>
<th>Description</th>
<th>Priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR-1</td>
<td>The system provides details about robustness, accuracy and execution time of the generated schemes.</td>
<td>Must</td>
</tr>
<tr>
<td>FR-2</td>
<td>The system generates measurement and modeling sequences based on mechanical tolerances, scan properties and target accuracy that affect only the horizontal plane.</td>
<td>Must</td>
</tr>
<tr>
<td>FR-3</td>
<td>The system accepts accuracy specification in overlay and focus.</td>
<td>Must</td>
</tr>
<tr>
<td>FR-4</td>
<td>The system generates measurement and modeling sequences based on mechanical tolerances, scan properties and target accuracy that affect the horizontal and vertical plane.</td>
<td>Should</td>
</tr>
<tr>
<td>FR-5</td>
<td>The system generates measurements sequences taking into consideration the possibility of parallel scanning feature.</td>
<td>Must</td>
</tr>
<tr>
<td>FR-6</td>
<td>The system takes into account the non-telecentricity of the NXE projection optics box.</td>
<td>Should</td>
</tr>
<tr>
<td>FR-7</td>
<td>The system generates measurement sequences to support full reticle align.</td>
<td>Should</td>
</tr>
<tr>
<td>FR-8</td>
<td>The system evaluates schemes in order to determine the accuracy level, the execution time and the robustness of the scheme.</td>
<td>Could</td>
</tr>
<tr>
<td>FR-9</td>
<td>The system gets its mechanical tolerances, scan properties and target specifications via files.</td>
<td>Must</td>
</tr>
<tr>
<td>FR-10</td>
<td>Any sequence generated by the system is guaranteed to perform all scans within specified capture range for any system that adheres to the specified mechanical tolerances.</td>
<td>Must</td>
</tr>
<tr>
<td>FR-11</td>
<td>The measurement sequence is at least as fast as the one of the metrology expert, given the condition that both sequences have robust measurements.</td>
<td>Must</td>
</tr>
<tr>
<td>FR-12</td>
<td>The execution time of the generated measurement sequence is as fast as possible given the time constraints of the generator.</td>
<td>Must</td>
</tr>
<tr>
<td>FR-13</td>
<td>The system is within the accuracy specifications.</td>
<td>Must</td>
</tr>
</tbody>
</table>

**FR-1**: The system provides details about accuracy and execution time of the generated schemes.

In order to identify the optimal solution for a given system description, a set of characteristics need to be specified. These characteristics are scheme accuracy and scheme execution time. Based on them, the generated schemes can be compared and thus the optimal scheme can be determined. This requirement refers to the automati-
cally generated schemes only. For the engineer created schemes, the evaluation process might prove to be more complex and thus FR-8 will cover this case.

**FR-2:** The system must generate measurement and modeling sequences based on mechanical tolerances, scan properties and target accuracy that affect only the horizontal plane.

The system is required that for the given input parameters (mechanical tolerances, scan properties and target accuracy), will generate schemes that model only the parameters that describe the horizontal plane.

**FR-8:** The system should be able to evaluate schemes in order to determine the accuracy level, the execution time and the robustness of the scheme.

Besides generating schemes, the system can receive a given scheme as input and for the given scheme it should be able to compute the scheme accuracy, robustness and execution time. This feature can help compare the scheme generated by the system with the scheme created by an engineer.

**FR-10:** Any sequence generated by the system is guaranteed to perform all scans within specified capture range for any system that adheres to the specified mechanical tolerances.

The requirement guarantees that the generated scheme file will always be robust. By robust we mean any scheme, generated from specified mechanical tolerances, in which all the scans are within capture range and in which the model actions can be performed.

### 4.4 Non-functional requirements

The non-functional requirements consist of three categories of requirements: quality, process and platform. Because the feasibility of the assignment was not known in the beginning, the process and platform requirements were not created. The quality requirements can be found in the table below.

<table>
<thead>
<tr>
<th>Table 4.4-1: Quality requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ID</strong></td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td><strong>Extensibility</strong></td>
</tr>
<tr>
<td>NFR-1</td>
</tr>
<tr>
<td>NFR-2</td>
</tr>
<tr>
<td>NFR-3</td>
</tr>
<tr>
<td><strong>Maintainability</strong></td>
</tr>
<tr>
<td>NFR-4</td>
</tr>
<tr>
<td>NFR-5</td>
</tr>
<tr>
<td><strong>Documentation</strong></td>
</tr>
<tr>
<td>NFR-6</td>
</tr>
</tbody>
</table>

The first three non-functional requirements refer to the extensibility of the system. The system provides extensibility for the mechanical parameters, used scans and for the parameters that describe the system.
4.5 **Design competencies**

In this section we discuss the design competencies that we foresee based on the requirements. There are five design competencies that are discussed in this chapter: three relevant and two that are not so relevant to the context of the project. In chapter 9.2 we return to the design competencies to analyze the fulfillment of the design competencies within the system design.

The three design competencies that are relevant to the context of the project are:

**Realizability**
Some of the research questions were dealing with the possibility of technical realization of the assignment. From the beginning of the project there was a concern regarding the complexity of the problem and whether a solution can be created. For this reason, a prototype on a small model needed to be created as a proof of concept. Regarding the possibility of economical realization, there was no concern as there is a wide variety of open source tools that can aid in the development of the tool.

**Genericity**
Because the feasibility of the assignment was not known in the beginning, it was planned to first create a proof of concept on a small model and afterwards increase it. For this reason, the initial design needs to have a high level of genericity so that it can accommodate the future changes.

**Functionality**
The most important components in the assignment represent the evaluator and generator which actually create the end product. The evaluator will ease the work of an engineer to create a new scheme by providing quick feedback on what was created. The generator component eliminates the human error and provides an optimal solution.

The two design competencies that are not so relevant to the context of the project are:

**Impact**
Because the current schemes are created manually, the assignment does not influence the ASML environment in any way. It is a standalone tool.

**Elegance**
Although elegance needs to be considered in any project, it is less important in this context as a proof of concept will focus more on a working result than on an elegant one. ■
5. Approaches

In this chapter we discuss the alternatives paths the requirements analysis provided and the reasons behind the chosen alternative.

5.1 Introduction

After setting the system requirements, an analysis was needed in order to determine the solution path that needed to be followed. The reason for the research was because of the system parameters described in section 3.2. The value of the system parameters is not known precisely. What is known is the fact that the parameters can take any value between a minimum value and a maximum value. The range of values comes from the fact that any machine is built based on a set of system specifications. These specifications apply to a group of machines even though the parameters that describe each one of those systems might have different values. Based on this, a scheme that is generated from a set of parameters that have ranged values instead of scalars will work for all the systems that the set of parameters describe.

The different representation of the system parameters resulted in several approaches to be investigated.

5.2 Standard normal distribution approach

For the standard normal distribution approach, each parameter can be represented as a standard normal distribution instead of a range. This means that the middle of the range would be the mean and the difference between the maximum value and the mean would have been the standard deviation. The advantages of this approach would be that if we generate a scheme based on a set of parameters described with standard normal distribution, we can state the scheme’s coverage over the systems described by those parameters. The approach reasons about possible machines in terms of probabilities and allows us to draw conclusions in the domain of probability as well. We can say about a scheme that “It is 75% likely to fail”.

The problem with this approach comes when the actual values need to be computed. As mentioned in section 3.2, each scheme has scan and model actions. The scans perform measurements and the model actions update the parameters that describe the system. In section 3.2, we introduce the design matrix. Because the parameters that describe the system can have interdependencies, this means that the design matrix also depends on the parameters and furthermore will contain elements that are standard normal distributions. The multiplication and division operations with standard normal distributions do not result in standard normal distributions [3] [4]. This means that the updated system parameters will not be known in the same form as before, as standard normal distributions. The parameter updating procedure is repeated several times during a calibration sequence so not having the parameters as standard normal distributions after an update would mean that the approach cannot be done recursively.

The approach was discarded because of the complexity of the calculations that need to be performed with the normal distributions.

5.3 Range algebra approach

The second approach was to use the parameters as given, as ranges. Because the parameters were ranges that means that the design matrix that describes the system has
elements that have ranges. The reason for this was explained in the previous subsection.

In order to work with matrices that have elements as ranges, an algebra needed to be defined. The required operations with matrices are addition, subtraction, multiplication and inversion. For these operations, the equivalent range algebra properties are addition, subtraction, multiplication and division.

For the matrices addition, subtraction and multiplication, the properties of the used ranged algebra are:

\[ [a, b] + [c, d] = \text{min}(a + c, a + d, b + c, b + d), \text{max}(a + c, a + d, b + c, b + d)] = [a + c, b + d] \]

\[ [a, b] - [c, d] = \text{min}(a - c, a - d, b - c, b - d), \text{max}(a - c, a - d, b - c, b - d)] = [a - d, b - c] \]

\[ [a, b] \times [c, d] = \text{min}(a \times c, a \times d, b \times c, b \times d), \text{max}(a \times c, a \times d, b \times c, b \times d)] \]

Unfortunately, the division property of the range algebra does not fulfill the requirements, as \(a \times b = c\) does not necessarily mean that \(c/b = a\). This is shown in the example below.

\[-3.5][-2.1] = [-10.6] \]
\[-10.6][-2.1] = [-10.6] \]
\[-10.6][-3.5] = [-2.33] \]

Using the algebra as described will lead to a pessimistic result. More than that, there is no guarantee that the design matrix with ranged elements can be inverted.

Because there is no algebra for ranges that can meet the requirements the approach was not pursued further on.

### 5.4 Worst case scenario approach

For the worst case scenario approach we decided to represent the parameters as worst case scenarios. This means that because we have a linear system, the minimum and maximum value of each parameter represent the worst values of that parameter. For this reason we construct worst case scenarios. Each worst case scenario is described by a set of system parameters which have scalar values. For example, if a system is described by a single parameter then it will have two worst case scenarios: one scenario defined by the lower value of the parameter and the second scenario defined by the upper value of that parameter. Splitting the ranges into scenarios means that the design matrix for the system is going to have scalar elements. Having different scenarios also means that there can be a different design matrix for each scenario because some parameters are interdependent.

The disadvantage of this approach is the fact that the number of scenario increases with every scan that is performed. This is because the noise that is present with each scan is also taken into consideration as having a minimum and maximum value thus creating new worst case scenarios. The number of scenarios is also dependent on the number of parameters that describe the system. A more detailed description of the approach is discussed in Evaluator algorithm description appendix.

Despite the disadvantages, the worst case scenario approach was pursued in this assignment as it was the only approach that could work with ranged parameters. Also, we thought it would be best to go forward, and that later on our hindsight would suggest a better approach.
6. System Design

In this chapter, the system design of the AASG application is presented. Section 6.1 introduces the approach used to describe the system. The architecture of the system is described in Section 6.2. The chapter concludes with Sections 6.3 through 6.7 describing the 4+1 views of the system design.

6.1 Introduction

Application architecture seeks to build a bridge between business requirements and technical requirements by understanding use cases and then finding ways of implementing those use cases into software. The goal of the architecture is to identify the system requirements that affect the structure of the architecture [5]. The “4+1” architectural view model expresses these requirements in separate views, each describing the system from the viewpoint of different stakeholders, such as end-users, developers and project managers [6]. There are five views that help describe the system architecture:

- Logical view – primarily supports the functional requirements—what the system should provide in terms of services to its users. The logical architecture is represented by means of class diagrams and class templates [7].
- Development view – also known as the implementation view, focuses on the actual software module organization on the software development environment. The development architecture of the system is represented by module and subsystem diagrams, showing the ‘export’ and ‘import’ relationships [6]. The view uses UML component or package diagrams to describe the system components.
- Process view – addresses issues of concurrency and distribution, of system’s integrity, of fault-tolerance, and how the main abstractions from the logical view fit within the process architecture—on which thread of control is an operation for an object actually executed. The UML notations used for the process view include activity diagrams.
- Physical view – also known as deployment view, take into account primarily the non-functional requirements of the system such as availability, reliability (fault-tolerance), performance (throughput), and scalability. The view depicts the system from a system engineer’s point-of-view. It is concerned with the topology of software components on the physical layer, as well as the physical connections between these components. UML Diagrams used to represent physical view include the Deployment diagram.
- Scenarios – are in some sense an abstraction of the most important requirements. The scenarios describe sequences of interactions between objects, and between processes. They are used to identify architectural elements and to illustrate and validate the architecture design.

Figure 6.1-1: 4+1 views shows how the views are connected to each other.
6.2 System architecture

The overall system architecture of the AASG project is shown in Figure 6.2-1: Overall system architecture.
The architecture of a software system generally combines two or more architectural styles. For this architecture, two architectural styles were used: the layered architectural style and the domain driven design architectural style.

The layered architectural style focuses on the grouping of related functionality within an application into distinct layers that are stacked vertically on top of each other. Functionality within each layer is related by a common role or responsibility. Communication between layers is explicit and loosely coupled. Layering your application appropriately helps to support a strong separation of concerns that, in turn, supports flexibility and maintainability [5].

The three layers that can be identified are the presentation layer, the business layer and the data layer. Although, the application does not have a graphical user interface, we consider in this architecture that the main class, contained in the AASG package, that receives the input from the command line to act as a presentation layer. The business layer contains the logic of the application, which consists of the generator and the evaluator packages. The last layer, the data layer, contains the information that the system requires to operate and the methods used to get the information from the input files. The information is stored in objects that describe the domain for which the application is used. The domain driven design architectural style can only be found in the data layer.

### 6.3 Scenarios

The scenarios view shows how the users interact with the system. For the AASG system, there are only two use case scenarios: evaluate a scheme scenario and generate a scheme scenario. The use cases are described in subchapters 4.2.1 and 4.2.2.

The Evaluate a scheme use case offers the user the possibility to evaluate a scheme that was created by an engineer in order to determine its characteristics like robustness, accuracy and execution time. It requires a scheme file to be given as input in the command parameters.

```bash
C:\localdata\projects\SUN-repo\trunk\Demo\final>java -jar AASG.jar -m mark.txt -i init.txt -g scen.txt -p paren.txt -d dn.txt -e ct.txt -e scheme.txt
```

Figure 6.3-1: Evaluate a scheme command

The Generate a scheme use case will generate a set of schemes which are bound by the input information. It will then find the fastest execution scheme that meets the accuracy requirements and which is robust. Such a scheme must exist otherwise the generator will not return anything. For this use case, the target accuracy parameter must be included in the command.

```bash
C:\localdata\projects\SUN-repo\trunk\Demo\final>java -jar AASG.jar -m mark.txt -i init.txt -g scen.txt -p paren.txt -d dn.txt -e ct.txt -e scheme.txt
```

Figure 6.3-2: Generate a scheme command

The use cases can be ran with one command that has both the scheme and target accuracy parameters. The evaluation of the scheme is performed first and afterwards, a new scheme is generated.

### 6.4 Logical view

In this subsection, the logical view of each layer in the system architecture will be presented. The three layers are data layer, business layer and presentation layer.

#### 6.4.1 Data layer

The data layer is composed of two packages, the Parser package and the SystemData package. Both packages handle the input information. The Parser package reads the information from the input files and creates the appropriate data structures in the Sys-
temData package. The SystemData package holds the domain data required by the business layer.

**Parser package**

The Parser package retrieves the information from the input files. A class diagram is shown in Figure 6.4-1: Parser package class diagram below.

![Parser package class diagram](image)

*Figure 6.4-1: Parser package class diagram*
The access point of the package is the Parser class. It receives the name of the input files that it needs to parse in order to extract the useful information. Each input file has its own parser class that reads the file and stores the information in a specific class from the SystemData package. The classes are shown in the table below.

### Table 6.4-1: Parser package classes

<table>
<thead>
<tr>
<th>Class</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parser</td>
<td>Maintains the parsers</td>
</tr>
<tr>
<td></td>
<td><strong>Operation</strong></td>
</tr>
<tr>
<td></td>
<td><strong>Description</strong></td>
</tr>
<tr>
<td>parse</td>
<td>Calls the specific parsers</td>
</tr>
<tr>
<td>getInputList</td>
<td>Returns the list of parsers</td>
</tr>
<tr>
<td>ParserStrategy</td>
<td>This is the interface for all the parser types</td>
</tr>
<tr>
<td></td>
<td><strong>Operation</strong></td>
</tr>
<tr>
<td></td>
<td><strong>Description</strong></td>
</tr>
<tr>
<td>parse</td>
<td>Interface function to parse an input file in order to retrieve the information inside it</td>
</tr>
<tr>
<td>ConstantParser</td>
<td>Implements the constant parser</td>
</tr>
<tr>
<td>DesignMatrixParser</td>
<td>Implements the design matrix parser</td>
</tr>
<tr>
<td>MarksParser</td>
<td>Implements the marks parser</td>
</tr>
<tr>
<td>MechInaccParser</td>
<td>Implements the mechanical tolerances parser</td>
</tr>
<tr>
<td>ScansParser</td>
<td>Implements the scans parser</td>
</tr>
<tr>
<td>SchemeParser</td>
<td>Implements the scheme parser</td>
</tr>
<tr>
<td>RealMachineParameterParser</td>
<td>Implements the real machine parameters parser</td>
</tr>
</tbody>
</table>

### SystemData package

The SystemData package uses the Parser package to transfer the information from the input files to its own classes. All the data that is required by the Business layer is found in the SystemData package. The classes in this package are representative to the domain where the application is used. Figure 6.4-2: SystemData package class diagram depicts the classes in the SystemData package. The attributes and operations in Figure 6.4-2: SystemData package class diagram were left out so that the figure is more readable. The most important classes are described in the table below.

### Table 6.4-2: SystemData package classes

<table>
<thead>
<tr>
<th>Class</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SystemData</td>
<td>The main access point to the domain data in the SystemData package through the use of getters and setters.</td>
</tr>
<tr>
<td>ConstantInputData</td>
<td>Contains the list of constants used in the system. Provides a connection to the parser to add new constants and a connection to the business layer to retrieve the list of constants.</td>
</tr>
<tr>
<td>DesignMatrixInputData</td>
<td>Contains the model of the system in a matrix form. It allows new data from the parser to be added and provides the information to the business layer.</td>
</tr>
<tr>
<td>MarksInputData</td>
<td>Contains the marks information.</td>
</tr>
<tr>
<td>MechInaccInputData</td>
<td>Contains the information of the mechanical tolerances</td>
</tr>
<tr>
<td>ScansInputData</td>
<td>Contains the scans information</td>
</tr>
<tr>
<td>Scheme</td>
<td>Contains the information from a scheme</td>
</tr>
</tbody>
</table>
RealMachineParameterInputData Contains the real machine parameters information

Figure 6.4-2: SystemData package class diagram
Strategy pattern

Behavioral patterns are the design patterns that are most specifically concerned with communication between objects. The strategy patterns is used to encapsulate an algorithm inside a class. It has been used in both the Parser package and SystemData package. It imposes the open-closed principle which states that software entities must be open for extension, but closed for modification.

Using the Strategy pattern will make the application more extendable with low change impact. For example, if a new set of data needs to be parsed, a new class that implements the ParserStrategy class can be added. The new class will parse the required information and add it to a new class in the SystemData package.

6.4.2. Business layer

The business layer consists of two packages: the Evaluator package and the Generator package. They represent the logic of the application. The Evaluator package assesses a scheme and retrieves information about its accuracy, robustness and execution time. The Generator package, creates schemes, sends them for evaluation to the Evaluator package and then determines the optimal scheme. The optimal scheme is determined based on the scheme properties and the given requirements.

The business layer communicates only with the Data layer in order to retrieve the information that is needed to evaluate or generate a scheme.

Evaluator package

The evaluator package retrieves the scheme information from the Data layer. It then evaluates the scheme based on the actions that the scheme contains. The scheme contains two types of actions, scan actions and model actions. Figure 6.4-3: Evaluator package class diagram shows the classes contained by the Evaluator package. The table below presents the classes in more detail.

<table>
<thead>
<tr>
<th>Class</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluator</td>
<td>Performs the evaluation of a scheme</td>
</tr>
<tr>
<td>Operation</td>
<td>Description</td>
</tr>
<tr>
<td>evaluateScheme</td>
<td>Evaluates the scheme that is saved in the SystemData package.</td>
</tr>
<tr>
<td>ModelingActionAnalyzer</td>
<td>Evaluates modeling actions</td>
</tr>
<tr>
<td>ScanActionAnalyzer</td>
<td>Evaluates scan actions</td>
</tr>
<tr>
<td>Scenario</td>
<td>Describes a scenario based on a set of real machine parameters and software parameters.</td>
</tr>
</tbody>
</table>
**Generator package**

The Generator package has the responsibility of generating new schemes based on the input information. It must find the optimal scheme that meets the given requirements by evaluating the most significant schemes from the newly generated ones. It communicates to the SystemData package in order to retrieve the domain data and also needs to call the Evaluator in order to evaluate the generated schemes. Figure 6.4-4: Generator package class diagram describes the structure of the Generator package. Because a scheme has two different actions, scan action and model actions, each action needs a specific generator. Details about the classes are found in Table 6.4-4: Generator package classes below.

**Table 6.4-4: Generator package classes**

<table>
<thead>
<tr>
<th>Class</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generator</td>
<td>Generates new schemes and finds the optimal one based on the accuracy, robustness and execution time requirements.</td>
</tr>
<tr>
<td></td>
<td><strong>Operation</strong></td>
</tr>
<tr>
<td></td>
<td>generateSchemes</td>
</tr>
<tr>
<td>SchemeActionsGenerator</td>
<td>Abstract class for the different types of actions.</td>
</tr>
<tr>
<td></td>
<td><strong>Operation</strong></td>
</tr>
<tr>
<td></td>
<td>generateActions</td>
</tr>
<tr>
<td>ScanActionsGenerator</td>
<td>Implementation for scan actions</td>
</tr>
<tr>
<td>ModelActionsGenerator</td>
<td>Implementation for the model actions</td>
</tr>
<tr>
<td>Node</td>
<td>Stores the accuracy, robustness and execution time details of a scheme.</td>
</tr>
</tbody>
</table>

**6.4.3. Presentation layer**

The presentation layer consists of the AASG package. The package only contains the main class. Its main functionality is to parse the command arguments, check them and then initiate the data and business layer classes. The AASG package is considered to represent the presentation layer because it is the only one that interacts with the user through the command arguments.
Figure 6.4: Generator package class diagram
### 6.5 Process view

The process view addresses issues of concurrency and distribution, of system’s integrity, of fault-tolerance, and how the main abstractions from the logical view fit within the process architecture. The view presents the communication between the classes related to the two use cases presented in subchapters 4.2.1. and 4.2.2.

### 6.5.1. Evaluator view

The evaluator’s purpose is to analyze each action in a scheme file and to create a result based on the analysis. Figure 6.5-1: Evaluator sequence diagram shows the interaction between classes when an evaluation is performed.

![Evaluator sequence diagram](image)
Figure 6.5-2: Evaluator activity diagram

In Figure 6.5-2: Evaluator activity diagram, the diagram describes the technique for evaluating a scheme. For every scheme action (scan or model action), an evaluation is performed, resulting in measurements for the scan action and a model update for the modeling action. The process is repeated until there are no more scheme actions or until one of the actions fails. When an action fails, the scheme is no longer robust; no amount of further actions will help. For more details about the evaluation process see Appendix A.

6.5.2. Generator view

The generator is responsible for determining the fastest executing scheme that meets the accuracy and robustness specifications. These means that it needs to generate and evaluate new schemes in order to find the optimal one. In order to determine which scheme is optimal; the search starts from the fastest execution scheme, which is at start the scheme with no scheme actions (model or scan actions). The generator then checks if this scheme meets the requirements. If it meets the requirements than the generator can stop because it found the optimal scheme, otherwise it needs to expand the scheme by adding one more action. Adding one action means creating a set of new schemes which are added to the search pool. The next scheme that is then evaluated is the scheme with the shortest execution time from the updated scheme pool. The process is repeated until an optimal scheme is found or until a maximum of scheme actions is reached. The process is described in both Figure 6.5-3: Generator sequence diagram and in Figure 6.5-4: Generator activity diagram.
Figure 6.5-3: Generator sequence diagram
Appendix B explains in more detail the process of generating and finding the optimal scheme.

### 6.6 Development view

The development architecture view focuses on the actual software module organization on the software development environment. The software is packaged in small chunks—program libraries, or subsystems—that can be developed by one or a small number of developers. The chunks are represented in the current system by packages. Each component represents a package. The public functions of a class in a package represent the interface of that package to the other packages. There are also two libraries used: Jama and JSAP. The Jama library executes the matrix operations like addition, multiplication and inversion. The JSAP library handles the command parameters given to the system.

Other interfaces are represented by the input files. All the information that is stored in the SystemData package comes from the input files.

The components of the system are represented in Figure 6.6-1: AASG component diagram.
The deployment architecture view takes into account primarily the non-functional requirements of the system such as availability, reliability (fault-tolerance), performance (throughput), and scalability. The software executes on a network of computers, or processing nodes (or just nodes for short). The various elements identified — networks, processes, tasks, and objects—need to be mapped onto the various nodes. The application at hand is run on a development PC. It is a standalone application and does not interact with any other components and for this reason the deployment view is insignificant.
7. Conclusions

In this chapter we make a summary of the results achieved with this assignment, draw conclusions, check if the research questions were answered and talk about future work.

7.1 Results

At the beginning of the assignment, the main goal was to determine if generation of scheme files is feasible. This goal was achieved by creating a prototype that can evaluate and generate scheme files for small models. The prototype also showed that it can create better schemes than an engineer could. Even if the system model was small, it found a scheme that wouldn’t have been so obvious for an engineer. Usually an engineer tries to make sure that the finer scans are in capture range by doing a coarse scan on each mark. Then the fine scans are performed and the model is based on the fine scans. Figure 7.1-1: Scheme created by an engineer shows how the scheme could look.

```
1 SCAN R1 CoarseScan
2 SCAN R2 CoarseScan
3 SCAN R1 FineScan
4 SCAN R2 FineScan
5 MODEL Tx,Ty,Rz 3,4
```

Figure 7.1-1: Scheme created by an engineer

We can see that the scheme has four scans and a model action and that the model action is based on the scans 3 and 4 which are fine scans.

What the generator did, was to use perform two coarse scans and only one fine scan. The model was based on one coarse and one fine scan. Based on the evaluation information it decided that there is no need for another fine scan as the model based on one coarse and one fine scan is within the accuracy requirements. Figure 7.1-2: Scheme generated by the application shows that there are only three scans used in the generated scheme and that the model action is performed with the information from a coarse scan and a fine scan, scans 2 and 3.

```
1 SCAN R1 CoarseScan
2 SCAN R2 CoarseScan
3 SCAN R1 FineScan
5 MODEL Tx,Ty,Rz 2,3
```

Figure 7.1-2: Scheme generated by the application

Both schemes have the accuracy within the target requirements but the generated scheme is faster as it does not require an additional fine scan to be executed. This is important because an engineer would not have found the scheme so easily. If we extend the situation to a more complex scenario than the use of a generator will definitely produce better schemes than an engineer can.

Besides the scheme generation, the prototype can also evaluate a given scheme. This can ease the work of an engineer by providing quick feedback on a scheme’s details. The evaluator can test if the scheme would work on different systems by just changing the input information.

The application was designed to be highly extensible. It allows for addition of parameters, scan types and other types of input data. Unfortunately, all this comes with a computational cost. There is room for improvement when it comes to the prototype’s execution time and resource usage.
7.2 Answered research questions

In the beginning of the project, a set of research questions were formulated. The purpose of research questions was to quantify the results of the project. These questions are answered in the subchapters below.

7.2.1. Feasibility research questions

The creation of the prototype answered the feasibility research questions. Such an application can be created as the prototype proves it. If we look at the small model, the results are given in a relatively short period of time (several minutes) but the scalability of the application is still unknown. The execution time can increase exponentially based on the number of parameters, scan types, accuracy requirements, etc. This means that further investigation is required.

The prototype also shows that overlay and focus can easily be used as input data for the generator. The reason for this is that the evaluator already has enough information about the system to generate the overlay and focus properties for a scheme. This means that the generator only needs to define a comparison method that will identify the better scheme based on the overlay and focus properties.

In the previous subchapter we showed that the prototype can generate better schemes than an engineer thus it answers the related research question. As the complexity of the system increases, it is harder for the engineer to compute an optimal scheme.

Related to the generation time of a scheme, we cannot say if it falls in an acceptable time frame as the model we tested upon is relatively small and does not support all the features. However, from the information that we gathered, the current prototype takes a more than a day to generate complex schemes.

The table below shows which feasibility questions were answered.

<table>
<thead>
<tr>
<th>Feasibility</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>Is it possible to generate sequences for alignment given the measurement types and accuracies, mechanical tolerances and the model that relates the two?</td>
</tr>
<tr>
<td>Not known</td>
<td>Does the duration of the sequence generation fall in an acceptable time frame (few days)?</td>
</tr>
<tr>
<td>Yes</td>
<td>Is it possible to have overlay and focus as input parameters for the generator?</td>
</tr>
<tr>
<td>Yes</td>
<td>Does the generated scheme improve the scheme generated by an expert?</td>
</tr>
</tbody>
</table>

7.2.2. Scalability research questions

For the scalability research questions, Table 7.2-2: Scalability research questions, a few tests were performed. The tests were performed on an Intel Core i5 CPU which has four cores running at 3.2 GHz frequency running on a Windows 7 with 64-bit operating system which has 8GB RAM memory. The java virtual machine used in the tests had 10GB virtual memory.

Because the prototype does not accept overlay and focus as input parameters we can say that the first scalability question is not answered.
The tests performed cannot directly give an answer to the scalability questions that refer to the generator’s execution time. The reason for this is that the execution time of the generator is influenced by many factors like the number of parameters, the parameter’s complexity, the number of scan types, the accuracy of the scans, the time required by the scan to be performed, the number of marks on which scans can be performed etc.

The complexity of the parameters refers to the minimum number of points that need to be measured in order to be able to model that parameter. For example, two parameters that have an effect in the horizontal plane cannot be determined with measurements in only two points because the effects of each parameter cannot be distinguished. In order to model the two parameters, measurements in three different points are required. The more points need to be measured, the more complex the scheme. The accuracy of the scans for instance, can improve the model thus allowing other scan types to be in capture range and so, more schemes are generated. This leads to a longer execution time for the generator as more schemes will be checked.

These factors influence the generator’s execution time in two ways. One way is the number of schemes that are generated. The second way is the complexity of the schemes. The more schemes are generated, the more time it takes the evaluator to find the optimal scheme as it has more schemes to evaluate. The more complex the schemes are, the longer a scheme’s evaluation takes place and thus the generator’s execution time increases.

![Number of parameters influence on the number of generated schemes](Image)

Figure 7.2-1: Influence of parameters number on the number of schemes generated

Figure 7.2-1: Influence of parameters number on the number of schemes generated shows how the number of parameters influence the number of schemes that are generated. The lines in the graph represent the number of parameters, starting with one parameter and ending with nine.

The vertical axis represents the progress of the generator. Because the generator evaluates the fastest scheme first, the progress is the execution time of the fastest scheme from the generated schemes queue. The already evaluated schemes are not taken into consideration.

The horizontal axis is represented in a base ten logarithmic scale so that the data can be more clearly visualized. The values on the horizontal axis represent the number of schemes that are in the generator’s queue when the first scheme that has the execution time marked on the vertical axis is evaluated.
The conclusion that can be drawn from the graph is that the number of generated schemes increases drastically with the increase of the number of parameters. This also means that the execution time of the generator increases very fast once the number of parameters is increased.

**Figure 7.2-2: Influence of the scan types on the number of generated schemes**

In Figure 7.2-2, the influence of the scan types on the number of generated schemes is shown. The graph shows how the number of scan types used affects the number of generated schemes. The axes in the graph are the same as those in Figure 7.2-1: Influence of parameters number on the number of schemes generated. However, the horizontal axis is no longer logarithmic. The lines in the graph represent the number of scan types used, starting with one and ending with three. Like in the number of parameters case, the increase of scan types used produces an increase in the number of generated schemes. The effect is increased as the generator evaluates more schemes.

Both Figure 7.2-1: Influence of parameters number on the number of schemes generated and Figure 7.2-2: Influence of the scan types on the number of generated schemes show how the number of schemes generated increases the generator’s execution time. Indirectly, they answer the scalability questions that refer to the influence of the number of parameters and scan types on the generator’s execution time.

Looking at the generator’s behavior, increasing the number of parameters or the number of measurement types will determine an increase in the execution time of the generator.

The scalability tests have also shown that when using the generator, the biggest amount of time is used to evaluate the schemes and not to generate new ones. The evaluation time represents more than 80% of the total execution time of the generator. This explains why the number of generated schemes has such a big influence on the generator’s execution time.

The evaluation time of a scheme depends on the number of scenarios that need to be created to assess that scheme. Figure 7.2-3: Influence of the number of scenarios on a scheme’s evaluation time shows the relation between a scheme’s number of scenarios and the time needed to evaluate that scheme. The number of scenarios is shown on the horizontal axis and the execution time for the number of scenarios is shown on
the vertical axis. The graph axes are presented in a logarithmic scale for better visualization reasons.

![Graph of Number of scenarios vs evaluation time]

**Figure 7.2-3: Influence of the number of scenarios on a scheme’s evaluation time**

Because the number of parameters and scan types increase the complexity of a scheme, this graph also indirectly shows how the execution time of the generator is influenced by these factors.

The evaluator’s behavior shows that increasing the number of parameters or the number of measurement types will also determine an increase in the generator’s execution time.

To answer the additional research questions about software extension, adding new parameters and new scan types takes very low effort. The reason behind this is the fact that the architecture provides great extendibility. Adding or removing parameters, scan types or marks, requires only the change of the input data. The time consuming part of adding new parameters is to create the formulas that describe the effect that the parameter has on the system. The formulas are then introduced in the design matrix.

An overview of the answered scalability research question is shown in the table below.

**Table 7.2-2: Scalability research questions**

<table>
<thead>
<tr>
<th>Scalability Answered</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>How does the change of accuracy parameters to overlay and focus influence (time) the scheme generator?</td>
</tr>
<tr>
<td>Yes</td>
<td>How is the execution time of the generator influenced by the number of measurement types? (Predict scalability based on extension execution time and implementation time)</td>
</tr>
<tr>
<td>Yes</td>
<td>How is the execution time of the generator influenced by the number of modeled parameters? (Predict scalability based on extension execution time and implementation time)</td>
</tr>
<tr>
<td>Yes</td>
<td>How much time and man hours are needed to add a new measurement type/ model parameter? (Predict scalability based on extension execution time and implementation time)</td>
</tr>
</tbody>
</table>
7.3 **Future work**

The prototype gave good insight to what kind of benefits an application like this can bring to the reticle align process. In order to create an application that will generate schemes future work is required. The future work can be split in three categories: functionality improvements, performance improvements and different approaches.

The functionality improvements refer to the fact that the current prototype generates schemes only for a small model and with a small set of features. In order to reach full reticle alignment, more features need to be supported. Among these features, the most notable ones are:

- The parallel scanning which allows for two scans to be performed in parallel on two different marks. This means that the execution time of the scheme that uses parallel scanning will be shorten and thus be more effective. Introducing the feature will probably have a high impact on the current architecture as it requires changes in both the Evaluator and Generator components.

- The non-telecentricity effect which is the correction for an error introduced by the lens when the distance between the reticle and the wafer changes. The feature will probably have a low impact and might only need testing as the architecture allows for model changes which in turn incorporate the non-telecentricity properties.

- The addition of a second TIS plate which means adding more options to the scans which will increase in the scheme’s precision. The impact of the feature is considered to be medium because the current approach does not take into consideration the plate where the scan is performed.

Besides the functionality improvement, the current prototype also requires performance improvements. As mention in the 7.2 subchapter above, the main bottleneck is the Evaluator as it requires more than 80% of the generation time. The bottleneck is caused by the large number of scenarios that need to be evaluated and the complexity of the schemes. The bottleneck can be expressed as the amount of resources needed to evaluate all the scenarios. A solution for this can be processing the scenarios in parallel by making the prototype support threads and by dividing the computational work to multiple CPUs. Furthermore, a computational computer grid can be used to decrease the time needed to evaluate schemes. The advantage of this approach is that the evaluation time will decrease. The improvement should be more effective for bigger, more complex schemes as the scenarios number is higher. More investigation is required as for multiple CPUs there is still a memory challenge and on the computer grid the communication between the computers must be taken into account as well as the hardware costs.

Another method to reduce the evaluation time is to be able to save the state of an evaluation. The reason behind this is the fact that the generated schemes have a lot of scheme actions in common. From Appendix B we know that the search space of the generator can be represented as a tree and the difference between a scheme and its parent is one additional scheme action. Knowing the evaluation state of the parent scheme allows us to avoid evaluating all the scheme actions on the current scheme and instead continue the evaluation for the one additional scheme action thus having a smaller evaluation time. The advantage of this method is the decreased evaluation time and resource consumption for evaluation. As disadvantages, we do not know if the saving of an evaluation state is possible and how big is the amount of resources needed for this action.
In order to improve the generator, a different approach can be pursued. Instead of starting from the empty scheme, the generator could start with a scheme that an engineer created and that works. The purpose would be to add/change/remove actions from the engineer’s scheme in order to find the optimal scheme.

The last suggestion as future work for the Evaluator would be to reduce the number of scenarios that are created when a scheme is evaluated by removing scenarios that overlap. The current approach is to create the new scenarios based on the worst case values of the parameters and measurements. We do not know for sure if the generated scenarios can be compared or if they overlap. The idea of the approaches shown in Figure 7.3-1: Remove scenarios. The graphs show the starting scenarios with black dots and the new generated scenarios with blue dots. The scenarios are described by only two parameters hence the X and Y coordinate axes. Picture 1 shows the starting four scenarios. These scenarios determine a system’s worst case area. Picture 3 adds the new generated scenarios to the graph. In picture 4 a new worst case area is drawn and represents the new worst case area for the system. All the scenarios inside the new worst case area should be removed as they do not contain more useful information. For the given example, the number of scenarios decreases from 24 to only 9. The method needs to be able to compare the scenarios and determine which of them create the new worst case area for the system. This way all other scenarios can be removed which represents and advantage but the possibility of the approach is still not known.

![Figure 7.3-1: Remove scenarios](image)

Although the Evaluator requires the biggest amount of time when generating a scheme, improvements can also be done in the Generator so that the generation time can be improved. By decreasing the number of schemes sent for evaluation, the prototype will improve. The removal of generated schemes can be achieved by finding and implementing more grammar rules. One of the grammar rules can take into consideration the number of minimum measurements required to model a parameter. Also, with the help of heuristics, the number of schemes that need to be evaluated until we reach the optimal scheme can be decreased. One heuristic can be taking into account the parent scheme accuracy when ordering the schemes that need to be checked. Another heuristic would be to increase the priority of schemes that model more parameters.

Although the improvements will decrease the execution time of the generator, that might still not be enough. The current approach might have its limitations so a different approach might be desired. A suggestion would be to revisit the approaches in chapter 5 Approaches. My opinion is that the number of scenarios cannot be reduced and even so, the scenarios explosion will still lead to a resource bottleneck. I believe that further investigation of the Standard normal distribution approach holds more potential as it has a low expectance of resource usage for a scheme’s evaluation. The
reason for this is that although the operations with the normal distribution algebra will be more complex, all the current worst case scenarios will be compressed into only one. As explained in subchapter 5.2, the probability function that will represent the worst case scenario will not be a normal distribution. This way the resource usage should be manageable. The normal distribution algebra should be reanalyzed to determine the complexity of its usage. It might also be possible that the normal distribution is not the key but a different type of distribution might be able to solve the algebra problem. For this, it should be taken into consideration that continuous distributions can provide lossless algebra, but with potentially infinite complexity while the discrete distribution can only offer lossy algebra, but can provide finite (and configurable) complexity.

As a last suggestion, I believe that the focus of the project should be the Evaluator component as it holds the biggest computational part of the application. ■
8. Project Management

In this chapter, we discuss the management process involved in fulfilling this project. In section 8.1 we discuss about the initial project planning and the end results. Section 8.2 talks about the risks of the project.

8.1 Milestone Trend Analysis

In the beginning of the project a project plan was made. The plan included the following functionality and estimation time:

<table>
<thead>
<tr>
<th>Objective</th>
<th>Estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Welcome @ASML</td>
<td>2 weeks</td>
</tr>
<tr>
<td>Learning milestone 1</td>
<td>2 weeks</td>
</tr>
<tr>
<td>Learning milestone 2</td>
<td>2 weeks</td>
</tr>
<tr>
<td>First evaluator</td>
<td>4 weeks</td>
</tr>
<tr>
<td>First generator</td>
<td>6 weeks</td>
</tr>
<tr>
<td>Extension: 3 dimensions</td>
<td>2 weeks</td>
</tr>
<tr>
<td>Extension: Specification</td>
<td>2 weeks</td>
</tr>
<tr>
<td>Extension: Non-telecentricity</td>
<td>4 weeks</td>
</tr>
<tr>
<td>Extension: Parallel scans</td>
<td>2 weeks</td>
</tr>
<tr>
<td>Full reticle align</td>
<td>4 weeks</td>
</tr>
<tr>
<td>Documentation</td>
<td>4 weeks</td>
</tr>
<tr>
<td>Holiday</td>
<td>2 weeks</td>
</tr>
</tbody>
</table>

Everything went according to plan until the investigation for the First evaluator started. This showed that the complexity of the problem at hand is not as it was thought initially and the planning needed to be changed. The decision process was an easy one because at the start of the project a priority of the features was decided.

Figure 8.1-1: MTA graph shows both the initial milestone planning and the delivery time. The investigation and complexity delayed both the evaluator and the generator leaving almost no time for the extensions. Some of the extensions like 3 dimensions and non-telecentricity were incorporated in the application design. The milestones that were not completed are not shown in the chart. The Improvements milestone was added after the prototype was created. This milestone tries to answer the scalability research questions and bring improvements to the prototype.
8.2 Risks management

Table 8.2-1: Potential risks presents the potential risk of the project along with their contingency and mitigation strategies.

Table 8.2-1: Potential risks

<table>
<thead>
<tr>
<th>Risks</th>
<th>Risk name</th>
<th>Impact level</th>
<th>Contingency strategy</th>
<th>Mitigation strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process</td>
<td>Experts are unavailable because of scheduling problems.</td>
<td>Low</td>
<td>Gather relevant information from experts as soon as possible.</td>
<td>Focus on other pressing issues until the experts are available again. Arrange meetings in advance.</td>
</tr>
<tr>
<td></td>
<td>Trainee is ill for more than a couple of days</td>
<td>Medium</td>
<td>Keep a small buffer slot for emergencies.</td>
<td>Negotiate requirements with the stakeholders.</td>
</tr>
<tr>
<td></td>
<td>Not all requirements can be completed by the stipulated deadlines.</td>
<td>High</td>
<td>Be aware of the project progress. Monitor the back-logs and delays and negotiate deadlines. Make stakeholders</td>
<td>Negotiate features and deliverables with the stakeholders.</td>
</tr>
<tr>
<td>Technical</td>
<td>Large and complex documentation increases the implementation time</td>
<td>High</td>
<td>Ask the experts for specific information location. Indicate to the stakeholders that there is a possibility of a dead end due to the risk.</td>
<td>Negotiate features and deliverables with the stakeholders.</td>
</tr>
<tr>
<td>-----------------</td>
<td>-----------------------------------------------------------------</td>
<td>------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------</td>
</tr>
<tr>
<td>Complex internal tools increase the learning curve</td>
<td>Medium</td>
<td>Schedule demos for using the tools with the experts.</td>
<td>Contact supervisor and negotiate requirements if the project is blocked.</td>
<td></td>
</tr>
</tbody>
</table>
In this chapter, a set of good practices will be mentioned followed by an end of the project revision of the design competencies.

9.1 Good practices
The AASG assignment helped employ the technical and non-technical knowledge gained during the OOTI programme. Along with this knowledge, there were several good practices that made a positive impact on the project:

PSGM
Monthly project steering group meetings helped keep the most important stakeholders informed on the latest progress and future plans. Also is a very good way of getting feedback and new ideas. Some extra meetings with the TU/e supervisor were scheduled in the beginning of the project so that he can be better informed about the project itself and my progress and plan.

Company supervisors
At the beginning of the project there were two company supervisors appointed to my assignment. I found this to be very helpful and I would strongly recommend it for any project. Even though an extra supervisor is not appointed in the beginning, do your best in finding another person in the company that can attend all the meetings and be as informed as your appointed supervisor. This will not only guarantee a back-up person in case of your appointed supervisor is ill or on holiday but also will give another perspective in the weekly meetings.

Weekly meetings
The weekly meetings with the company supervisors are the most important ones for the entire duration of the project. In my case we met twice per week. As a good practice I would say that is better to schedule the meetings at the beginning of the project. It is easier to cancel a meeting than setting up one as everybody in the company is very busy. Plan the meetings in the beginning and schedule two meetings per week if the schedule of the supervisors allows it.

9.2 Design competencies revisited
In section 4.5 we mentioned three design competencies that were relevant and two design competencies that were not relevant in the context of the AASG project. We revisit these competencies in this section to check their fulfillment.

Realizability
In chapter 6, the design of the application is depicted. This confirms that a prototype was created. Because the prototype was created for a small model, there still remains the question if the prototype is scalable.

Genericity
The use of the Strategy Patterns allows new data to be added to the system, which means that the system is scalable. Furthermore, the layered architecture provides top down accessibility and thus promoting the reusability the system components.
**Functionality**
The purpose of the assignment was to create an application that eases the work of an engineer by generating a new scheme, given a set of requirements, or by providing feedback on a scheme created by the engineer. If we consider that the engineer will work with the complete model of the system, than the functionality requirement was not met. However, for a small model, the functionality competency is met.
Appendix A

Evaluator algorithm description

1. Input data
The data that is needed before starting the evaluation is:
- The design matrix which gives the relationship between the parameters of the system and the measured values.
- The mechanical tolerances of the system which are translated into the system’s parameters.
- The scheme file that gives the sequence of scan actions and model actions.
- The mark information that is required for a scan action.

The mechanical tolerances are given as a range. This means that the parameters are ranges as well, having a lower and upper value. These lower and upper values determine the worst case scenarios for the given parameter.

2. Algorithm overview
The evaluator’s purpose is to analyze each action in a scheme file and to create a result based on the analysis. A scheme file is a sequence of two kinds of scheme actions, scan actions (SA) and model actions (MA). The equation below is defined with the Extended Backus–Naur form [8].

\[
\text{SCHEME} := (SA | MA)^* 
\]

Equation 1

The scan action gives the actual position of a mark with a precision determined by the scan’s accuracy. A scan action can be invalid if the mark, on which the scan is performed, is outside the scan’s capture range.

The model action computes the new values of a set of parameters based on the information from the scans. A model action can also be invalid if the information from the scans is not sufficient to compute the parameters.

The result of evaluating a scheme can be valid or invalid. An invalid scheme is a scheme that has at least one failed scan or model action.

In order for the algorithm to evaluate the scan and model actions, it needs to have knowledge about two systems: the real world system and the software system. The real world system (RWS) is the actual machine; it is described by a vector of transformation parameters (\(\vec{\phi}\)) and a symbolic design matrix (D).

\[
\text{RWS}(\vec{\phi}, D) 
\]

Equation 2

A transformation parameter describes an aspect of the state of the system that is used to calculate setpoints for the reticle and/or wafer stage. Examples are the rotation and translation of the reticle. The design matrix describes the relation between a vector of transformation parameters (\(\vec{p}\)) and a vector of measurements (\(\vec{m}\)); multiplying the matrix with a vector of transformation parameters results in a vector of measurements. Because some transformation parameters depend on other transformation parameters, the design matrix is dependent on the vector of transformation parameters. Also, the design matrix is constructed based on the scan data (\(V\)) used for the scan. Thus we have the following relationship:

\[
\vec{m} = D(\vec{p}, v) \ast \vec{p} 
\]

Equation 3
Where \( p \) is a general representation of a vector of transformation parameters and \( V \) is the scan data used for the scan.

The \( \tilde{\phi} \) values never change as they are the values in the real machine. \( \tilde{\phi} \) is the vector of transformation parameters of the real machine.

The software system (SS) is what the software (TWINSCAN) thinks the real system looks like. It is characterized by the software vector of transformation parameters (\( \tilde{\gamma} \)) and the same design matrix (D) as in the case of the real machine system.

\[
SS(\tilde{\gamma}, D)
\]

**Equation 4**

The scan data is the same as in the real system case.

For the software system to accurately describe the real system, the values of \( \tilde{\gamma} \) must be as close as possible to the values of \( \tilde{\phi} \).

When a scheme needs to be evaluated, the evaluator does not receive \( \tilde{\phi} \) or \( \tilde{\gamma} \) as input parameters. The only information that it receives about the system is the design matrix D and the worst case values that the parameters in \( \tilde{\phi} \) might have (\( \tilde{w} \)). The \( \tilde{w} \) vector contains for each parameter in \( \tilde{\phi} \) a worst case lower and upper value.

\[
\tilde{w} = \begin{bmatrix}
(\phi_1^\text{lower}, \phi_1^\text{upper}) \\
(\phi_2^\text{lower}, \phi_2^\text{upper}) \\
\vdots \\
(\phi_n^\text{lower}, \phi_n^\text{upper})
\end{bmatrix}
\]

**Equation 5**

Where \( \phi_1, \phi_2, \ldots, \phi_n \) are the parameters of \( \tilde{\phi} \).

A system that is defined only by \( \tilde{w} \) cannot be evaluated. Because the effect of each parameter in \( \tilde{w} \) on the measurement is described by a linear function, we can formulate a conclusion about a system defined by \( \tilde{w} \) if we evaluate all the systems that have as parameters in \( \tilde{\phi} \) the upper and lower values of the parameters in \( \tilde{w} \). In other words, the space of values defined by \( \tilde{w} \) can be evaluated if we evaluate only the borders of that space. In Figure 1, it suffices to evaluate the systems in points A, B, C and D in order to formulate a conclusion for the space defined by A, B, C and D.

![Figure 9.2-1: The space of a system defined by a w that has only two parameters](image)

For this reason, we introduce the notion of scenarios. A scenario defines a Twinscan machine. It is characterized by a vector of transformation parameters for the real sys-
tem (\(\vec{\phi}\)) and a vector of transformation parameters for the software system (\(\vec{\gamma}\)). A scenario A that is characterized by the vectors \(\vec{\phi}_A\) and \(\vec{\gamma}_A\) can be written as (\(\vec{\phi}_A, \vec{\gamma}_A\)).

A worst-case scenario is a scenario that describes a worst-case situation of the system. It has as \(\vec{\phi}\) a combination of lower or upper value for each of the parameters in \(\vec{w}\). Therefore, for each system described by \(\vec{w}\) we have a number of \(2^n\) worst-case scenarios that will evaluate it, where \(n\) is the number of parameters.

Because a scenario is defined by both \(\vec{\phi}\) and \(\vec{\gamma}\), and we have information only on \(\vec{\phi}\), we need to estimate the values for \(\vec{\gamma}\) in order to evaluate the scenarios. For the simple prototype we consider the values of \(\vec{\gamma}\) to be the complement of the values of \(\vec{\phi}\) in relation with \(\vec{w}\). In \(\vec{w}\), we consider the complement of a parameter’s lower value to be the parameter’s upper value. Ex: if the parameter in \(\vec{\phi}\) takes the lower value of that parameter in \(\vec{w}\), then the same parameter in \(\vec{\gamma}\) will take the upper value of that parameter in \(\vec{w}\).

Other possibilities for the values of \(\vec{\gamma}\) might be: having them given as input, computing them from the values of \(\vec{\phi}\) by adding a calibration noise or by taking the average of the upper and lower values of \(\vec{w}\). These alternatives will not be considered in this document.

After defining the scenarios based on \(\vec{w}\), the scheme file can be evaluated.

### 3. Algorithm components

The Evaluator must go through the list of actions in the scheme file and either validates a scan action or computes the new parameter values for a model action and at the end computes a result. This is done by three components: validate scans component, update parameters component and the compute result component.

#### Validate scans (scan action)

The first step of the algorithm is to check if the scans from the scheme files are in capture range. In order to do this it needs the real system measurements vector (\(\vec{m}_\phi\)), the software system measurements vector (\(\vec{m}_\gamma\)) and the scan type information (\(\vec{V}\)).

The software system measurements represent the measurements results that are expected by the software. The real system measurements and the software system measurements are computed from the input data using the relationship from Equation 3. The scan type information consists of scan error or scan repro (\(\vec{\xi}\)) and scan capture range (\(\vec{\phi}\)). Both of them are tuples, having a minimum and a maximum value. The first represents the error introduced by the scan and the latter defines the maximum area in which the scan can do a measurement.

We define \(\Delta\vec{m}\) as being the difference between the real system measurements and the software system measurements taking into account the error introduced by the scan.

\[
\Delta\vec{m} = \vec{m}_\phi - \vec{m}_\gamma + \vec{\xi}
\]

**Equation 6**

Where \(\vec{m}_\phi = D(\vec{\phi}, \vec{V}) * \vec{\phi}\) and \(\vec{m}_\gamma = D(\vec{\gamma}, \vec{V}) * \vec{\gamma}\), \(D\) is the symbolic design matrix.

The condition that a scan is in capture range is:

\[-\vec{\phi} \leq \Delta\vec{m} \leq \vec{\phi}\]

**Equation 7**
Because the error that a scan introduces can have any value between the lower value of \( \xi \) and the upper value of \( \xi \), and because \( \tilde{m}_p \) and \( \tilde{m}_v \) vectors contain only scalar values, means that the measurements in \( \Delta \tilde{m} \) will also have upper and lower values. We can define the lower and upper values of \( \Delta \tilde{m} \) as \( \Delta \tilde{m}_{\text{lower}} \) and \( \Delta \tilde{m}_{\text{upper}} \). From this and Equation 7 we deduce that for a scan to be in capture range the following conditions must be true:

\[
-\tilde{\phi} \leq \Delta \tilde{m}_{\text{lower}}
\]

**Equation 8**

\[
\Delta \tilde{m}_{\text{upper}} \leq \tilde{\phi}
\]

**Equation 9**

The \( \leq \) sign in Equation 8 and Equation 9 means that each element in the left side vector must be smaller or equal to its equivalent element in the right side vector.

In order to determine if a scan, which belongs to a system determined by \( \tilde{w} \), is in capture range or not, we need the conditions in Equation 8 and Equation 9 to be true for all the worst case scenarios that \( \tilde{w} \) generates. Each scenario needs to store the \( \Delta \tilde{m} \) for each scan action as it might be used in future scan or model actions.

There is also the case when a scan is based on capture scans. The capture scans represent the reference to which the current scan is made and they help increase the capture range of a scan. In this case, when checking if the scan is in capture range, a new measurement value is computed (\( \Delta \tilde{m}_{\text{new}} \)). This value is the difference between the scan’s measurement (\( \Delta \tilde{m} \)) and the average of the measurements from the capture scans (\( \Delta \tilde{m}_c \)).

\[
\Delta \tilde{m}_{\text{new}} = \Delta \tilde{m} - \text{average}(\Delta \tilde{m}_c^{(i)})
\]

**Equation 10**

The condition in Equation 7 now becomes:

\[
-\phi \leq \Delta m_{\text{new}} \leq \phi
\]

Even though the check that validates the scan is done with the new value, the value that is stored for the measurement is still \( \Delta \tilde{m} \).

**Update parameters (model action)**

Each model action is based on one or more scan actions. Also, each model action updates a set of parameters. In order to update a set of parameters we need to compute a vector of values (\( \Delta \tilde{y} \)) that needs to be added to \( \tilde{y} \), so that the newly updated software parameters vector (\( \tilde{y}_{i+1} \)) has closer values to the real system parameters vector. We consider \( \tilde{y}_i \) to be the vector of software parameters at iteration \( i \) and \( \tilde{y}_{i+1} \) the vector of parameters that describes the software system at the next iteration. Combined with the information from the measurements (\( \Delta \tilde{m} \)) we have:

\[
\Delta \tilde{m} = D(\tilde{y}_i, \nu) \ast \Delta \tilde{y}
\]

**Equation 11**

From Equation 11 and with the information from the scans used in the model action we have:
\[
\begin{bmatrix}
\Delta m_1^{(i)} \\
\Delta m_2^{(i)} \\
\vdots \\
\Delta m_n^{(i)} \\
\end{bmatrix} = 
\begin{bmatrix}
D(\gamma_i, v_1) \\
D(\gamma_i, v_2) \\
\vdots \\
D(\gamma_i, v_n) \\
\end{bmatrix} \Delta \gamma
\]

Equation 12

Where \(\Delta m_i^{(i)}\) is the delta measurements vector result from the first scan for iteration \(i\), on which the model action is based on. The \(D(\gamma_i, v)\) is the design matrix which was constructed with the \(\gamma_i\) vector and the scan data from the first scan (\(v\)).

If we consider
\[
\begin{bmatrix}
\Delta m_1 \\
\Delta m_2 \\
\vdots \\
\Delta m_n \\
\end{bmatrix} = \Delta \tilde{m}^{(i)}
\]
and
\[
\begin{bmatrix}
D(\gamma_i, v_1) \\
D(\gamma_i, v_2) \\
\vdots \\
D(\gamma_i, v_n) \\
\end{bmatrix} = \tilde{D}(\gamma_i, \tilde{v})
\]
where \(\tilde{v}\) is scan data

The equation becomes:
\[
\Delta \tilde{m}^{(i)} = \tilde{D}(\gamma_i, \tilde{v}) \Delta \gamma
\]

Equation 13

From Equation 13 we compute the values that we need to update the Twinscan parameters:
\[
\Delta \gamma = \tilde{D}(\gamma_i, \tilde{v})^{-1} \Delta \tilde{m}^{(i)}
\]

Using the notation \(\tilde{D}(\gamma_i, \tilde{v})^{-1} = M(\gamma_i, \tilde{v})\) we have:
\[
\Delta \gamma = M(\gamma_i, \tilde{v}) \Delta \tilde{m}^{(i)}
\]

Equation 14

The problem faced is that the values in the \(\Delta m_i\) vector are not scalars. This is because for each scan an error is introduced and that error is different every time we do a scan. The only known fact is that the error has an upper and lower limit. The main problem is that by multiplying the measurement vector with the model matrix (M) would result in a set of ranges for the Twinscan parameters as well. A range is a set of values that have a lower and upper limit.

Because we cannot define a system in which the values of the software parameters are not known precisely, we split each model action in different worst case scenarios based on the lower and upper values of each measurement. Each \(\Delta m_i\) has a number of measurements which depend on the scan type that was used. This depends on the number of axes the scan can give a measurement and can have the value one, two or three based on the x, y and z axes that it measures on.

This means that each model action will generate new worst-case scenarios based on the scan it uses and the number of axes each scan measures on. The new worst-case scenarios number generated by a model action is equal to \(2^n\), where \(n\) is computed by adding the number of axes that each scan, in the model action, measured on.

The total number of resulting worst case scenarios that need to be checked after each model action is:
\[ \text{New}_{\text{wcs}} = \text{Prev}_{\text{wcs}} \times 2^n \]

**Equation 15**

Where \( \text{New}_{\text{wcs}} \) is the new number of worst case scenarios that need to be checked, \( \text{Prev}_{\text{wcs}} \) is the previous number of worst case scenarios that needed to be checked.

Each scenario computes the \( \Delta \vec{y} \) values and computes the new software parameters vector \( \vec{y}_{i+1} \).

\[ \vec{y}_{i+1} = \vec{y}_i + \Delta \vec{y} \]

**Equation 16**

The measurements of the scans need to be updated as well. This means that from this point on the measurements for those scans will be scalars instead of ranges. The updated measurements are called residuals \( \vec{r} \). If these scans are used in a future model action, these residual values will be used, instead of the \( \Delta m \) values.

\[ \vec{r} = \Delta m^{(i)} = D(\vec{y}_{i+1}, \vec{v}) \times \Delta \vec{y} \]

**Equation 17**

After a model action, \( \vec{y} \) will have the values of \( \vec{y}_{i+1} \). The result of a model action is the updated \( \vec{y} \) and the updated measurements \( \vec{r} \).

**Compute result**

After all the actions in the scheme have been evaluated, the accuracy and execution time of the scheme can be computed. The execution time of the scheme is given by the number and type of the scheme actions. The time is not scenario dependent and is the same for all the scenarios.

When computing the accuracy of a scheme file we need to compute the accuracy of each scenario. Because we have only worst-case scenarios, the accuracy of the scheme file must also be the worst-case accuracy. This means that the accuracy of the scheme is the worst accuracy value from all the scenario accuracies.

The accuracy for each scenario \( \rho \) is computed with the following formula:

\[ \rho = \max_i | \vec{\phi}_i - \vec{y}_i | \]

**Equation 18**

This means that for each parameter in \( \vec{\phi} \) and in \( \vec{y} \) an absolute difference is computed and the maximum value will be the scenario’s accuracy. The scheme file accuracy \( \eta \) is:

\[ \eta = \max_s (\rho_s) \]

**Equation 19**

Where \( s \) represents the scenarios iterator.

**Scenario explosion**

1. **Problem analysis**

The biggest concern of the algorithm is the number of scenarios that can occur for a scheme.

The formula for the total number of scenarios is:
\[ SN = 2^\alpha \prod_{i=1}^{n} 2^{\beta_i} \]

**Equation 20**

Where:
- \( SN \) = the total number of scenarios
- \( \alpha \) = the number of all the unique modeled parameters in the scheme
- \( n \) = the number of model actions
- \( \beta_i \) = the number of axes that are used in model action \( i \)

The \( \beta \) variable depends on the number and type of the scans used in a model action.

For the current alignment schemes RA, which is made up of RA_part1.scheme and RA_part2.scheme, we have:
- \( \alpha = 13 \)
- \( n = 4 \)
- M1: \( \beta = 6 \), M2: \( \beta = 6 \), M3: \( \beta = 12 \), M4: \( \beta = 0 \)
- \( SN = 1.37439 \times 10^{11} \)

For the current alignment schemes RAvert, which is made up of RAvert_part1.scheme and RAvert_part2.scheme, we have:
- \( \alpha = 16 \)
- \( n = 7 \)
- M1: \( \beta = 6 \), M2: \( \beta = 6 \), M3: \( \beta = 6 \), M4: \( \beta = 6 \), M5: \( \beta = 6 \), M6: \( \beta = 12 \), M7: \( \beta = 0 \)
- \( SN = 2.8823 \times 10^{17} \)

### 2. Mitigation strategy

Before considering a mitigation strategy, we need to identify the reason for the scenario explosion and the step that leads to it.

The reason is the fact that a scenario cannot be described by a set of ranged software parameters vector \(( \vec{\gamma} )\). The step that leads to the scenario explosion is the model action.

A mitigation strategy for the worst-case scenario explosion would be implementing scenario pruning at every model action. As we are dealing with worst-case scenarios, the condition for pruning would be that scenario A would be included in a space of scenarios \( S \) and scenario A is limited by scenarios B as the lower limit and scenario C as the upper limit. Because the pruning is done at a model action the scenarios A, B, and C are all defined by the same real system parameters \( \vec{\phi} \). We know that \( A, B, C \in S \) and that:

Scenario A is described by the \( \vec{\gamma}_A \) vector of software parameters and that

\[ \vec{\gamma}_A = \begin{bmatrix} \gamma_1^A \\ \gamma_2^A \\ \vdots \\ \gamma_n^A \end{bmatrix} \]

Where \( n \) is the number of software parameters that define the scenario

and \( \gamma_1^A, \gamma_2^A ..., \gamma_n^A \) are the values of each software parameter. Scenario A can be defined as \(( \vec{\phi}, \vec{\gamma}_A \)).

In the same way we define scenarios B and C, \(( \vec{\phi}, \vec{\gamma}_B \)) and \(( \vec{\phi}, \vec{\gamma}_C \)).
The condition for scenario A to be pruned is:

\[ \gamma_i^B \leq \gamma_i^A \leq \gamma_i^C, \forall 1 \leq i \leq n \]

**Equation 21**

This will remove the worst-case scenario A because it would have already been checked by scenarios B and C. This is only a possible strategy and has not been implemented yet.
Appendix B

Generator

1. Goal
The generator is responsible for determining the fastest executing scheme that meets the accuracy and robustness specifications. A scheme is a set of scheme actions that lead to the calibration of a Twinscan system. A scheme action is either a scan action (SA) or a model action (MA). The scan action gives the actual position of a mark with a precision determined by the scan’s accuracy that was used for the measurement. A mark represents a set of lines that are used for measurement. Table 9.2-1: Scan action information shows the scan information that is relevant for the generator prototype.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>rcs_mark_position</td>
<td>The mark name where the measurement is performed</td>
</tr>
<tr>
<td>tis_scan_type</td>
<td>The type of scan used for the measurement</td>
</tr>
<tr>
<td>capture_scans</td>
<td>The list of previous measurements that are taken into account for the current measurement</td>
</tr>
</tbody>
</table>

The model action computes the new values of a set of parameters based on the information from the scans. Table 9.2-2: Model action information shows the model information that is relevant for the generator prototype.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>adjustable_list</td>
<td>The list with name of the parameters that need to be modeled</td>
</tr>
<tr>
<td>results_selection</td>
<td>The list of sequence IDs of the scans that are used for the modeling action</td>
</tr>
</tbody>
</table>

The generator’s algorithm can therefore be described in terms of a search algorithm.

2. Why a search algorithm?
By definition, a search algorithm is any algorithm that identifies a solution to a problem (a search problem) out of a space of potential solutions by considering several potential solutions until one is found that meets certain criteria. In our case, we need to find the fastest executing scheme or schemes that meet the accuracy and robustness requirements from all possible scheme files. For this reason, a search algorithm is the best choice to use for the generator.

3. Search space
The search space is defined by the set of all possible candidate solutions. The solution in our case is a scheme file, so the search space consists of all possible, syntactically correct, schemes.
For a scheme to be part of the search space, it must satisfy a set of rules that will confirm it is syntactically correct:
- A scan or modeling action refers only scans that precede it. Using other scans will make the scheme syntactically incorrect because the required information is not found.
- A modeling action will not model parameters that are not contained by the vector that describes the real machine system ($\hat{\phi}$). (See the Evaluator algorithm description) Using other parameters than the ones defined in $\hat{\phi}$ will make the scheme syntactically incorrect.
- The number of modeled parameters must be less or equal to the number of dx, dy and dz information resulted from the capture scans. If the number of modeled parameters is higher than the number of equations resulted from the scan information, the system of equations cannot be solved thus the modeled parameters cannot be computed.

The search space ($W$) definition is shown in Equation 22.

$$\forall s \in W \Rightarrow s \text{ is a syntactically correct scheme}$$

Equation 22

With the current definition, the search space is unlimited because there is no boundary on how many scheme actions a scheme must have. An unlimited search space is not desired because the search algorithm might not find a solution in a finite period of time. Therefore, a limit on the number of scheme actions must be imposed so that it makes the search space finite. This limit will be discussed further in the paper.

We can also define a set of grammar rules that will decrease the search space size by removing the schemes that add redundancy or are considered inefficient:
- A non-empty scheme file must always start with a scan action. The reason behind this is the fact that a modeling action requires scan actions in order to model any parameter.
- If multiple scans that differ only in accuracy and nothing else are available, then subsequent modeling or scan actions will only reference the most accurate of these scans. Using scans that have low accuracy will lead to reaching a lower scheme accuracy level compared to a model action that uses more accurate scans.
- A scan must not be repeated within the same scheme file. Repeating a scan will only increase the scheme execution time and not the accuracy and the goal of the scheme is to have high accuracy and small execution time. This is a consequence of only considering the worst case scenarios. In the real world, repeating a scan means improving the accuracy of the scan.
- A modeling action must not be repeated within the same scheme file. A modeling action that uses the same scans as capture scans and models the same parameters will not improve the accuracy of the scheme file but will increase the execution time.

Once the search space has been defined, we need to define a set of rules that will help us identify a solution within the search space.

### 4. Solution selection

A solution is considered to be a scheme that is robust and has an accuracy value less or equal than the specified target accuracy ($T_{acc}$). In order to identify the solution schemes in the search space, we need to define two functions $f$ and $g$ that will determine if a scheme is robust and within the accuracy requirements.

Function $f$ will identify if a scheme is robust or not. This means that $f$ will verify that each scan action in the scheme file is within capture range and that each model action can compute its model parameters.
\( \forall s \in W, \forall SA \in s, \forall MA \in s, \text{SA in capture range, MA computable } \Rightarrow f(s) = \text{robust} \)

Equation 23

Using \( f \) on our search space will shrink it to a search space that only contains robust scheme files. We use the \( V \) notation to identify the search space that has only robust scheme files.

\[ \text{If } s \in W \text{ and } f(s) = \text{robust } \Rightarrow s \in V \]

Equation 24

Function \( g \) will check the accuracy level of a robust scheme file. The function will evaluate each scheme file from \( V \) and will check if its accuracy level is less or equal to the specified target accuracy (\( T_{\text{acc}} \)). Based on the comparison it will conclude if the scheme is accurate or not.

\[ g(s) = \text{accuracy}(s) \leq T_{\text{acc}} \Rightarrow \text{ACCURATE; INACCURATE} \]

Equation 25

Function \( g \) applied to \( V \) will give a space that contains all the scheme files that are robust and accurate and thus determining the solution space \( S \).

\[ \text{If } s \in V \text{ and } g(s) = \text{ACCURATE } \Rightarrow s \in S \]

Equation 26

Because the goal of the algorithm is to find the fastest executing scheme that is robust and meets the accuracy requirements, we need to compute the execution time for each scheme.

We define function \( h : W \rightarrow \mathbb{R} \) which will return the execution time of the scheme if the scheme is robust and infinity if the scheme is not robust. The \( h \) function will act as a cost function and will help us choose the optimal solution or solutions from the solution space.

\[ \forall s \in W, h(s) = f(s) \Rightarrow \text{robust? } \sum_{i=1}^{n} \text{duration(schemAction}_i) \Rightarrow \text{INFINITY} \]

Equation 27

Having the three functions, we can now specify the optimal solution space (\( O \)) as shown in Equation 28.

\[ \text{If } s \in W, f(s) = \text{robust} \text{ and } g(s) = \text{ACCURATE then } \forall x \in S \text{ and } h(s) \leq h(x) \Rightarrow s \in O \]

Equation 28

The \( O \) space will contain only the scheme files that are robust, within accuracy constraints and their execution time is less or equal than any other scheme that is robust and within the accuracy constraints.

5. Naive search algorithm

A first approach on finding the optimal scheme file/files is the naive search algorithm approach. The goal of the naive search algorithm is to check all the scheme files in the search space \( W \) and identify the scheme files that are robust, within accuracy specification and have the smallest execution time; the scheme files that create the \( O \) space (Equation 28).

As mentioned in the Search space chapter, a limitation must be set on the number of scheme actions that a scheme can have. This limitation will guarantee that the search
algorithm will provide a result in a finite amount of time. The limitation will be based on the type of actions the scheme can have and the execution times of these actions.

In order for the naive algorithm to find the optimal solution, it needs to generate all the possible scheme files, evaluate them all and afterwards compare the execution times of the schemes that are robust and within the accuracy requirements. This means that the execution times of the algorithm that is ran with the same input data will always have similar values because the same number of schemes must be evaluated.

In order to have a better understanding on the number of schemes the naive algorithm needs to check we represent the information in $W$ in a tree structure. (See Figure 9.2-2: Scheme tree structure) Each node/leaf represents a scheme file.

![Scheme tree structure](image)

The level number corresponds to the number of scheme actions that a scheme on that level has. Level 0 mean that the scheme has 0 actions (empty scheme), level 1 means that the schemes on that level have only one scheme action and so on, level $n$ means that the schemes on that level have $n$ scheme actions.

The actions that can be added on a new level (breadth) can be split into two categories: scan actions and modeling actions.

The number of possible scheme files that can be created by adding a new scan action depends on:

- the number of previous scans in the parent scheme file – $N_i$ (The information in row three from Table 9.2-1: Scan action information)
- the number of possible scans that can be performed – $N_p$ (The number depends on the information from row one and two from Table 9.2-1: Scan action information)

The number of possible scan actions ($P_{sa}$) that can be generated is:

$$P_{sa} = N_p \times \left( C_{N_i}^0 + C_{N_i}^1 + \ldots + C_{N_i}^{N_p} \right)$$

**Equation 29**

Where $C_n^k$ is combinations of $n$ taken $k$ at a time. And we know that:

$$\sum_{k=0}^{N_i} C_{N_i}^k = 2^{N_i}$$

**Equation 30**

From Equation 29 and Equation 30 we have:
The number of possible scheme files that can be created by adding a new model action depends on:
- the number of parameters that can be modeled in the system - $\alpha$
- the number of scans in the parent scheme file – $N_s$

The number of possible model actions ($P_{ma}$) that can be generated is:

$$P_{ma} = 2^{\alpha + N_s}$$

Equation 32

The value of $P_{ma}$ is a pessimistic value because the actual number depends on the characteristics of the scans in the scheme file.

The sum of $P_{sa}$ and $P_{ma}$ values define the number of actions that a level can have. This means that each branch downwards adds a limited number of actions.

The conclusion is that the naive algorithm is very time and resource consuming as it will evaluate all the schemes even when the optimal scheme has already been found.

### 6. Improvements

The naive algorithm described in the previous chapter will find a solution but not in the fastest way possible. The number of possible schemes that need to be checked increases drastically with every level of the scheme tree. This means that a set of improvements need to be added in order to get to an optimal solution faster and with less computation.

#### Order of search

The order of search method aims at decreasing the algorithm’s search time by first checking the possibilities that are closest to the solution. For the naive algorithm the order of generating new schemes was not important. This approach will only remember the leaves of the tree and will evaluate and expand one leaf at a time, the shortest one. Expanding a node means adding only one scheme action to the list of scheme actions that the node has. Evaluating and expanding the leaf with the shortest execution time increases the chances of finding an optimal scheme in a shorter period of time.

The reason for choosing the fastest executing leaf is based on the condition that the optimal solution must have the shortest execution time from all the accurate and robust schemes and that adding actions to a scheme will increase its execution time. Derived from these conditions we can state that each search should start with evaluating the empty scheme as it always has the shortest execution time and is always robust.

By using the order of search method, we can improve the naive algorithm by not checking all the possible schemes that have a bigger execution time than the optimal solution.

We guarantee an optimal solution is found when at least one solution was found and there is no other leaf that has a lesser execution time than the time of that solution.

#### Pruning

Pruning is a technique that is used in search algorithms to reduce the size of the search space by identifying and removing potential solutions that have a low or no probability of being a solution.
In our case, pruning can be used by not expanding schemes that are out of capture range or in which a modeling action cannot compute the model parameters based on the given scan information. Not expanding a node will remove from the search space the branch that it would otherwise create. The reason for not expanding an invalid scheme (out of capture range schemes and schemes in which the model parameters cannot be computed based on the given information) is that all the other schemes that are generated from it are going to be invalid as well so it would be a waste of time and resources to generate and evaluate those schemes. The same logic can be applied to schemes that are robust and accurate. Once a scheme is robust and accurate, adding scheme actions will increase the execution time of schemes generated from it, thus guaranteeing that the new schemes will never belong to the optimal solution space $O$. In Figure 9.2-3: Pruning invalid and accurate schemes we consider as Invalid the schemes that are out of capture range or for which the scan information is not enough to compute the model parameters; Inaccurate the schemes that are robust but do not meet the accuracy requirements and Accurate the schemes that are robust and meet the accuracy requirements. The figure shows how the size of the search space can be decreased by using the prune method.

**Figure 9.2-3: Pruning invalid and accurate schemes**

**Branch and bound**

“Branch and bound consists of a systematic enumeration of all candidate solutions, where large subsets of fruitless candidates are discarded en masse, by using upper and lower estimated bounds of the quantity being optimized.”

Branch and bounding can be done once you find a solution that meets the accuracy requirements. The first found solution can be used as a reference scheme. Based on the execution of the reference scheme, we can limit the search space so that we only need to check the schemes that have a shorter execution time than the reference scheme. When a scheme that has a shorter execution time is found, that scheme will become the reference scheme. The reference scheme will always have the shortest execution time from all the found solutions and it will be the optimal solution when the algorithm has no other leaf that has a smaller execution time than the reference scheme (stop condition).

**Heuristics**

“Heuristic refers to experience-based techniques for problem solving, learning, and discovery. Where an exhaustive search is impractical, heuristic methods are used to speed up the process of finding a satisfactory solution. Examples of this method include using a rule of thumb, an educated guess, an intuitive judgment, or common sense.”
With the use of heuristics, we can further improve the algorithm by better guiding it towards the optimal solution. In the Order of search improvement, we consider the nodes with the shortest execution time as being the best choice at the given moment. If we add the heuristics knowledge to this assumption we can get a shorter path towards an optimal solution. An example of heuristics is to model the parameters that have a greater impact on overlay first so that the error that these parameters can introduce in the system is smaller. The algorithm would take this information into account and will first expand schemes that have a low execution time and model these parameters.

7. Improved algorithm

The goal of the improved algorithm is to make the naive algorithm more effective. For this we apply the extension described in the Improvements chapter to the naive algorithm.

The improved algorithm will start its search for the optimal solution with the empty scheme as it is robust and the fastest executing scheme available. If the empty scheme is not accurate enough, then based on the rules described in the Search space chapter, it will expand the node that contains the empty scheme by adding only one more action. The improved algorithm will increase its search base only after it evaluates a leaf. The new added schemes will be generated from the evaluated leaf. The improved algorithm will always evaluate the leaf that has the shortest execution time. This will make the search for an optimal scheme more efficient as the first accurate scheme that is found has the smallest execution time. Once a robust and accurate scheme has been found, means that the optimal scheme has been found because all other leaves have a higher execution time than the found scheme. The improved algorithm can also use heuristics to decrease the number of generated schemes.

The improvements used for the prototype were the order of search and pruning. The branch and bound and heuristics improvements were only investigated.
# Glossary

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AASG</td>
<td>ASML Alignment Sequence Generator</td>
</tr>
<tr>
<td>EUV</td>
<td>Extreme Ultraviolet</td>
</tr>
<tr>
<td>IC</td>
<td>Integrated Circuit</td>
</tr>
<tr>
<td>NXE</td>
<td>TWINSCAN NXE platform is the industry’s first production platform for extreme ultraviolet lithography</td>
</tr>
<tr>
<td>Photoresist</td>
<td>A light-sensitive material used in the photolithography industry</td>
</tr>
<tr>
<td>TIS</td>
<td>Transmission Image Sensor</td>
</tr>
<tr>
<td>TWINSCAN</td>
<td>An ASML machine platform that with its unique dual-stage design allows for non-stop processing: measuring one wafer while imaging another.</td>
</tr>
<tr>
<td>UML</td>
<td>Unified Modeling Language</td>
</tr>
</tbody>
</table>
Bibliography


About the Authors

Bogdan Mihai Lazăr received his MSc. equivalent degree from the Polytechnic University of Bucharest, Faculty of Automatic Control and Computer Science in 2008. In the same year he started the Master studies in Informatics Systems for Economic Processes and Resources Management at the Bucharest Academy of Economic Studies. He joined in October 2010 the two years PDEng program at Eindhoven University of Technology and is expected to graduate in September 2012.

During the university studies he worked in two IT companies in Bucharest, Romania. He gained more than three years of experience in the IT domain and more than five years work experience. After his graduation in September 2012 he will be using his knowledge and expertise as a software engineer at ASML, The Netherlands.
3TU. School for Technological Design, Stan Ackermans Institute offers two-year postgraduate technological designer programmes. This institute is a joint initiative of the three technological universities of the Netherlands: Delft University of Technology, Eindhoven University of Technology and University of Twente. For more information please visit: www.3tu.nl/sai.